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FOREWORD

In preparing the Digital Microwave System Design Guide for Task TC-21, many
reference sources were surveyed. The survey showed very little user experience
in the Department of Defense community in digital microwave systems. A decision
was made by the Communications and Data Transmission Committee of the Telecommiu-
nications Group to use the manual prepared for the Philippine Mindanao Microwave
Communication System as the best source material available at this time. This
Design Guide is expected to be updated periodically for the use of digital micro-
wave system designers and planners at the member and associate member ranges of
the Range Commanders Council.

The source material from the manual is the property of the U.S. Government,
prepared under contract by the Rockwell International Collins Transmission Sys-
tems Division through the U.S. Army Communications-Electronics Engineering
Installation Agency, Fort Huachuca, Arizona. No attempt was made to delete
references to Rockwell International or other manufacturers' equipment in this
Design Guide, but no endorsement of performance or reliability is intended.
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1.0 INTRODUCTION-

1.1 Purpose. The purpose of this design guide is to provide a digital micro-
wave system planning guide for use by digital microwave systems engineers at
Department of Defense ranges. -,

1.2 Objectives. 'The objectives of this design guide are-

a. To furnish a guide for digital microwave system design to be used by
microwave engineers to implement a standardized approach to digital microwave
systems for U.S. national ranges, ,.

Sb. To provide and maintain cognizance of applicable technical publica-
tions available by submitting on a timely basis those technical directives,
standards, and references that impact on digital system design and may be
included as an update to this planning document.

1.3 Discussion. Most of the telecommunications plants throughout the world
have been built for analog transmission. In that mode, analog signals remain
in analog form throughout the transmission process, while digital signals must
be converted into a quasi-analog type signal. Digital transmission is the
transfer of information by digital signals. Information represented by digi-
tal signals is referred to as digital data, information is conveyed by
arranging this digital data into patterns having signed meanings in accord-
ance with a coding scheme.

User equipment represents a wide variety of types. Typical types are found
in the fields of telephony, telegraphy, data, and facsimile. In general, any
input-output device that effects an interface between the human and an elec-
tronic circuit may be considered as user equipment. Teletype, computer, and
various other user equipment initiate transmissions that are inherently digital
in nature and readily encoded for transmission via the digital transmission
system. Analog signals such as those produced by a microphone in response to
audio stimulation present a more complex problem for digital communications.
This type of signal is continuous, following the amplitude variations of the
message waveform. For digital transmission, it must be converted into a sig-
nal that is discrete in both amplitude (or polarity) and time. This conver-
sion process must appear transparent to the user of the transmission medium.

The problem of the communications engineer is to design a system to transmit
intelligence from one location (source) to one or more other locations (sinks)
with little change in the information content. In the well-defined commnuni-
cations system, the output is essentially the same as the input, only delayed
and slightly modified due to input-output device characteristics, transmission
circuit distortions, and system-generated noises. Speech is transmitted with
reasonable likeness, while drawings and teletype transmissions result in a
received printed page resembling the original copy. The nearer the communi-
cation channel approaches perfection, the more it resembles a direct connec-
tion between senlinq and receiving user equipment.



Because of the many factors involved in communications system design, the
importance of starting with accurate definitions of user requirements cannot
be overemphasized. To accomplish this, the transmission systems engineer,
traffic analyst, users, and managers must coordinate their requirements into
an effective communications requirements plan.
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2.0 SYSTEM REQUIREMENTS

2.1 System Designer Requirements

2.1.1 Problem Definition. The initial step in designing a communications sys-
tem is the problem definition stage, which involves determining the types of
information or intelligence that must be transmitted (voice, data, video, tele-
type, etc.) and the objectives of the user of this intelligence. The effective
design of a commrunications system must satisfy both the immediate and future
requirements, providing for flexibility, growth, and new services. If the
requirements and objectives have not been clearly stated, the systems engineer
must continue to query management and users to insure that the basic criteria
for the design are defined as fully as possible. If certain factors cannot be
determined, the known requirements can be used in the evaluation process, with
a range of solutions available to the designer in defining the final communi-
cation requirement.

2.1.2 Communications Volume. The next question to be addressed is the volume
of communications needed. This is determined by examining traffic statistics
and loading and by predicting future requirements from study of past growth.
In complex communications networks, traffic analysis is a continuous effort,
setting parameters for subsequent stages of expansion after the system design
is finished.

2.1.3 Quality of Service. Following logically must be a question of service
needed. This involves matching the design objectives with volume requirements
and desired technical performance. Additionally, system operating requirements
and system geography may be addressed at this point. If applicable, existing
facilities may be evaluated against the new system requirements to determine
their adequacy. This process may involve tradeoffs necessary to avoid the
time and cost of new facility construction.

2.1.4 Modulation Techniques. Various techniques of digital transmission and
signal processing must be goals of the above criteria. When techniques have
been selected and the proper equipment has been identified, all factors are
subjected to a communications-systems evaluation. Of concern at this evalua-
tion are the comparison of quantitative and qualitative aspects versus the

* initial capital cost requirements and the cost of maintaining quality service.
The system design is examined to determine the degree of flexibility, growth
potential, and new service it can support. When all these factors are satis-
factorily evaluated, the design specification and the communication objectives
are satisfied.

2.2 Mission Requirements

2.2.1 Mission Analysis. While voice and data make up the bulk of range commu-
nications requirements, other considerations may be facsimile and television
transmission. The engineering design process of a digital communications sys-
tem for any range environment must include mission analysis. This analysis
identifies the communication requirements imposed by a military mission. Its
purpose is to quantify communications needs to obtain the basic requirements

2-1



for systems planners and engineers, including information concerning user
locations, volume and types of traffic, and quality of service to be provided.

A critical element of mission analysis is the prediction of traffic volume.
These predictions determine the required number of trunks, switching system
size, and overall network configuration. A study of telecormmunications sys-
tems indicates that voice traffic loads follow well-defined patterns. An
understanding of the mission and users will indicate obvious peak loads, by
time of day, days of the week, and times of the year. The accepted standard
on which to base traffic projections is the "daily busy hour." Typically,
this occurs during the late morning of working days, as shown by traffic
load distribution charts.

Predictions of traffic volume for the design of new systems entail identifying
communities of interest and surveying the users in these communities to determine
their communications needs. Historical traffic records of similar systems will
provide valuable input by indicating busy hour timing. The pattern of these
statistics is known as Poisson distribution. The Poisson distribution is based
on the randomnnesc of events. It can be used effectively to calculate traffic
loading for new sy~tems, where no historical record is available from which to
derive statistical traffic distributions.

The Poisson distribution can also be used in computer communications traffic
engineering, since messages are likely to enter systems in random fashion and
be of random length. However, statistics of computer data versus voice com-
munications are not so well defined and are, in fact, variant depending upon
application. Therefore, with regard to computer communications, the functions
of mission analysis are to determine the following requirements:

a. Numbers of specific-length messages to be sent.

b. Times that messages are sent.

c. Response time requirements.

d. Computer processing time.

2.2.2 Geographic Requirements. The locations of the potential users of the
communications system determine the geographic and network configurations of
the system. This, in turn, will dictate to the designer the types of systems,
transmit power, diversity protection, fade margin, path propagation requirements,
and other criteria necessary for an effective system design.

One of the fundameiital steps in traffic engineering is the identification of
user communities of interest. A community of interest exists between users
having a need to communicate with each other on a frequent basis. By deter-
mining the numbers and locations of the users within a community of interest,
the traffic engineer is able to identify the number of facilities needed to
service that area. It is implied here that the user community of interest
is strategic in nature and will therefore be located in a fixed area. If the
communications facility is to support a tactical-type operation, the user
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community of interest may include changing geographic locations, and the impact
on the system configuration will vary. In this case, the approach to system
design must provide the flexibility to accommodate this movement. Therefore,
the traffic engineer/system designer must be aware of the organizational and
operational structure of the user for whom he is providing service.

2.2.3 Quality of Service. In digital communications, the basic performance
parameter is bit error rate (BER). User tolerance will vary depending on
whether the communication is voice or data. Voice transmission can tolerate
a BER as high as 1 x 10' 3, but the nature of data equipment requires a reli-
ability BER of 1 x 10O, or greater. Military communications encompass vir-
tually all communications types, although most requirements are handled by
voice. Because various forms of data communications (computer data, teletype,
etc.) are becoming more prevalent, the communications system must be designed
to give a reliable BER performance of 1 x 10-6 or greater.

2.2.4 Throughput. The faithfulness with which information is transferred
depends upon the design, engineering, and maintenance of the system. In
digital communications, the basic interpretation of system performance is
measured in terms of a single parameter, throughput. Throughput can be
defined as the number of messages (message blocks, information bits, etc.)
correctly transmitted and received per unit of time.

2.2.5 User Grading. The user of a communications system will grade it accord-
ing to two concepts, reliability and availability. Both reliability and avail-
ability are mathematically defined in terms of probabilities. This allows for
a "math model" to be developed during the design stage as an aid to the systems
engineer.

a. Reliability

Reliability is the probability that a device or system will perform its
intended function for a specified time period, under its prescribed operating
conditions.,'given that it was operating properly at the start of the period.
It is only valid for a specified period of operation, with the operational
conditions as prescribed, and with the system operating properly at the start
of the time period. The time period must be stated in order to give meaning
to reliability, because it is a measure of operating time as compared to mean
time between failures (MTBF).

The use of reliability as a rating factor is associated with the need for
a device or system to function properly over a specified time period, when the
operation is of a critical nature. Reliability is not a practical measure of
quality for a continuous service system; it is most meaningful when the mission
period is short in relation to the system MTBF. It is extremely useful when
addressing special operating periods of a continuous service system, such as
the scheduled test operation of a weapons system. Reliability can be used to
assess the chances of completing this scheduled test operation without a commu-
nication system failure. It can also be used to assess the requirement for
on-site maintenance during critical scheduled activities.
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b . Ava il1abil ity

Availability is the probability that a device or systemr will operate properly
when called upon at any randomly selected time. The concept of availability sup-
plies the means of determn'ing the probabilities that a system will be up and
ready for operation when required. Probability, in this case, refers to the
number of times, out of a specified number of trials, that the device will be
able to support a mission period; i.e., that it will not be in a failed state
at the start of the mission period.

Availability of a device or system provides a measure of the likelihood
that it will be operating properly at the start of any randomly selected mis-
sion period. In a sense, availability complements reliability, in that both
are closely associated with the success of a mission. A balance is usually
required between the two parameters, and this introduces the concept of sys-
tem effectiveness. System effectiveness, a combination of reliability and
availability, is the probability that a system will enter and complete a mis-
sion period and is, therefore, a meaningful concept to the user.

2.3 User Requirements. The user of a communications system has the responsi-
bility to provide certain basic information that will clarify his communications
requirements. This information will impact heavily on the design planning of a
new system and will assist the systems engineer in determininq necessary exten-
sions and/or modifications to existing facilities.

2.3.1 Intelligence to be Moved, Communications Objectives. To establish the
variety and type of intell igence to be moved and the communications objectives,
the following facts must be established:

a. What is the reason for the communication, or what is the use that will
be made of the information at the receivinq end?

b. Will the communications require use of simplex or duplex circuits?

c. If the required service is other than voice, what minimum amount of
intelligence is required to successfully interpret the information at the
receiving terminal?

d. What amount of time can be tolerated to successfully transmit and
receive the above information? Defining the information in relationship
to transmission time limitations will, in general, define the bandwidth
requirements of the system.

e. Is the intelligence to be moved in real time, or will a store-and-
forward system meet the objectives (i.e., does the requirement dictate a
continuous transmission)?

2.3.2 Traffic Analysis. In order to determine the amount of intelligence the
system must handle, it is necessary to analyze the traffic volume and distribu-
tion patterns. The system designer should furnish to the user a definition of
a communications unit that can be used throughout the traffic analysis. Separate
units must be defined for each type of service: data, telephones, teletype, etc.
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2.3.3 Required Quality, Grade of Service (GOS) and Reliability. In order to
determine how good the communications service must be, the minimum acceptable
level of intelligence and GOS must be established. Each basic type of commu-
nications service has established quality factors and standards of measurements.
The required criterion of acceptability can be specified by referencing existing
standards of performance that pertain to the particular class of communications
and modifying these standards to suit the given objectives. The GOS refers to
the quality of an established connection as well as to the probability of the
connection being available when required.

2.3.4 Operating Requirements. The operating requirements and schedule of opera-
tions must be established with some degree of accuracy. This will impact heavily
on the "system effectiveness" described above.

2.3.5 Geography of the System. The geography or physical extent of the desired
conmmunications services will determine whether existing facilities will support
the user requirements. It will also impact on the requirements of alternate
routing schemes. A network layout should also inclu~de possible future expansion
plans of the user sources and destinations.

2.3.6 User Equipment Interface. If the user has equipment that must interface
with existing or planned communications systems, the following information must
be established:

a. Determine the locations of intersystem interfaces.

b. Identify the interfacing systems.

c. Determine what standards and specifications apply to the interfacing
systems.

d. Identify the end-to-end performance parameters when the user equipment
is to be a link of the circuit.

e. Identify the interface criteria, to include control lead and signal
lead connector arrangements.

f. Identify the line protocols of the interfacing systems.

The system must then be designed to match all parameters of the interfacing sys-
tems, using special interface circuitry and devices where required. In summary,
it is the requirement of the user to provide maximum information on the support
requirements, types and classes of service, and geographic locations to ensure
that all areas of communications support are considered. The systems engineer
and/or traffic analyst must work to ensure that the user is cognizant of the
user information that is necessary to establish a firm data base of communica-
tions requirements.
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3.0 SYSTEM DESIGN

3.1 System Constraints. The digital microwave system, to be useful when
designed, must be based on available devices and techniques. Operational
requirements usually require a system design approach based on techniques
and hardware that have been proven and are compatible with presently installed
equipment. This approach is not meant to inhibit the advance of the state of
the art or discourage innovation. New devices and techniques made available
through development can be incorporated into later models when shown to be
cost effective.

3.2 System Architecture. At the time this Digital Microwave System Design
Guide task was started (1979), the Kwajalein Missile Range (KMR) was faced with
the choice of adopting the triservice Digital Radio and Multiplexer Acquisition
(DRAMA) system or a state-of-the-art commercial system to be manufactured from
a performance specification. The DRAMP system had not been tested and evaluated
for applicability by any of the members or associate member ranges of the Range
Commanders Council (RCC) at the time the KMR was required to decide on the system
design. Detailed comparisons were made between the specifications for typical
state-of-the-art commercial digital microwave communications equipment and the
DRAMA system. Taking into consideration delivery times, flexibility requirements,
and other aspects pertinent to KMR, the state-of-the-art commercial system was
selected.

Another digital microwave system was being procured by the Pacific Missile Test
f Center (PMTC) during the period this design guide was being prepared (1980-1981).

The system architecture and an overview of the system design considerations that
entered into the decision to procure the Rockwell International system are dis-
cussed in appendix A.

3.2.1 Communication Security. One of the characteristics of military communica-
tions that impacts heavily on both cost and time in network organization is the
need for communications security (COMSEC). Although this section is primarily
concerned with the electrical/electronic compatibility of integrated systems, it
is necessary to discuss briefly some additional considerations related to COMSEC.
Four aspects of COMSEC are physical, compromising emanations, cryptographic, and
transmission security. Each will be given brief attention here.

a. Physical Security

Physical security is a facility consideration that addresses limiting or
controlling the personnel access into areas where crypto equipment is opera-
tional . The extent of protection required depends upon the nature, size, and
location of the communications facility. The need for COMSEC limits the pos-
ible geographic locations of network points to installations that can be
physically secured against intrusion. Physical security considerations are
presented in NACSIM 5203 and applicable service guidelines.

b. Compromising Emanations Security

Electronic and electromechanical systems used in the handling and transmis-
sion of data are prone to acoustical and electromagnetic emissions that may be
received by undesired persons. The concern over such emanations is determined
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by the classification of the information to be handled. The final system defi-
nition is the result of tradeoffs between equipment and facility design; ema-
nations may be restricted to prescribed limits by the effective combinations of
the two. The objectives of the TEMPEST program are to measure such emanations,
determine the extent to which they contain usable information, and define those
steps necessary to correct site deficiencies. When engineering for on-line
encryption devices, careful consideration must be given to the directives of
NACSIM 5203 regarding the RED/BLACK interface.

c. Cryptographic Security

The purpose of cryptographic security is to avoid unauthorized disclosure
of message traffic during transmission. On-line crypto operation provides real-
time protection to traffic transmission.

d. Transmission Security

Transmission security protects all message traffic from interception and
deception. For electrical communications, transmission security is provided
by adherence to those equipment installation criteria presented in NACSIM 5203.
On operating crypto systems, transmission security is provided by constant
attention to circuit discipline and message handling techniques.

Of equal importance and concern to the design engineer of COMSEC facilities
is the power and cabling interface to the crypto systems. Power used to supply
crypto facilities may require special filtering in order to maintain communi-
cations security. Wiring and cabling techniques, as well as power lines and
grounds, are subject to special treatment, as detailed in NACSIM 5203.

The heart of all crypto systems is the key generator (KG). The KG acts on the
serial, digital representation of the message traffic, scrambling this message
according to a predetermined code that is available in the KGs at both ends of
the circuit. Some crypto devices are equipped with interface circuitry that
will convert message traffic from analog to digital, if required, as in the
case of voice encryption. This is normally accomplished in a two-step pulse
amplitude modulation/pulse code modulation (PAM/PCM) conversion at the trans-
mitting device, with restoration to analog at the receiving device. The crypto
device is transparent to the digital transmission medium and the information
user, adding no additional bandwidth requirements other than that inherently
associated with the digital representation of an analog signal.

Crypto devices are basically designed for two types of applications: end-to-end
and bulk encryption. End-to-end encryption devices provide a dedicated, secure
transmission circuit from the originator to the terminal end user. This type of
circuit is treated as unclassified in its application to the transmission medium.
The devices are operationally and key compatible at both source and sink. Bulk
encryption devices operate on the multiplexed signals of a number of channels.
These devices are normally located at the telecommunications centers and are end-
to-end compatible (source and sink) over the transmission medium. If interim
breakout of data is necessary, as at a repeater, the complete data stream must
be deencrypted and reencrypted for transmission to the next location.
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Network synchronization implies that all terminal devices that are intercon-
nected operate from a commnon time base. Crypto units, as a part of the network,
also require this common timing. Due to the classified nature of the crypto
systems and their interface specifications, no details will be presented here.
Suffice to say that the input timing synchronization, data, and master station
clock follow closely the requirements of MIL-STO 188-114.

Various types of COMSEC devices are available to meet a myriad of security
applications. Each system has its own salient characteristics. Therefore,
the transmission system engineer who has secure commnunications requirements
should seek assistance from his appropriate branch of service or from the
National Security Agency, Fort Meade, Maryland.

3.2.2 Diversity Plans. In microwave system engineering and design, diversity
is a method of improving the radio frequency (RF) received signal and providing
redundant paths. Depending on the type of diversity used, full or partial test-
ing is possible while transmitting and receiving radio traffic. Presented are
two basic types of diversity, frequency and space, as well as combinations of
the two. Each has its advantages and disadvantages.

Space diversity is accomplished by using two receivers, with the antennas
vertically or horizontally separated by some multiple of the received fre-
quency's wavelength. The major advantage of space diversit -y is that it
requires only one frequency to implement. As the RF environment becomes
more congested, this becomes a very attractive characteristic. The major
disadvantage is that the link using this diversity scheme must be shut down
in order to be tested.

Frequency diversity, on the other hand, requires a minimum of two frequencies
in order to operate. In many frequency-congested areas this is not possible.
The major advantage of frequency diversity is that it allows a radio link to
be fully tested without interrupting traffic. Both frequency and space diver-
sity provide a measure of equipment or path redundancy.

Figures 3-1 through 3-4 show the two basic diversity methods and some of their
variations. The methods illustrated are, in sequence by figure:

a. Space diversity - hot standby transmitters.

b. Space diversity - no standby.

c. Space and frequency diversity.

d. Hybrid diversity.

Hot standby space diversity provides automatically switched transmitters. it
gives full equipment redundancy (excluding antennas and waveguide). However,
this arrangement does not provide separate end-to-end operational channels.
That is, radio traffic must be interrupted to perform link testing.
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Frequency diversity also provides complete equi.D-ent redundancy. (This does not
include antennas and waveguide if one antenna is used.) In addition, this type
of diversity also provides two separate end-to-end paths for testing. The link
can be fully tested (excluding waveguide and artennas) even whil~e traffic is
being transmitted.

Of all the types of diversity, the most elaborate is a combination of frequency
and space diversity, also called quad-diversity. This arrangement involves two
frequencies and two antennas at each site. It creates two totally independent
end-to-end paths, allowing a test team to completely test the system without
interrupting traffic.

Another method of diversity, though not in widespread use, is hybrid diversity.
This involves two antennas at one end, one at the other, and the simultaneous
use of two frequencies. Both transmitters and receivers on one end use one
antenna, but each transmitter and receiver pair on the other end uses a sepa-
rate antenna (see figure 3-4).

Availability is defined as the amount of time (A) a link is operating properly
during a specific period of time (T), divided by that specific period of time,
or (AlT) x 100 percent. A is time available (hours) and T is period of time
over which available time is measured. For instance, if a microwave link
worked 10 hours out of a 20-hour period, its availability would be 50 percent.
On the other hand, if it were available 19.97 hours out of 20, the availability
would be 99.85 percent. The greater the system availability, the better the
system.

Each diversity scheme has its own availability. The availability of the link
is a resUlt of factors such as antenna separation, frequency separation, trans-
mission power, and antenna gain. Consequently, the type of diversity used
should be determined by the required availability. The goal in diversity is
to increase the availability. Generally, the combination of frequency and
space diversity is the most expensive and provides the best availability.
However, it is not always practical or affordable.

3.2.3 Multiplex Plans. The basic methods used for digital transmission are
discussed in the following paragraphs.

3.2.3.1 Time Division Multiplexing Fundamentals. Time division multiplexing
(TOM) or digital multiplexing is the simplest form of multiplexing in existence
today. Figure 3-5 shows the basic concept used for TDM. Instead of separating
each voice frequency (VF) channel in frequency, each one of the channels shares
the transmission medium in time by using sampling techniques, encoding each
sample, and interleaving the pulse trains.

3.2.3.1.1 Modulation Techniques. In order to multiplex by time division, VF
signals must be changed to some form of pulse modulation. Five of the most
comm~on methods of pulse modulation are

a. Pulse amplitude modulation (PAM~).

b. Pulse duration modulation (POM).
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c. Pulse position modulation (PPM).

d. Pulse code modulation (PCM).

e. Delta modulation (DM).

RANSMI'TTERS -EOEiVERS

_HAN 
I __ AN

CHAN 7 •7 'CHAN
- NS,'1SSCN

MEDiAM

C2-.AN __ CHAN
3 SAMPLING NTERVA.S

BYPASS INTERVA..S

Figure 3-5. Time division multiplexing.

Of these five methods, the two most frequently used with TDM transmission are
PCM and DM. PCM is the most widely used means of multiplexing and is there-
fore discussed in depth in paragraph 3.2.3.2. The five techniques are briefly
described in the following paragraphs, and figure 3-6 illustrates the five
methods.

a. Pulse Amplitude Modulation (PAM)

In PAM, the amplitude of each pulse represents the amplitude of the
modulating wave at a specific instant in time. PAM is a preliminary step used
in constructing PCM. PAM is a simple method, but is quite susceptible to noise
in the transmission medium. Because the signal intelligence is represented by
the pulse height, a small amount of noise can change the pulse height enough to
affect the signal intelligibility.

b. Pulse Duration Modulation (PDM)

In PDM (often called pulse-length modulation or pulse-width modulation),
the instantaneous value of the modulating wave is represented by the width of
the pulse.
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Figure 3-6. Types of
' modulation employed.

., c. Pulse Position Modulation (PPM)

In PPM, all pulses are the same size and the same shape. The instantaneous
value of the modulating wave displaces the pulse from its normal position by an
amount proportional to the amplitude of the modulating wave.

d. Pulse Code Modulation (PCM)

In PCM, the message is sampled periodically and the values observed are
coded into arrangements of binary digits (bits). The transmission of these
bits has a broad tolerance to transmission system noise and distortion.

e. Delta Modulation (Differential PCM)

Delta modulation, or differential PCM, is the most straightforward method
of encoding a voice channel for transmission. The sample rates used are higher
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than standard PCM, i.e., >8000 Hz for voice frequencies. Each sample amplitude
is compared to the prior sample to establish a binary digit for that clock
period, as shown in figure 3-7. Generally speaking, delta modulation is used
at lower bit rates than PCM and thus provides increased channel capacity, much
simpler circuitry, and lower cost. As illustrated in figure 3-7, the quality
of the output digital signal is dependent upon the relation of the clock rate
to the frequency of the input signal.

I I I I f l I I I I I I CLOCK

I t I ! ! ! ! 1

I II II OUTPUT +
0

INPU GNAL

SIMPLE DELTA MODULATICN

* STRAIGHTFORWARD CIRCUITRY

e LOW COST

# LIMITED HIGH-FREQUENCY/HIGH-AMPLITUDE
RESPONSE FOR MODERATE CLOCK RATES

Figure 3-7. Delta modulation or differential PCM.

3.2.3.1.2 TDM Hierarchy. The buildup of tiers of TDM is called the digital
hierarchy and has been established for North America by the Bell System.
Table 3-1 and figure 3-8 show bit rates and voice channels used, which are
comparable to the group, supergroup, mastergroup, and jumbo group of analog
multiplexing. This digital hierarchy is established in conjunction with PCM
because of its wide usage in TDM today. Note the multiplexer scheme used in
transition from T-l to T-2 (DS-l to DS-2) or DS-2 to DS-3.

TABLE 3-1

PCM BIT RATES

Bit Rate Number of Voice WECo

(Mb/s) T Streams Channels Name

1.544 1 24 DS-1 Digroup
3.152 2 48 DS-lC (Two Digroups)
6.312 4 96 DS-2 Supergroup
38.345 24 576 1/2 FCC 1152 Channel
44.736 28 672 DS-3 Masterdigroup
274.176 168 4032 DS-4 Undesignated
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At present, DS-i and DS-3 are the CCITT North American standards and, there-
fore, present the most logical choices for multiplex radio interface. DS-4
(T-4) is currently being used in some applications involving fiber optics.
Table 3-1 is provided for quick reference to the standard PCM bit rates in
use today.

The 3.152-Mb/s signal, designated as DS-lC, consists of two 24-channel PCM
digroups and constitutes a unique signal generated by only certain manufac-
turers of channel bank units (ITT does currently supply Ml2 multiplex).

An elementary digital multiplex system, such as an Ml2, M13, or an M23 multi-
plexer, would have the output series stream bit rate at exactly the algebraic
sum of the input parallel bit rates. However, this mode of operation can
neither accommodate variations or clock tolerances in the parallel streams
nor provide for framing. Both these features are necessary in practical
service. Therefore, in digital multiplexers the output bit rate is always
somewhat higher than the sum of the input rates at their maximum tolerance.
The excess bit time slots are called overhead and are used for- various house-
keeping functions, as shown in figure 3-9.

As each tier of multiplexing builds up, it must have more elaborate frame
formats to keep the receiving terminal in synchronization. A control word
must be included to indicate to the receiver which bits are overhead and
are to be discarded when clocking out the traffic signals. To accommodate
the variations in the parallel stream rates, a scheme of "stuffing" or jus-
tification is used (see figure 3-9). Stuffing bit slots are time slots in
which an overhead bit stream may be inserted if there is not a bit ready to
be clocked out of the next channel register. The control word indicates which
of the time slots contains a stuffing bit that must be removed at the end ter-
minal. Obviously, this feature creates an empty time slot at the receiver,
which is accounted for by an elastic storage register and smoothed output
clock so that a continuous information bit stream results.

The concept of pulse stuffing, as it relates to the DMX-13B upper-level muldem,
is described in more detail in paragraph 3.2.5, Hardware Realization/Design
Considerations.

3.2.3.1.3 Other Considerations. Another point especially noteworthy is that
of the various waveforms used in the TOM system today. Figure 3-10, taken
from the Interrange Instrumentation Group (IRIG) 106-77 document, provides a
summary of the various waveforms commonly encountered in digital communication
systems. The bipolar output format encountered in standard T-1 transmission
is not shown, however, in figure 3-10. This waveform, in a non-return-to-zero
(NRZ) format, places the majority of the energy in the transmitted pulses at
one-half the pulse repetition frequency. This concept is illustrated in
figure 3-11.

The multiplexer or channel bank unit performs all logic operations in a uni-
polar PCM format. In a unipolar format, PCM pulses make only positive tran-
sitions from the baseline. The appropriate multiplexer output circuit then
converts the unipolar PCM signal to bipolar for external interface purposes.
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As shown in figure 3-11 (B), in a bipolar format pulses are transmitted
alternately in positive-going and negative-going directions with respect
to the zero voltage baseline, regardless of the number of intervening no-
pulse time slots. The bipolar signal is 6 volts peak-to-peak and has the
following advantages over unipolar:

a. It halves the frequency at which the principal energy component
occurs. Compare figure 3-11 (A) and (B). The principal energy component
of bipolar occurs at 772 kHz rather than 1.544 MHz. The transmitted band-
width is effectively reduced from 3.088 MHz to 1.544 MHz.

b. Because the bipolar pulses alternate, the signal has no direct cur-
rent (dc) component. This allows intervening components, such as regenerative
repeaters, to be transformer-coupled to the line.

c. Violations of the bipolar format are easily detected.

The minimum bandwidth that a pulse of some fixed width can pass through and
still get to its full amplitude is called the Nyquist bandwidth. onsider an
alternating NRZ bit stream or square wave of some frequency, as shown in fig-
ure 3-12. If this square-wave voltage were applied to a Gaussian low-pass
filter that could be tuned and if the output were examined, the square wave
would reduce to a trapezoid wave and finally to a sine wave as the filter
bandwidth was reduced (see, for example, figure 3-13). A critical point
would be found where the sine wave would start to reduce in amplitude as
further band limiting was applied. This point defines the Nyquist band-
width and assumes no phase delay variation in the filter.

When a filtered random data stream is displayed on an oscilloscope that has
been adjusted to show several clock periods, the picture is called an "eye
pattern." It consists of an upper horizontal line representing a '1," a
lower line representing a "0," and several crossings representing transi-
tions. Examples of eye patterns are illustrated in figures 3-14 and 3-15.

Monitoring the eye pattern is an excellent way to observe the quality of a
digital signal. If impairments (such as insufficient bandwidth, phase or
delay nonlinearities, or noise) are introduced, the eye will start to fill
in and the picture will blur. Closing of the eye indicates impairment of
the digital signal in the transmission medium. Blurring of the eye is
caused by impairments other than noise (called intersymbol interference)
and reduces the noise tolerance or error threshold of the system.

A special case of controlled intersymbol interference is sometimes used.
In the example above, consider that the band limiting continued until it
reached exactly one-half of the Nyquist bandwidth. In this case, it would
take two adjacent like symbols (square-wave element of one-half frequency)
for the output voltage to reach either a maximum or minimum. Alternating
symbols would remain near the center between the maximum and minimum voltage,
which creates a three-level signal occupying one-half the bandwidth that can
be resolved at the receiving end by 1 bit of storage and differential com-
parison. This technique (illustrated in figure 3-16) is called partial
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Figure 3-12. Bandwidth and pulse shape.
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* WHEN SEVERAL CLOCK PERIODS OF NYQUIST-FILTERED
RANDOM DATA ARE DISPLAYED ON AN OSCILLOSCOPE,
THE RESULTING PICTURE IS CALLED AN "EYE PATTERN"

* AS NOISE IS ADDED TO THE DATA SIGNAL, THE EYE
PATTERN WILL "SQUINT" OR START TO CLOSE AT CLOCK
PERIOD TIMES

* PULSE DISTORTION DUE TO FILTERING AND DELAY
CAUSES EYE TO BLUR AND IS KNOWN AS INTERSYMBOL
INTERFERENCE

Figure 3-14. Eye patterns.

3-20



...A.. .. .. . 2...l °

-V -

0 AN EYE PATTERN DETECTOR IS A TIME-GATED VOLTAGE
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* IF EYE PATTERN TRANSGRESSIONS ARE COUNTED AND
INTEGRATED A PREDICTION OF PROBABLE ERROR RATE
PERFORMANCE CAN BE MADE WITHOUT KNOWLEDGE OF
INFORMATION CONTAINED IN DATA STREAM

Figure 3-15. Eye pattern detector.
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response filtering and can be used to conserve bandwidth whcn modulating a linear
transmission system with a digital signal. An extension of multilevel signaling
to seven levels may be used to reduce the required bandwidth of the 1.544-Mb
stream to about 400 kHz. This signal is then inserted into the lower 500-kHz
baseband spectrum of an FM/FDM system, and is called data under voice (DUV).

The partial response method of transmission is especially suitable in applica-
tions in which less than 192 PCM channels are used. Referring to figure 3-16,
the center level ambiguity indicating either 1,0 or 0,1 can be resolved by
merely observing the previous value to see if a logic 1 or logic 0 existed.
The partial response technique as applied to radio interface and transmission
is further discussed in paragraph 3.2.3.3.

3.2.3.2 Pulse Code Modulation (PCM). PCM is used for the generation of a
serial bit stream that represents the digitization of a group of voice cir-
cuits, along with their supervision or signaling in the North American DS
hierarchy.

This signal is at 1.544 Mb/s; is made up of 24 VF channels that have been
sequentially sampled, encoded, companded, and framed; and is known as the
DS-l or digroup signal.

PCM requires more bandwidth than amplitude modulation, but it uses the band-
width more efficiently than any other modulation method in overcoming noise
and distortion factors. Figure 3-17 shows the principle of converting one
of the 24 voice signal inputs into the digital PCM sample. Each of the 24
voice channels is sampled sequentially 8,000 times per second.

By sampling each channel at 8 kHz, a frequency which is greater than twice the
3.l-kHz bardwidth of a voice channel, good fidelity is ensured even at the
upper limits of the channel. Figure 3-18 demonstrates the principle of sequen-
tially sampling each of the 24 channels.

This sampling operation produces a pulse amplitude modulated (PAM) signal in
which the sampled amplitudes from all 24 channels occur sequentially every
125 microseconds (refer to figure 3-17). Each PAM pulse is then coded into
a digital 8-bit word by quantization.

In order to minimize the distortion of lower level signals, the PAM samples
are digitally encoded according to a ,-law compression scheme. This method
of compression, illustrated graphically in figures 3-19 and 3-20 and applied
in figure 3-17, is comparable to emphasis in FM/FDM systems.

This compression law is defined by

ln(l+uix )
= -In(l+u)-
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Figure 3-17. Voice frequency sampling and coding summary.
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where

u = 255

x = compressor input

y = compressor output.

If linear amplitude steps were encoded, low-level signals would have coarse
steps that would increase the quantizing noise. In order to reduce the noise,
the amplitude quantizing steps are made smaller near the zero signal level and
are made considerably larger at higher levels. Improvements of up to 30 dB are
achieved by usinq this companding technique. The ,-law technique uses the fol-
lowing rules in encoding each PAM sample:

a. Bit 1 includes the polarity of the PAM sample. Logic 1 represents
a positive level.

b. Bits 2, 3, and 4 encode the number of the segments within which the
sample falls. Adjacent segments are in the ratio 2:1.

c. Bits 5, 6, 7, and 8 encode the step within the segment in which the
PAM amplitude falls. Each segment is divided into 16 equal steps.

Figure 3-20 demonstrates the code building principle. Since 8 bits are used,
256 (i.e., 21) quantizing steps are realized. Thus, with each of the 24 voice
channels sampled once and coded into 8-bit words, a bit stream of 192 bits is
generated:

24 channels x 8 bits = 192 bits.
channel

The 192 bits, which represent each of the 24 channels being sampled once, con-
stitute a frame. A framing bit is added at the start of each frame to provide
synchronization of the receiving channel bank unit. This brings the total
number of bits in a PCM frame to 193. Since there are 8,000 frames generated
per second, the T-l signal has a bit rate of 1.544 Mb/s.

The PCM channel bank unit performs one other significant operation on the bit
stream before the addition of necessary channel signaling takes place. The
specifications of a T-l signal require an average pulse density of one logic
1 per 8-bit period, with no more than 15 consecutive zeros. If all 24 voice
channels were idle, this condition would be violated. The channel bank unit
therefore complements the 7 bits of the code associated with the segment and
segment step (bits 2 through 8). The most significant bit (bit 1), which
gives an indication of a positive or negative signal, remains unchanged
through this process.

The final operation that takes place on the T-1 signal is the addition of
necessary channel signaling. This signaling information consists of on-hook,
off-hook dial pulses and other indications that must be detected and serviced

3-28

- -



by the appropriate switching facilities in order to provide a usable communi-
cations network. Similarly, the switching equipment must be able to signal
the channel bank when to apply and remove ringing or other appropriate output
functions. This necessary signaling is accomplished by using a PCM code bit
previously dedicated to voice channel amplitude coding.

Two signaling bits are assigned for input signaling to the switching facility
(ISA and ISB) and two for output signaling (OSA and OSB). Therefore, the
channel bank unit at the subscriber end inserts ISA and ISB, while the
switching facility inserts OSA and 058. Insertion of the signaling bits is
accomplished by using the least significant bit (bit 8) from the PCM sample
on every 6th frame of the T-1 for-mat. At frame number 6, ISA (or OSA on the
output side) replaces bit 8 of the PCM code. At frame 12, ISB (or OSB) is
inserted for bit 8.

Since the A and B status signaling is specifically loaded in alternate 6th
frames, a means must be provided for the receiving channel bank unit to iden-
tify the 6th (A signaling) and the 12th (B signaling) frames. This function
is provided by specifically controlling the status of each fr:'me bit. A syn-
chronizing pattern is provided, as shown in table 3-2. Frame sync is monitored
by observing the alternating 1-0-1-0 pattern of the odd frame sync bits. The
even sync pattern is monitored for a change from 0 to 1 at frame 6 and 1 to 0
at frame 12.

TABLE 3-2

SYNCHRONIZING PATTERN

Frame Number 1 2 34 56 78 91011 12

Channel Sync Odd Frames 1 -0 -I- 0 -0 -0 -

Channel Sync Even Frames - 0 -0 -1 -1 -1 -0

Combined Sync All Frames 1 0 0 0 1 1 0 1 1 1 0 0

Figure 3-21 illustrates the final format of the T-1 signal. At the bottom,
the 12-frame repetitive pattern is shown. From right to left above the
12 frames, the alternating 1-0-1-0 sync pattern is shown, which is indica-
tive of the odd frame pattern. Below, the even frame pattern illustrates
how the change of even frame sync from 0 to 1 signals that the next frame
(6) contains the input or output signaling bit A. Whenever the even sync
bit changes back to 0, the next frame is 12, and the B signaling bit is in
all channels. The PCM sample at the top of figure 3-21 shows how the A and
B signaling bits are inserted at frames 6 and 12.

3.2.3.3 Digital Transmission Fundamentals. Two families of digital microwave
transmission equipment cover the majority of communications needs. These two
families are outlined in the following paragraphs.
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a. Low Density Applications (< 192 PCM Channels)

The requirement for low density applications may be effectively satisfied
by a three-level partial response technique that effects medium bandwidth
efficiency, i.e., approximately 1 bit/Hz. Multiplexing techniques may
include PCM and continuously variable slope DM.

b. High Density Applicat ins (> 192 PCM Channels)

The requirement for high density applications is better suited for an 8-phase
shift keyed (8PSK) or other PSK/RF transmission method. On lower density
transmission applications, analog radio using three-level partial response
may be employed, while higher density requirements should be met by using a
transmission approach that has higher bit efficiency (- 2.25 bits/Hz).

3.2.3.3.1 Digital Modulation Techniques. Three primary forms of digital
modulation exist, with numerous variations of each type. These three basic
forms are as follows:

a. Amplitude shift keying (ASK).

b. Frequency shift keying (FSK).

c. Phase shift keying (PSK).

Corresponding analog modulation techniques are amplitude modulation (AM), fre-
quency modulation (FM), and phase modulation (PM), respectively. Of the three
digital methods, the type discussed in depth is PSK, and, more specifically,
8 PSK. As a general rule, the phase-modulated carrier yields the least per-
formance in the presence of random noise, while being quite easy to implement
in microwave applications.

Given a digital message, the simplest modulation technique is ASK, wherein the
carrier amplitude is switched either on or off. ASK is illustrated in figure
3-22. The ASK modulation technique is obviously a two-level system and, simi-
lar to AM, has wasted power in the carrier.

FSK is a method whereby the carrier frequency is shifted between f, and f- by
the input bit stream. Figure 3-23 illustrates the technique used in FSK. This
system uses two logic levels and is widely used in teletype communications.

In its simplest form, PSK is better known as binary PSK (BPSK) or 2PSK and con-
sists of a two-level system, as illustrated in figure 3-24. The carrier phase
is shifted 1800 from its original phase upon a transition from a logic 0 to 1
or 1 to 0. All other PSK methods are based on the BPSK techniques, while
using more logic levels.

Quaternary phase shift keying (QPSK) or 4PSK, demonstrated in figure 3-25, pro-
vides four logic levels by phase shifting the carrier in combinations of 2 bits
each: 0,0; 0,1; 1,0; or 1,1. This technique increases the bit efficiency
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Figure 3-22. Amplitude shift keying.
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Figure 3-23. Frequency shift keying.
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Figure 3-24. Phase shift keying.
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(bits/Hz) of the system over the 2PSK system, while increasing the required
signal-to-noise ratio (S/N) in order to attain the same BER.

The 8-logic level technique (8PSK) allows a higher bit efficiency (theoreti-
cally 3 bits/Hz) by modulation of the RF carrier in combinations of 3 bits

each. This allows for 8 discrete phases or logic levels: 2 = number of
logic levels or phases. A typical 8PSK system is illustrated in figure 3-26.
For the MDR-8-5N, the 45-Mb/s bit stream is divided into three discrete buses
of 15 Mb/s each (X, Y, and A buses). These three data streams directly modu-
late the 8-GHz RF carrier.

0.1.0
B..S 0.1 .1 0.0.13

BITSIT 3 8-d MOD ..o0 0
STR EAM - 3 ,/ 0.0

BS MOD CARRIER

1.0.11,1

CARRIER
PH SE

POSITIONS

& USED BY COLLINS IN MDR-( ) EQUIPMENT

* 8-LOGIC LEVEL SYSTEM

Figure 3-26. Eight-phase shift keying.

As applicable to the MDR-() series radio, the actual bit efficiency attained
by 8PSK is 2.25 bits/Hz. This figure, slightly less than the theoretical
3 bits/Hz, is due to RF filtering, equalization, and transmitted spectrum
attenuation. However, this 2.25-bits/Hz efficiency reflects maximum use of
the 40-MHz spectrum allowed by the FCC for transmission of two T-3 carriers.
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The disadvantage of 8PSK is the increased S/N over BPSK or QPSK systems required
in order to receive the same BER. Figure 3-27 reflects the BER comparisons in

PSK systems.

0 EQUAL BW

1 -2 -0 OPTIMUM SYSTEM DESIGN

S/N IN DB

10-3
16 PSK

10-' - 8 PSK

10- -PSK

0-i PSK

1 0 -
-

10-?

8 10 12 14 16 18 20 22 24 26

Figure 3-27. BER curves, theoretical.

Sixteen-phase shift keying (16PSK) effects a higher bit efficiency (4 bits/Hz
theoretical) at the expense of noise threshold. The problems associated with
16PPSK are the excessively high S/N required to attain the equivalent BER BPSK
or QPSK systems. A 16PSK system is illustrated in figure 3-28.

One of the major figures of merit for any digital communications system is its

BER at a specified S/N. This figure, analogous to the noise-power ratio in
FM/FDM systems, represents an ultimate gage of performance. Figure 3-27 is a
graph of the BER attained with various PSK systems plotted against the S/N
required to acheive the particular BER. It is clear from figure 3-27 that as

the number of logic levels increases, the S/N required to attain a specific BER

increases drastically. From this plot, it is obvious that 8PSK offers the

optimum tradeoff in terms of S/N and bits/Hz efficiency.
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Figure 3-28. Sixteen-phase shift keying.

Partial response keying is the modulation technique used with conventional

analog radio. The three-level baseband, either amplitude or frequency, modu-

lates the RF carrier as illustrated in figure 3-29. Also included as partial

response techniques are the QPRS AM and QPRS AM + PSK schemes, as illustrated

by figures 3-30 and 3-31. Both these methods provide a 16-level logic output
with a theoretical 4-bit/Hz bit efficiency, sacrifiiing noise threshold.

Figure 3-32 provides a summary of the digital modulation *echniques presented
thus far, showing the various tradeoffs associated with each technique. Note
that Nyquist bits/Hz figures are theoretical and, therefore, are slightly less
when configured in an actual transmission system.

In using the 8PSK modulation technique, it is necessary to band-lirit the trans-
mitted spectrum because of restrictions imposed on available bandwidth by the
FCC. For example, the output spectrum of the MDR-() series radio (for two T-3
carriers, 90 Mb/s) resembles that seen in figure 3-33. The optimum filtering
of the signal in order to meet FCC requirements and to minimize noise bandwidth
is accomplished by filtering at both the transmitter and the receiver. This
concept is illustrated by a simplified block diagram in figure 3-34. The FCC
limitations on emission of a digital signal dictate the spectrum characteris-

* tics of the transmitter, illustrated in figure 3-35. Note that there is no
* unique solution for the filter transfer function H(W). Instead, there may

be many solutions of equal performance, because the emitted spectrum limita-
tions pertain to the skirts of the output rather than to the portion near the
center band. After an acceptable transmitter characteristic has been determined,
the next problem is the choice of a receiver characteristic that minimizes the
effects of noise, illustrated by figure 3-36.

The effect of the overall filtering of the 8PSK RF spectrum is called raised
cosine s' ning. Bcth the frequency response and the impulse response are illus-
trated in the common function (Sin X)/X (see figure 3-37). The parameter estab-
lishes the width of the rolloff and can be used to adjust the amount of bandwidth
required for a given data rate. For further information concerning the raised
cosine shaping technique, refer to the Bell Telephone Laboratories text, "Trans-
mission Systems for Communications." This text is listed as a reference document
in appendix B.
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Figure 3-29. Tertiary partial response keying
(illustrated for FM and AM).
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FIXED BANDWIDTH
LOGIC NYQUIST SIGNAL-TO-NOISE
LEVELS BITS/HZ FOR 10.-' ER

(COHERENT DET)

AMPLITUDE 2 1 14.4 dB

S K j 2 1 11.7 dB

PARTIAL RESPONSE FM

PARTIAL RESPONSE AM 2 21.8 dB

2 PSK 2 1 8.4 dB

4 PSK 4 2 11.4 cB

8 PSK 8 3 16.5 dB

16 PSK 16 4 22.1 dB

OPRS AM 16 314 1B

QPRS AM - PSK 16 28.5 CE

* PRACTICAL SYSTEMS OPERATE AT REDUCED
PERFORMANCE BASED UPON FILTERING. EQUALIZATION.
AND TRANSMITTED SPECT RUM ATTENUATION

Figure 3-32. Comparison of modulation systems.
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XMT FILTER

F(w) = S~)1w

F(w) = WITHIN FCC RESPONSE LIM17S

F(w)

Hl (u) = -ow

= 27rf

Figure 3-35. Transmitter filter.

RC%, FILTER

S(";) =[Ft..) +W(w)] H2 (w)

H2 ()=F(w) + W(w)

F =) TRANSMITTED PULSE SPECTRUM
W(w~) NOISE SPECTRUM

H2 (w) RCV IMPULSE RESPONSE FREQUENCY CHARACTERISTIC

Figure 3-36. Receiver filter.
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3.2.4 System Gain. Basics of system gain and common diversity techniques are
discussed in the following sections.

3.2.4.1 System Gain Basics. In any microwave transmission system, either digi-
tal or analog, one of the first points to be investigated is system gain. System
gain is defined as follows:

transmitted] [receiver] waveguide branching system gain

power threshold losses

where

[transmitted power] is the power output in dBm taken directly out of the
RF compartment or power amplifier,

[receiver threshold] is the receiver carrier power required to achieve a
BER of 10-F' in a digital system (see figure 3-38) or a S/N of 30 dB in an ana-
log system (see figure 3-39), and

[waveguide branching losses] are the total losses of all waveguide kits
between output of the power amplifier and the antenna itself. This definition
includes filters, circulators, and other apparatus that may contribute losses
to the overall system. As an example, consider the following.

Example:

A microwave transmitter has a power rating at the power amplifier output of
7 watts. The receiver requires a receiver carrier of -65 dBm in order to
achieve a BER of 10-', while the waveguide, circulators, and filters contri-
bute 3 dB of loss to the overa-l system. Find the system gain required.

First, convert the 7 watts to dBm using the following equation:

Pout (dBm) = 10 log watts = 38.5 dBm

10-'

Next, perform necessary arithmetic:

[38.5] - [-65] - [3] db = 100.5 dB

Thus, a system gain of 100.5 dB is required for proper BER operation, and all
path engineering must be considered with this figure as the goal.

The system gains associated with the four types of PSK are illustrated in
figure 3-40. Note that a 7.7 dB increase in system gain is required for
16PSK over BPSK or QPSK.
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Figure 3-40. Comparison of PSK systems.

3.2.4.2 Basics of Common Diversity Techniques. Naturally, different forms of
diversity must be taken into account when determining system gain. Four types
of diversity are commonly used in the majority of microwave systems. These
four methods are described briefly in this section, while they are considered
in more detail in paragraph 5.2. The four commonly used diversity methods are
as follows:

a. Frequency diversity, single antenna.

b. Frequency diversity, dual antenna.

c. Space diversity receivers, hot standby transmitters.

d. Power split receivers, hot standby transmitters.

The frequency diversity arrangement provides full and simple equipment redun-
dancy and has the great operational advantage of two complete end-to-end elec-
trical paths, so that full testing can be done without interrupting service
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(see figure 3-41). Its disadvantage is that it doubles the amount of spectrum
required. The single antenna version provides an economic advantage over the
dual antenna, but is not optimal for a path with several parallel RF channels.

XMTXMT 1 RCV

RCCV

SINGLE ANTENNA DUAL ANTENNA

Figure 3-41. Frequency diversity arrangement.

The space diversity arrangement with automatically switched hot standby trans-
mitters also provides full equipment redundancy, but does not provide a separate
end-to-end operational path (see figure 3-42). Because of the requirement for
additional antennas and waveguide, it is more expensive than frequency diversity.
However, it provides efficient spectrum usage and extremely good diversity pro-
tection, in many cases substantially greater than obtainable with frequency
diversity, particularly when the latter is limited to small frequency spacing
intervals.

The RF power split receivers arrangement (better known as standard A, hot standby
equipment configuration) provides an economic advantage over space diversity in
antennas and waveguide and has the same efficient spectrum usage. The disadvan-
tage of this scheme is the 3-dB loss in the RF power splitter. Although it is
not shown in figure 3-43, the power split receivers scheme can also be arranged
for a dual antenna configuration.

3.2.5 Hardware Realization/Design Considerations. Up to this point, the major-
ity of the information presented pertains to communication systems in general.
The purpose of this section is to provide a brief technical description of the
hardware items required in a digital communication system. These technical
descriptions are organized into four discrete sections as follows:

a. MDR-() Series Radio.

b. DMX-() Digital Muldem.
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c. MCS-11 Fault Alarm System.

d. ITT T324 Channel Bank Unit.

Individual module schematics are not discussed; rather, a block diagram level
is used as the baseline so the reader may gain information at the more general
system level.

3.2.5.1 MDR-() Series Radio. Rockwell-Collins currently offers a complete line
of microwave digital radios, as well as a family of analog radios compatible with
partial response techniques. The purpose of this subsection is to introduce these
families of radios, providing a system technical description at the rack level,
as well as individual subsystem descriptions. Table 3-3 summarizes the Rockwell-
Collins digital microwave radio equipment available.

TABLE 3-3

MICROWAVE DIGITAL RADIO COMPARISON

Channel Occupied RF

Type Description Capacit Spectrum

MDR-12 12-GHz Digital Radio 672 20 MHz

MDR-11 ll-GHz Digital Radio 1344 40 MHz

MDR-11-5 ll-GHz Digital Radio 1344 40 MHz (5-watt twt)

MDR-ll-5N ll-GHz Digital Radio 672 20 MHz

MDR-II-5N ll-GHz Digital Radio 672 20 MHz (5-watt twt)

MDR-8-5N 8-GHz Digital Radio 672 20 MHz (5-watt twt
adjustable)

MDR-6 6-GHz Digital Radio 1344 40 MHz

3.2.5.1.1 MDR-() Regulatory Constraints. The chief external constraint in the
digital radio design process arises from two FCC dockets. FCC docket 18920 on
local distribution sets many of the criteria for users of digital systems. Among
its other provisions, it establishes minimum distance criteria for microwave
equipment in the 4-, 6-, ll-, and 18-GHz common carrier bands. This docket also
sets minimum channel loading criteria for digital and analog systems. The loading
limits require a digital user to show growth for 900 circuits in 5 years for 40-MHz
bandwidth systems, and for 240 channels in 5 years for 20-MHz bandwidth systems at
11 GHz. At 6 GHz, a digital user must show growth for 900 circuits in 5 years for
30-GHz bandwidth systems. FCC docket 19311 on digital microwave establishes cri-
teria for manufacturers of digital microwave equipment. Included in its provisions
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are limits on emissions outside the authorized bandwidth and on scrambling.
Its major provision is a limitation on the minimum number ,) equivalent voice
circuits to be transmitted. This voice circuit limit was set at a minimum of
1152 channels for 4-, 6- and ll-GHz bands. These two dockets, along with the
general provisions in Parts 2 and 21 of the FCC rules and regulations, establish
the regulatory framework for digital transmission.

3.2.5.1.2 MDR-() System Description. Figure 3-44 is a block diagram of a digi-
tal radio terminal. The terminal consists of two main blocks: a muldem (mul-
tiplexer-demultiplexer) and a microwave digital radio. The function of the
muldem is to multiplex as many as 56 DS-1 signals (1.544 Mb/s) up to 2 DS-3
signals (44.736 Mb/s), and conversely, to demultiplex 2 DS-3 signals down to
56 DS-l signals. The DMX-13 upper level muldem is described in section 3.2.5.2.
The function of the microwave digital radio is to transmit and receive these
DS-3 signals with minimum errors. The transmit side of the interface in fig-
ure 3-45 combines the two asynchronous DS-3 signals and creates the three
synchronous 30-Mb/s rails required to transmit the 90-Mb/s data using 8PSK
modulation. Conversely, the receive side of the interface recovers the two
DS-3 signals from the three 30-Mb/s rails. The 30-Mb/s output of the interface
is split and connected to the two transmitters. On the receive side, a switch
selects the better of the two received signals and connects it to the interface.
A key feature is that the interface between the radio and the muldem meets the
DSX-3 cross-connect criteria.

If the MDR-() series radio were to be configured as a repeater with no drops or
inserts, the three 30-Mb/s rails could be carried directly across from receiver
to transmitter (as shown in figure 3-45), thereby eliminating the requirement
for the DS-3 (44.736 Mb/s) interface.

The narrowband version of the MDR-() series radio (-5N) would be identical to
that shown in figure 3-44, except the three rails would be running at 15 Mb/s
instead of 30 Mb/s, and there would be only one DS-3 signal at the interface
point.

The MDR-() series radio may be logically divided into four fundamental sub-
sections:

a. DS-3 Interface.

b. Transmitter.

c. Receiver.

d. Auxiliary Equipment.

The following paragraphs provide the reader with a fundamental block diagram
knowledge of each of these digital radio sections.

3.2.5.1.3 MDR-() DS-3 Interface. The function of the DS-3 interface is to
convert two DS-3 signals at 44.736 Mb/s to three 30-Mb/s signals, and vice
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Figure 3-45. Digital radio repeater configuration
(with no drops).
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versa. Figure 3-46 is a block diagram of the DS-3 interface subsystem. The
two DS-3 signals (in the transmit direction) enter the DS-3 interface through
splitters to input conditioners. The configuration shown is for a 1:1 protected
terminal. The input conditioners convert the bipolar format of the DS-3 signal
to NRZ unipolar data and recover the clock for each of the DS-3 signals. The
input elastic buffer clocks these two signals in at their 44.736-Mb/s rate and
clocks out the data plus overhead bits at a typical 45.129-Mb/s rate. These
two DS-3 signals are synchronized and are multiplexed with the radio frame and
auxiliary channel data in the input rate converter to form three synchronous
30.086-Mb/s signals. Thus, with an input bit rate of 30.086 Mb/s and 3 input
rails, the total bit rate is 90.258 Mb/s.

TRANSMITTER

A A A XMT A

CLK

INPUT ELASTIC INPUT RATE

CONDITIONERS STORE CONVERTERS

B B XMT B

, : RECEIVER
x

OUTPUT ELASTIC OUTPUT RATE
CONDITIONERS STORE CONVERTERS

CLIK

Figure 3-46. DS-3 interface.

The receive direction through the DS-3 interface subsystem is essentially the
inverse of the transmit direction. The output rate converter recovers the
two synchronous 45.128-Mb/s signals from the three 30-Mb/s signals. The out-
put elastic buffer removes the stuff bits and smooths the two 44.736-Mb/s sig-
nals. Finally, the output conditioner restores the signal to the bipolar format
with the B3ZS coding to meet the DSX-3 cross-connect criteria.
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In 1:1 protected systems, the outputs of the two input rate converters are cross-
coupled through switches to permit output from one or the other upon command of
the switch control unit. The output is then split and fed to both transmitters.
Similarly, the outputs of the two receivers are cross-coupled through switches,
and the output of one receiver or the other is split and fed to the inputs of
both output rate converters.

3.2.5.1.4 MDR-() Transmitter. Figure 3-47 is a block diagram of the transmit-
ter section used in the MDR-() series radio. The input to the transmitter comes
from the DS-3 interface in the case of a terminal or a repeater with drops. If
the configuration is a repeater without drops, the input to the transmitter
comes from the decoder modules in an MDR receiver. This input goes to the

* auxiliary channel modulator.

The auxiliary channel modulator serves two important functions. First, it
inserts the data into the three rails for the twelve 32-kb/s auxiliary channels.
These 12 auxiliary channels are provided to permit orderwire, fault alarm data,
and other features to be added directly to the three digital bit streams.
Second, it synchronizes to the radio framing bits and reports "loss of frame"
if synchronization is lost. Furthermore, the auxiliary channel modulator
monitors the incoming clock from the DS-3 interface and reports a "loss of
clock" alarm if the clock is no longer present.

The encoder module also accomplishes two major tasks. First, it scrambles
the data in a pseudorandom pattern to minimize the transmission of line spec-
tra. Second, it differentially encodes the dati to transmit the change in
phase angle from the last phase angle transmitted rather than the absolute
phase angle. This permits detection in the receiver without recovering an
absolute phase angle equivalent to 0'.

Each of the three data lines are scrambled, but the X data scrambler feed-
back is modified by the Y and Z data feedback to the scrambler. This proce-
dure ensures that a high error rate in the Y or Z data path between the
scrambler in the transmitter and the descrambler in the receiver will also
affect the X data. Because the X line carries the radio frame data, a loss
of frame alarm will be generated in the receiver.

The 8 PSK modulator is a waveguide structure with three PIN diode phase-
shift sections. The three data streams from the encoder module are amplified
and applied to the PIN diodes for fast transition-time switching. The three
phase shift sections are circulator combined to form a waveguide path from
the frequency-stabilized Gunn oscillator to the IMPATT amplifier (or in the
case of the 5-watt radios, the twt). In this manner, the phase angle of the
RF signal is modified in accordance with the three data streams, V', V, and

V.The output of the 8PSK modulator is an RF signal modulated by a 90-Mb/s
digital signal at a level of +10 dBni (10 mW).

The IMPATT amplifier module provides 23 dB of gain to the modulator output,
which results in an output of +33 dBm from the amplifier. The amplifier has
five stages. The first stage is a low-level Gunn diode amplifier. This is
followed by four stages of IMPATT amplifiers. The output amplifier uses two
diodes to achieve the output power level. The five cascaded, stable reflection
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amplifiers have no spurious operation characteristics. The output goes to zero
when the input goes to zero. A feature of the amplifier is that, should any of
the diodes fail, the reduction in output power is approximately equal to the
loss in gain of that stage. This feature, referred to as fail-soft operation,
permits continued operation with slightly reducei fade margin until repairs can
be made. The input, output, and interstage coupling are all protected by iso-
lators to minimize interaction.

The MDR-() radio has the IMPATT amplifier for an output power of +30 dBm (1 watt)
at the output of the transmit shaping filter. The MDR-()-5 uses a twt amplifier
for an output of +37 dBm (5 watts) at the output of the transmit shaping filter.
The MDR-()-5 is used for paths requiring extra system gain. In the case of the
MDR-8, the radio is currently available only with the twt (5-watt) output, which
is adjustable from a 1- to 5-watt output.

The transmit shaping filter is a 5-pole Chebischev design. The filter shapes
the transmitted spectra to meet the FCC mask and obtain optimum performance,
as previously discussed in section 3.2.3.3.1.

3.2.5.1.5 MDR-() Receiver. The receiver portion of the MDR-() is shown in
block diagram form in figure 3-48. The received signal is coupled through a
preselector filter into a low-noise mixer. The noise figure of the receiver
at the input to the preselector filter is approximately 8 dB and at the input
to the mixer ic; approximately 6 dB.

The low-noise mixer down-converts the RF signal to 70 MHz with the low side
injection from the frequency-stabilized Gunn oscillator. The oscillator is
identical to the oscillator used in frequency diversity versions of the MDR
transmitter. The mixer contains an automatic gain control preamplifier at
70 MHz to extend the dynamic range of the receiver to 60 dB.

The output of the low-noise mixer is coupled to the intermediate frequency
(IF) amplifier module. The IF amplifier sets the receiver noise bandwidth in
the IF filter. The delay equalization for the filter is provided by six equal-
izer sections. These equalizers compensate for the IF and transmit filter
differential delay. The IF signal is applied to system equalizers to compen-
sate for system differential delay and small values (5 to 10 nanoseconds) of
absolute delay. Finally, the output is amplified for coupling to the RPSK
demodulator unit.

The 8PSK demodulator recovers the data (X', Y', and Z') presented to the pre-
vious modulator by recovering a coherent carrier and comparing the received
signal with that carrier to determine the relative phase angle. The 8-level
ambiguity in the phase of the recovered carrier is resolved by the differential
encoding/decoding. The unit also recovers the clock signal to synchronize an
internal crystal oscillator used to provide noise reduction and timing alignment.
Data detectors sample the phase-detected received signal at the optimal instant
in time to regenerate the data. Eye pattern error detectors monitor the received
signal to statistically determine the BER of the receiver.
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The output of the 8PSK demodulator is coupled to the decoder module, which
removes the differential encoding and unscrambles the data. The output of the
decoder module then goes to the DS-3 interface {if the configuration is a ter-
minal or a repeater with drops) or to the encoder module (if ' e configuration
is a repeater without drops).

The auxiliary channel demodulator monitors the radio frame bits on the X data
bus and selects the 12 auxiliary channels from the Y data bus. The auxiliary
channel demodulator then demultiplexes these 12 channels and regenerates the
32-kb/s clock signal. The auxiliary channel demodulator also generates an
alarm when the frame being detected has been inserted by a previous auxiliary
channel modulator.

3.2.5.1.6 MDR-() Auxiliary Equipment. The auxiliary equipment in an MDR bay
contains the orderwire, fault alarm, display, and switch control equipment
required to permit a protected terminal to be contained in a single bay. The
auxiliary equipment provides the insertion of the twelve 32-kb/s auxiliary
channels in the transmit direction, while providing for the demultiplexing of
the 12 channels in the receive direction. Table 3-4 illustrates the functions
of each of the 12 channels.

TABLE 3-4

FUNCTIONS OF THE 12 CHANNELS

Channel Function Channel Function

Express Orderwire 7 Frequency Diversity
Switching

2 Express Orderwire P Unassigned

3 Fault Alarm Unassigned

4 High-Speed Analog 10 Unassigned

5 Orderwire 11 Unassigned

6 Frequency Diversity 12 Unassigned
Switching

Channels 1 and 2 are assigned to express orderwire and are extended to equip-
ment outside the rack. Channel 3 is dedicated to fault alarm reporting of the
MDR equipment. Channel 4 is used to monitor and report analog voltages associ-
ated with various power supplies. Channel 5 is assigned for a partyline order-
wire, which is the network primarily used for system maintenance. Channels 6
and 7 are responsible for switching of the appropriate transmitter and receiver
and are used in frequency diversity applications only.
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3.2.5.2 DMX-() Digital Muldem. The purpose of this paragraph is to provide a
fundamental working knowledge of the Rockwell-Collins product line of digital
muldems. Currently, four digital multiplex systefms are off. red, as outlined
in table 3-5.

TABLE 3-5

DIGITAL MULTIPLEX SYSTEMS

Typ~e De p _J~~o

DMX-12 Combines up to 96 VF channels into

a. 3-level partial response

b. 6.3-Mb/s bit stream

DMX-13 A,B,C* Combine up to 1344 VF channels into
2 discrete T-3 carriers.

*Differences in the A, B and C models involve means of protection only,

not voice capacity.

3.2.5.2.1 DMX-() System Description. In the design of a multiplexer family
such as the DMX-13 A, B and C, one of the fundamental considerations is pro-
viding a low-cost and reliable means of dropping or inserting a sinnle channel
(T-l line). In the worst case at a repeater, it would be necessary to provide
terminal hardware to allow for drop and insert. The design challenge, then,
is to provide a method of drop and insert that uses less hardware than that
provided for the same number of channels at a terminal. In addition, it would
be desirable to use standard interfaces and modules that are identical to those
used at the terminals.

Naturally, another fundamental design criterion is to provide all the necessary
interfaces in a standard fashion. That is, All interfaces should be compatible
with the Bell System digital hierarchy, discussed in section 3.2.3.

Redundancy of the various DS bit streams is also an important design criterion.
TDM systems may be compared to FDM in that the T-l level (1.544 Mb/s) is com-
parable to a group in FDM. In most FDM systems, the group level is nonredundant.
Similarly, in TDM, the T-1 level is nonredundant. The second multiplex tier
(6.312 Mb/s) is roughly comparable to the supergroup in an FDM system. In the
majority of FDM systems, the supergroup is protected with standby circuits on
a 1:1 basis. In the TDM world, protection circuits at the DS-2 level are pro-
vided optionally on a l:N basis. Most TDM systems use 1:7 protection, with a
few using 1:14. In TDM, the DS-3 level (44.736 Mb/s) is equivalent to the
mastergroup used in FDM systems. This DS-3 bit stream is also commonly referred
to as the high-speed equipment and is usually protected on a 1:1 basis. However,

for a dual T-3 system (i.e., 90 Mb/s) it is more convenient to protect on a
1:2 basis. The following chart reflects redundancy requirements as they differ
among the DMX-13 A, B and C.
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13 A - 1:1 automatic high-speed protection for one T-3 (672 channels).

1:2 automatic high-speed protectior for two 7-3 (1344 channels).

Provisions for expansion to automatic or man-jal low-speed
protection.

13 B - 1:1 automatic high-speed protection for one T-3 (672 channels).

1:2 automatic high-speed protection for two T-3 (1344 channels).

1:4 manual low-speed protection (DS-l and DS-2).

Provisions for expansion to automatic low-speed protection.

13 C - 1:1 automatic high-speed protection for one T-3 (672 channels).

1:2 automatic high-speed protection for two T-3 (1344 channels).

1:14 automatic low-speed protection (DS-I and DS-2).

Also uses a bit-by-bit comparison technique from input to output
for error detection.

Figure 3-49 is d block diagram illustrating the three basic subsections in the
DMX-13():

a. DS-I/DS-2 equipment.

b. DS-3 equipment (high-speed).

c. LBO/switch equipment.

As illustrated, either 56 independent T-l digital signals or up to 14 T-2 digi-
tal signals may be combined into two T-3 carriers for transmission or decom-
bined in the receive direction. The DMX-13 first multiplexes four 1.544-Mb/s
data streams into a DS-2 (6.312-Mb/s) digital signal. This operation, along
with necessary framing and bit stuffing, takes place in the DS-1 low-speed
equipment. Seven DS-2 signals are then combined in the high-speed equipment
to provide a 44.736-Mb/s output. The LBO/switch equipment is provided only
in the DMX-13 B and C versions to provide necessary redundancy.

3.2.5.2.2 DS-l/DS-2 Equipment. The DS-I/DS-2 equipment (commonly referred to
as the low-speed interface equipment) consists of the following:

a. DS-1 Interface Modules.

b. Low-speed Transmit Common Modules.

c. Low-speed Receive Common Modules.
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d. DS-2 Transmit Module. )
If OS-2 is required.

e. DS-2 Receive Module.

Figure 3-50 illustrates the DS-I interface equipment. Note the standby rails
existing both from the low-speed transmit equipment and to the low-speed receive
equipment. Four DS-1 interface modules are connected to each set of low-speed
transmit and receive common modules. The transmit module multiplexes four T-l
lines into one DS-2 signal (6.312 Mb/s), while the receive module demultiplexes
each DS-2 line into its constituent T-l digital signals.

As discussed in section 3.2.3.1, the standard DS-I digital signal is in a bipolar
format; i.e., it has no dc component. Therefore, in the transmit direction, each
DS-i interface module must first convert the input bipolar signal to a unipolar
format and then extract the timing from each T-l digital signal. Transmit data
is sent to the low-speed transmit unit, which generates the necessary clock for
four DS-i interface units and combines the data inputs of the four interface
units, along with necessary framing and stuffing bits, to form a DS-2 bit
stream (6.312 Mb/s).

In the receive direction, the low-speed receive module generates timing signals
for demultiplexing the data stream into four 1.544-Mb/s outputs. Stuff bits
ddded at the transmit end are detected and deleted. The received data is
routed to the DS-i interface module, where it is converted back to a bipolar
DS-I signal.

The DS-2 equipment (illustrated by figure 3-51) is used to provide the necessary
interface between the "S-2 input and the high-speed equipment (44.736-Mb/s point).

, In the transmit direction, the DS-2 transmit equipment converts the 6.312 Mb/s to
emitter-coupled logic (ECL) levels used in the high-speed shelf. Necessary stuff-
ing of the data is also performed, so the 6.31?-Mb/s data rate is maintained. In
the receive direction, the DS-2 receive equipment is used to convert ECL to bipo-
lar levels and clock the data from the high-speed receive equipment.

3.2.5.2.3 DS-3 Equipment (High-Speed). The DS-3 equipment in the DMX-13 consists
of the following modules:

a. High-speed Transmit Interface Module.

b. High-speed Transmit Common Module.

c. High-speed Receive Common Module.

d. DS-3 Interface Module.

Figures 3-52 and 3-53 illustrate the high-speed transmit and receive equipment
functions.

Either seven low-speed commons or seven DS-2 interfaces connect to one set of
high-speed modules. In the transmit direction, the high-speed transmit modules
combine data streams from seven low-speed transmit units and add overhead,
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TO MAIN OF LO SPEED
RCV/'DS-2 LINE I1 MI

TO MAIN OF LO SPEED
RCV/DS-2 SPARE < :TE

LINE 1
05-3 INPUT
44.7 Mb/s

TO STBY OF LO SPEED
RCV/DS-2 LINE I & 2<=MN

TO STBY OF LO SPEED STBYO SPAREALF

RCV/DS-2 SPARE < SB PR

LINE 2
OS-3 INPUT
44 7 Mb/s

TO MAIN OF: LO SPEED
RCVIDS*2 LINE 2 < MI

TO MAIN OF ILO SPEEDCOMN(VHAF
RCV/DS-2 SPARE = TB__

Figure 3-53. High-speed receive equipment signal flow.
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consisting of stuff bits and frame synchronization, to form a 44.736-Mb/s data
stream. In the case of the DMX-13 B and C versions, the high-speed interface
module provides for switching of a standby low-speed rail in the event one of
the seven 6.312-Mb/s digital signals fails. This signal is routed to the DS-3
interface unit, where it is converted to a B3ZS (bipolar with three zero substi-
tution) signal compatible with DS-3 interface specifications. The DS-3 inter-
face unit also generates a 44.736-Mb/s clock (master synchronizing signal),
which is routed to the high-speed transmit modules and distributed to seven
low-speed circuits.

In the receive direction, the receive section of the DS-3 interface module con-
verts the B3ZS DS-3 signal to an ECL signal compatible with the high-speed
receive unit. The clock is extracted from the received signal and routed to
the high-speed receive module. The DS-3 signal is demultiplexed into seven
6.312-Mb/s signals, and stuff and frame bits added at the transmit end are
detected and deleted. The high-speed receive unit regenerates the seven
6.312-Mb/s clock circuits for the low-speed equipment. In the DMX-13 B and
C versions, the receive unit routes one of the seven data signals to the
low-speed protection spare during a low-speed failure.

3.2.5.2.4 LBO/Switch Equipment. A set of four duplex DS-I signal lines connect
through the input/output wirewrap pin block to a DS-l LBO/switch module. A set
of duplex DS-2 signal lines also connects through the pin block to a DS-2 LBO/
switch module. The LBO/switch modules provide LBO for extended line use and a
switching path to and from spare low-speed modules.

Each DS-l ,LBO/switch connects a group of four DS-I signal lines to 4 out of
56 DS-l interface modules in a muldem. Each DS-2 LBO/switch connects a DS-2
signal line to 1 of 14 pairs of DS-2 transmit interfaces and OS-2 receive
interfaces.

The LBO network used for each DS-l line is provided in three versions, with the
application dependent upon the type of cable and its length. For pertinent
details concerning the LBO/switch equipment, refer to the DMX-13 A, B and C
Instruction Manual.

3.2.5.3 MCS-11 Fault Alarm System. One of the first decisions to be made in
the design of a monitor and control system for a digital radio is whether to
use analog or digital multiplexing for combining the monitor and control infor-
mation with the digital baseband. Most existing monitor and control systems
were designed for use with analog radio systems and use a combination of TDM
and FDM. One or several tones in a voice channel are FSK-modulated by the
digital (TOM) monitor and control signals. This results in a basic analog
monitor and control system that, if used with a digital radio, would place
additional constraints on an otherwise all-digital transmission system.

Selection of an all-digital TDM approach is the best choice for interfacing
the digital monitor and control system with a digital radio such as the MDR
series. This approach is easy to implement, and no additional modulation or
multiplexing steps are required. The MCS-11 monitor and control system uses
two 32-kb/s auxiliary channels in the microwave digital radio. Auxiliary
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channel 3 is used for polled fault reporting, while channel 4 may be used for
continuous analog monitoring of remote sites. An FSK modem may be added if the
MCS-11 is used with an analog radio system.

Three basic functions are incorporated into the MCS-11 system:

a. Two-level alarm monitoring.

b. Integration of the basic MCS-11 system into the MDR radio.

c. Discrete alarm display for troubleshooting purposes.

Two-level alarm monitoring provides continuous reporting of summnary alarms and
reporting of more detailed module-level alarms, as required for remote trouble-
shooting. Time required to update all alarm reports for a system is considerably
reduced by limiting continuous reporting to only major and minor summary alarms.
Summary alarms provide the operator with system status information while pro-
viding limited diagnostic capability. Detailed module-level alarms are reported
on demand for use by technical personnel in troubleshooting the cause of the
summary alarm before traveling to the remote microwave station. This enables
the technician to determine the precise location of the fault, so logistics
problems are reduced. Integration of the basic MCS-11 system into the MDR-()
auxiliary shelf reduces the need for an additional rack. External cabling for
connecting alarm points into the MCS-11 is reduced because the radio alarms are
directly connected in the radio rack. Discrete alarm displays are provided at
the appropriate maintenance facility and allow technicians to determine problem
areas from the remote sites.

3.2.5.3.1 System Technical Description. Figure 3-54 illustrates the basic MCS-11
system as used in a totally digital environment. The basic system consists of a
polling transmitter and master station receiver at the master station and a remote
station receiver and remote station scanner at the remote station. These MCS-11
modules use one of the auxiliary channels in the MDR radio for transmission of
data.

Each remote station scanner is strapped for a different binary address, so that
no two stations have the same address. The master station receiver is programmed
to poll automatically each of the remote station scanners that it supervises.
Operation of this basic MCS-11 system is described in the following paragraphs.

The master station receiver provides the polling transmitter with the address of
the next remote station scanner to be polled. The polling transmitter transmits
the remote station scanner address and a request for status serially to the auxi-
liary channel insert, which multiplexes the signal into the radio data stream.

At the remote station, the auxiliary channel drop demultiplexes the MCS-11 signal
from the radio data stream and transmits it serially to the remote station receiver.
The remote station re-eiver provides the received address to the remote station
scanner on a parallel bus. If the received address is the same as the address
for which the remote station scanner is strapped, then the remote station scanner
loads the 32 alarm inputs and transmits them serially to the auxiliary channel
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insert. The auxiliary channel insert multiplexes the remote station scanner
data into the radio data stream for transmission back to the MCS-11 master
station through the MDR radio system and the auxiliary channel drop at the
master station.

Alarm data is received by the master station receiver, stored internally, and
displayed on the LED (light-emitting diode) panel of the receiver. Because
the alarm information is stored internally, the operator or technician is not
required to be at the site on a continuous basis. Alarms of a momentary nature
can be cleared at the master station. If an alarm is not of a momentary nature,
it can only be cleared manually at the remote site. Such a fault would require
the maintenance team to travel to the applicable site for further module-level
troubleshooting.

3.2.5.3.2 Master Station Receiver. The master station receiver provides three
forms of information to the operator (see figure 3-55). First, a column is pro-
vided to inform the operator whenever a particular remote station has been placed
into service. An LED associated with the particular remote station will be illu-
minated whenever the station is placed into service. The appropriate LED in the
second column will light whenever a change of status (COS) takes place at any
remote station. This LED will light o0' a COS from "no alarm" to "alarm" or on
a COS from "alarm" to "no alarm." The third group of indicators provides the
operator with the status of all 32 alarm points associated with the alarming
station. These 32 points are accessed manually by the operator and will not
be displayed unless requested. When all alarms have been analyzed by the tech-
nician, the location of the fault can be determined and appropriate maintenance
Crews, along with test equipment, may be dispatched to the problem location.

The in-service row of lights indicates which stations are active and being polled
at a particular time. Note that up to 16 remote station receiver/scanner combi-
nations may be polled from a single master station receiver. The COS/NRPT lights
illustrate which stations have either reported a COS or did not report (NRPT)
during the last polling cycle. If a particular LED in the COS/NRPT column comes
on continuously, a COS indication is present, and the 32 alarm points associated
with that station niay be observed by dialing the appropriate station number with
the switch in the lower right-hand corner of the panel . If the LED in the COS/
NRPT column flashes, then the indication is that the station associated with that
LED did not report during the last polling cycle.

The 32 points on the far right of the master receiver (DATA) are the major and
minor alarms associated with the selected remote station. At the remote station
the remote receiver, mounted in the MDR rack, is wired into the major and minor
alarms of the radio. Each MDR rack has associated with it the following eight
summary alarms:

a. 'A' transmit major.

b. 'A' transmit minor.

c. 'B' transmit major.

d. 'B' transmit minor.
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IN COS/
SERV - NRPT DATA 0

1 1 1 17

2 2 2 18

3 3 3 19

4 4 4 20
5 5 5 21
6 6 6 22

7 7 7 23

8 8 8 24
9 9 9 25

10 10 10 26

11 11 11 27
12 12 12 28

13 13 13 29
14 14 14 30
15 15 15 31

16 16 16 32

POLL RCV MINOR MAJOR

o RCV STATUS ALARMS

EXT RESET MEM SERV STATION
ALM

LAMP DISABLE COSiNRPT HOLD IN

TEST ENABLE EXTALM NORM OUT

Figure 3-55. Master station receiver.
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e. 'A' receive major.

f. 'A' receive minor.

g. 'B' receive major.

h. 'B' receive minor.

Therefore, if a site has two radio racks being serviced by one remote station
receiver, 16 of the 32 alarm points will be used for major and minor alarms,
while the other 16 alarms are left for general housekeeping functions such as
the following:

a. Battery charger alarms.

b. DMX-13 multiplexer alarms.

c. Channel bank unit alarms.

The MCS-11 system uses a redundant format in the control and data word formats.
Figure 3-56 illustrates the word format used. The poll word transmitted from
the master station to the remote station requests an alarm status report. The
word transmitted contains the address of the remote station scanner.

The data word, which is transmitted from the remote station to the master
station, contains the alarm status report (data) of the remote station. TheI address transmitted is the address of the remote station.

In both the data word and the poll or control word, the address, control, and
data transmissions are repeated (transmitted twice), as shown in figure 3-56.
That is, the same eight address bits are transmitted in the first part of the
word and in the last part of the word. Likewise, the same eight control bits
are transmitted in each part of the control word. The start pattern (SP)
identifies the beginning of each word, and the word identification (WID) tells
the kind of word (control, data, etc.) being transmitted. A parity bit (odd
parity) is transmitted as the last bit in each word.

Four checks are made to ensure accuracy of the data and to reduce false alarms
caused by transmission errors:

a. At the remote station, the address and control bits in the two parts
of the poll word must agree with each other before the remote station reports
its alarm status. An error in any of the 32 bits will prevent a status report
on that poll.

b. At the master station, the address and data bits in the two parts of the
data word received from the remote station must agree with each other before the
master station receiver will accept the data.

c. The address in the data word received at the master station must agree
with the address that was transmitted from the master station in the poll word.

d. Each control and data word received is checked for odd parity and
rejected if parity is incorrect.
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Figure 3-56. Word format.
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The basic MCS-1l system can be expanded to superv'ise as many as 256 remote
addresses, with an additional master station receiver added for each 16 remote
addresses. When other functions (such as remote control) are added, 128 of the
remote addresses are reserved for these functions. A second auxiliary channel
can also be used to double the size of the system.

Trou bles hoot ing ca pa b iIi ty i s added wi th the ma ster detailI rec ei ver a t the
master station and remote detail scanner at the remote station. The master
detail receiver displays 62 alarm points for each rack of MDR-() equipment.
This display gives more troubleshooting information than the eight summary
alarms displayed by the master station receiver. A panel view of the master
detail receiver is shown in figure 3-57. The alarm display part of the unit
is identical to the display unit mounted in each MDR-() rack. The 3-digit
meter display is used to remotely select and read voltages and signal levels.

The master control unit (shown in figure 3-58) at the master station and the
reinote control decode and remote control interface at the remote station pro-
vide capability for remote control. Manually controlled switching of communi-
cations functions, such as switching a digital baseband signal to a spare
channel, can be accomplished remotely. Periodic maintenance checks of vari-
ous station equipment, such as diesel engine/generator sets, are also feasible.

A block diagram of the master station expanded to include a second master station
receiver, a master detail receiver, and the master control unit is shown in fig-
ure 3-59. The master supervisory unit is used to control the operation of the

d other units, so that each unit polls its remote addresses in turn and only one
unit is transmitting at a time. The master control unit transmits controls only
on operator command.

Figure 3-60 shows a remote station with capability to transmit detail alarms and
to remotely control 16 functions. The remote control decoder associated with
the remote control interface provides control status information to hp displayed
on the master control unit.

Space is provided in the auxiliary shelf of the MDR-( ) at a repeater station
for all of the functions described. At the master station, the MCS-11 equip-
ment is housed in a separate shelf.

3.2.5.4 ITT T324 Channel Bank Unit. The ITT T324 Channel Bank Unit, commonly
referred to as the 1324 Trunk Carrier System, multiplexes up to 24 voice channels
into a DS-l digital signal (1.544 Mb/s). This T-1 carrier is routed to the low-
speed DS-1 equipment within the DMX-13 A, B or C for subsequent multiplexing to
the DS-3 level (44.736 Mb/s). Conversely, in the receive direction, the T324
Trunk Carrier System dlemultiplexes the T-1 digital signal into its 24 constituent
VF channels.

3.2.5.4.1 System Description. Refer to figures 3-61 and 3-62 for functional
block diagrams of the multiplex terminal in both transmit and receive modes.
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In the transmit direction, the common equipment in the multiplex terminal sam-
ples each of the 24 channel units at a rate of 8,000 times per second. The
transmit channel gate pulse signal from the transmit logic unit gates a sample
of the VF signal out of a channel unit. The VF sample is referred to as the
pulse amplitude modulated (PAM) signal. The PAM highway provides a path for
the PAM signal between the channel unit and the encoder unit. The encoder
unit, under the control of the transmit logic unit, converts the analog PAM
signal into the 7-bit binary code. The transmit logic unit first inserts the
appropriate signaling information into the bit stream and then converts the
binary signal to bipolar PCM by converting alternate pulses. It then feeds
the PCM signal to the upper-level muldem low-speed interfacer.

In the receive direction, the receive logic unit processes the incoming bipolar
PCM into the parallel binary format required by the decoder unit. The decoder
unit converts the binary signal to a PAM pulse (analog) and outputs it on the
receive PAM highway to the channel unit. The receive logic unit gates the
receive PAM highway to the proper channel unit. The channel unit converts
the PAM pulse back to a VF signal and outputs it to the trunk or subscriber
drop.

Note the two general analog categories of equipment are common equipment and
channel units. The analog VF signals are handled by the channel units. The
common equipment controls the flow of data and codes and decodes the data
between analog (Wi) and binary.

3.2.5.4.2 Common Equipment. Common equipment in the T3?4 Trunk Carrier System
consists of five units:

a. Encoder.

b. Decoder.

c. Receive Logic Unit.

d. Transmit Logic Unit.

e. Power Supply and Alarm Unit.

Figures 3-61 and 3-62 may be used for the following discussion.

This common equipment is divided into three major functions: transmit, receive,
and power. The transmit function gates VF signals out of the channel units and
codes them into bipolar PCM signals for transmission over a 1.544-Mb/s facility.
The receive function decodes the bipolar PCM signal input from the 1 .544-Mb/s
facility into PAM signals and forwards them to the channel units. The power
supply and alarm unit converts the -48-volt (or -24-volt) office supply into
the four common equipment operating voltages, processes alarms, and provides
certain test capabilities for the T324 Trunk Carrier System.

The transmit function is performed by the encoder and transmit logic units.
The encoder unit provides analog voltage storage and comparator circuitry.
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The transmit logic unit provides timing and all digital functions, including
the generation of the bipolar PCM output to the span line termination equipment.

The receive function is performed by the receive lcgic and decoder units. The
receive logic unit provides receive timing and converts tne serial bipolar PCM
to 8-bit parallel words. The decoder unit converts each 8-bit parallel word to
an analog voltage and outputs it to the PAM highway. The PAM highway is gated
into the channel units by the receive logic unit timing.

The power supply and alarm unit provides power supply, alarm, and test control
circuitry. The supply is a dc-to-dc converter that provides the dc voltages
to operate the common equipment and channel units. The alarm circuits monitor
and display local and remote alarms. The alarm circuits generate the carrier
group alarm (CGA) control function furnished to all channel units and to asso-
ciated switching systems. The test control circuits provide control functions
for looping, shifting, and testing a T324 Trunk Carrier System. The test con-
trol circuits also permit activation of the alarm cutoff (ACO) condition in
both trunk and subscriber applications.

3.2.5.4.3 Channel Units. The T324 Trunk Carrier System will acconmodate up to
24 VF channel units in any configuration desired. The trunk channel units used
provide an interface between central office (CO) switching equipment and the
common equipment units in the T324.

The T324 channel units are selected to occupy particular positions in the multi-
plex shelf, based upon the VF (two-wire or four-wire) and signaling requirements
of the connecting trunks or subscriber circuits. Each of the trunk channel units
consists of circuits for transmitting VF and signaling, circuits for receiving
VF and signaling, and circuits that perform disconnect/make-busy (DMB) functions
[except the four-wire transmission-only channel unit, which contains only VF and
out-of-service (OS) circuits].

The transmit VF and signaling circuits accept outgoing voice and signaling infor-
mation from the related trunk or subscriber loop. Samples of this information
are gated to the common equipment units via the transmit PAM and signaling high-
way under control of transmit channel pulses from the transmit logic unit.

The receive VF and signaling circuits demultiplex message and signaling pulses
appearing on the receive PAM and signaling highways from the common equipment
units. The demultiplexing process is controlled by receive channel pulses
from the receive logic unit, and the demultiplexed message and signaling
pulses are converted to VF and signaling information for application to the
associated trunk or subscriber loop.

The DMB circuits operate under control of CGA signals from the power supply and
alarm unit. This feature is provided so circuits associated with a particular
trunk will be made busy in the event of a carrier failure.

Two general types of channel units are specified:

a. Four-wire units.

b. Two-wire units.
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The 4-wire channel units include the following five types of modules:

a. Four-wire transmission only (4WTO).

b. Four-wire E&M (4WE&M).

c. Four-wire Foreign Exchange Office (4FXO).

d. Four-wire Foreign Exchange Subscriber (4FXS).

e. Four-wire pulse link repeater (4WPLR).

The 4WTO channel unit provides a 600-ohm, 4-wire, 2-way VF message circuit. The
unit is designed for use in exchange, extended area service (EAS), toll connecting,
and intertoll trunk applications. No E&M signaling is provided with this channel
unit.

The 4WE&M channel unit interfaces the T324 common equipment and the CO equipment
to provide a 600-ohm, 2-way, 4-wire E&M message circuit. As with the 4WTO chan-
nel unit, the 4WE&M channel unit is designed for use in exchange, EAS, toll con-
necting, and intertoll trunk applications. This channel unit does, however,
provide for E&M signaling.

The 4WFXO channel unit interfaces the T324 common equipment and the CO equipment
to provide the office end of a ground start or loop start Foreign Exchange cir-
cuit.

The 2-wire channel cards include the following six types of units:

a. Two-wire E&M (2WE&M).

b. Dial pulse originating (DPO).

c. Dial pulse terminating (DPT).

d. Two-wire Foreign Exchange Office (2WFXO).

e. Two-wire Foreign Exchange Subscriber (2WFXS).

f. Two-wire E&M with 4-wire access (2W/4WACC).

The 2WE&M channel unit interfaces the T324 common equipment and CO equipment to
provide a 600- or 900-ohm, 2-wire, 2-way E&M message circuit. The unit is
designed for use in exchange, EAS, toll connecting, and intertoll trunk appli-
cations.

The DPO channel unit also interfaces the T324 common equipment and CO equipment
to provide the originating end of a 1-way EAS, toll connecting, or intertoll trunk.
This unit is used in conjunction with the DPT channel unit. The DPT channel unit

simply provides the terminating end of a 1-way EAS, toll connecting, or intertoll
trunk.
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The 2WFXO channel unit interfaces the T324 common equipment and the CO equipment
to provide the office end of a ground start or loop start Foreign Exchange cir-
cuit. The 2WFXO channel unit provides a 900-ohm, 2-wire message circuit.

The 2WFXS channel unit interfaces the T324 common equipment and the subscriber
equipment to provide the subscriber end of a ground start or loop start Foreign
Exchange circuit. The 2WFXS channel unit is used in conjunction with the 2WFXO
unit described above.

The 2W/4WACC channel unit interfaces the T324 common equipment and the CO equip-
ment to provide a 2-wire, 2-way E&M message circuit with a 600- or 900-ohm,
4-wire VF termination set.

3.2.6 Path and Site Planning. The first step in planning the system is to
define operational requirements that the overall system is to satisfy. This
initial step is dependent upon growth capabilities the system is to possess,
as well as cost requirements involved in its procurement. Traffic studies
should be performed and reliability requirements should be determined. These
factors all play important roles in the final determination of basic equipment
and site and route selection. System requirement studies and traffic studies
are not discussed within this section. Information dealing with these topics
is contained in other texts, listed in appendix B of this manual.

This section will provide a background in the various disciplines of trans-
mission engineering necessary to design the system for optimal performance.
Usable equations dealing with propagation and path analysis are presented in
order to provide both an interesting introduction to the necessary transmission
problem and d usable reference for future use. Other information on the topics
discussed in this section may be found in the texts referenced in appendix B.

3.2.6.1 Site Selection. The preliminary site selection can usually be made from
various map and/or aerial photographs of the terrain. Until the site survey is
performed, however, the exact site selection will not be made. Maps typically
prove to be the best source of information for initial system layout, while the
aerial photographs prove to be of more use after the system has begun to take
shape.

One excellent source of information is the aeronautical chart, which is published
for most countries that use commercial and private air navigation. The U.S. Coast
and Geodetic Survey publishes and distributes aeronautical charts of the United
States, its territories and possessions. Charts of other areas are published by
the U.S. Air Force Aeronautical Chart and Information Center (ACIC) and sold to
civil users by the U.S. Coast and Geodetic Survey. A catalog of aeronautical
charts is available from one of the following field offices, which will also
supply the aeronautical charts desired on a specific order.

Chief, New York Field Office West Coast Field Director
U.S. Coast and Geodetic Survey U.S. Coast and Geodetic Survey
Room 1407 Federal Office Building Room 121 Courthouse
90 Church Street 555 Battery Street
New York, NY 10007 San Francisco, CA 94111
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Mid-Continent Field Director
U.S. Coast and Geodetic Survey
Room 1436 Federal Building
601 East 12th Street
Kansas City, MO 64106

The aeronautical charts typically show elevations in contours of 500 or 1,000
feet and are therefore not very useful in the actual plotting of the path pro-
file. However, these charts do show airports, airways, major aerial obstruc-
tions, air navigation routes, and large topographical features such as lakes
and mountain ranges. Also, they may be ordered with the flight chart overlay,
which shows the established commercial airways.

By plotting the tentative transmission terminal locations on the aeronautical
chart, an overall view of the route may be seen. Generalizations can also be
made concerning features to be avoided. After an overview is gained of the
desired route and site, the systems engineer can turn to more in-depth mapping
tools for basic path and site selection. Among these are aerial photographs
and the field survey itself. Aerial photographs are often very useful in rough
terrain, because they show trees and other pertinent information in greater
detail than can a topographical map.

Two types of site requirements exist in the design of a system: terminal
sites and repeater sites. Terminal sites are usually fairly well defined, and
the design of the path is a function of these locations. The terminal site may
use an existing facility that is high enough and structurally sound enough to
permit mounting of antennas on the building itself, thereby eliminating the need
for adjacent towers at the terminal sites. Repeater sites may be of two types,
depending upon the application of the system:

a. Repeater with drops and inserts.

b. Repeater with no drops or inserts.

The choice of intermediate repeater sites is greatly influenced by the nature of
the terrain between sites. In preliminary planning it may be assumed that in
relatively flat areas the path lengths will average between 25 and 35 miles for
the frequency bands from 2 GHZ through 8 GHz, with extremes in either direction
depending upon terrain. In the 1l-GHz and higher bands, the pattern of rainfall
has a large bearing on path length.

The possibility of other forms of interference, internal or external to the system,
must also be considered. Internal interference may take the form of overreach,
junction, or adjacent section interference. External interference may take the
form of radar interference, interference from nearby radio systems of similar
frequency, or interference induced from unfiltered lower frequency radio systems.

Maintenance access is another important consideration. Maintenance costs are
the highest operational cost incurred in a system. Therefore, a significant
reduction in total life cycle cost may be realized by minimizing the overall

3-89



maintenance costs. If possible, access roads should be considered for equipment
maintenance, both routine and otherwise. If site access by road is impossible,
then the additional cost of airlift access must be considered.

In selecting a site for either a terminal or an intermediate repeater, a number
of other factors must be considered. These considerations fall into the fol-
lowing categories:

a. A full description of each site must be given by geographical coordi-
nates (longitude and latitude), access roads, and physical objects with which
it can be identified. Geographical coordinates should be computed to the
nearest second of latitude and longitude for the exact location recommuended
for the tower. These characteristics are pinpointed during the field survey
phase, so final path profiles and system calculations may be performed.

b. Any unusual weather conditions to be expected in the area should be
considered, including the amount of snow and ice accumulation, maximum expected
wind velocity, and range of temperatures.

c. A description of the physical characteristics of the site should be
prepared, indicating any required leveling, removal of rocks, trees, or other

d. he elaionhipof the site to any commercial, military, or private

airport should be considered. It is very important to determine the relation-
ship of the site to the orientation of runways where planes may be taking off
or landing. This information is needed to determine problems that may induce
potential obstructions to air traffic. Radar systems associated with air traffic
control may also create interference problems if not properly taken into account.

e. The mean sea level elevation of the site should be determined at the
recommended tower location, together with the effect that site leveling will
have on that elevation.

f. If possible, a full description or recommendation should be prepared
for an access road from the nearest improved road to the proposed building
location.

g. Commercial power sources should be considered. It may be advantageous
to relocate a particular site near a commercial power source rather than near an
access road, for instance. Diesel engine/generator sets may not be cost-effective
when considering the initial cost and the routine maintenance involved.

h. Any other factors that may be relevant in site planning should be
recorded for future use. Factors that may not seem important initially may
become significant as various tradeoffs are analyzed.

3.3 System Operational Reliability. Hardware for a digital microwave communi-
cations system should be designed and configured using redundant, dependable
circuitry to provide high quality, reliable operation with minimum traffic
interruption. Once a failure has occurred, modular construction of the system
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components permits rapid fault isolation and repair. The ease with which the
equipment can be maintained in an operational status and the length of time
between failures are factors that determine the kind of support that must be
provided to ensure optimum equipment operation. This support includes the
necessary tools, test equipment, and spare modules, as well as adequate
maintenance facilities and trained personnel.

The use of built-in test equipment-(BITE) and fault indicators minimizes the
need for additional test equipment. In many cases, the malfunctioning module
or assembly can be detected using BITE and fault indicators. Once the defec-
tive module is replaced, the support test equipment is required to align or
adjust the system components to ensure optimum operation. By using plug-in
modules and screw-down assemblies, the units may be replaced with a minimum
number of common tools. The defective module or assembly is shipped to the
factory for repair, necessitating a logistics system and a local supply of
spare assemblies.

3.3.1 Performance Standard. Quality, as a degree of excellence, may be described
by many different terms: superb, bad, sufficient, and marginal. Comparison of
any two of these words would indicate a degree of quality, but comparison would
only reflect a relative meaning with no measurable value. Statements of quality
are only meaningful when we express them in terms of specific quantitative char-
acteristics. In microwave systems, such characteristics are performance and
reliability. Performance information is typically published in technical data
sheets, but reliability information, as measured by failure rate predictions,
i s not alIways publ is hed by alIl equ ipment manu facturers.

Predictions are ultimately based upon the individual component failure rates,
expressed in failures or fractions of a failure per million hours. Failure
rates are tabulated for various environmental and operational conditions,
which vary for all types of equipment applications Equipment mean time
between failure (MTBF) is an important element in determining the worth of
a microwave system. A properly designed microwave system is not necessarily
the one that provides the required performance with the lowest initial pur-
chase price. It is the system that provides the required performance with
the lowest total lifetime system price (including both equipment and operation).
The following paragraphs provide an introduction to the theory, practice, and
application of microwave equipment reliability predictions.

At the outset of a system conception, system reliability must be discussed and
defined in terms of the required installed system performance. Four essential
system parameters describe the installed system performance and, together,
define the system c-3ndard. These parameters are illustrated in figure 3-63.

3.3.1.1 System Design. The factors which must be considered by the system
designer in providing the optimal system for the application have already been
discussed. The installed equipment performance can only be as good as the
weakest component in the system. The system configuration is one such link.
The module design is on the same hierarchy chain as the system design, and
the overall system performance is dependent upon both.

3-91



crj4 W
>- c

i-

_ow

I 0

COC

W~ 40
a: c

00.

nw
0

D wv

zz

A cc z W

-~ -C - w



3.3.1.2 System Installation. A poorly designed system will inherently yield
poor performance. In the same way, the system performance will only be as good
as the installation. Incorrectly matched waveguide will yield intrasystem inter-
ference in the same manner that configuring the path incorrectly may create
interference. Therefore, the system installation is just as important as the
other three factors illustrated in figure 3-63.

3.3.1.3 System Propagation Reliability. Just as the system design and installa-
tion affect the performance criteria of the total system, propagation reliability
also plays an important role. This topic, discussed in section 5.2.1, equates
percentages of outage time of the communications circuits to the parameters
associated with the path in question.

3.3.1.4 System Hardware Reliability. System hardware must provide the hardware
reliability specified by the customer. Equipment reliability is defined in either
of the following terms:

a. Availability of the system to transmit and receive information between
two end users, "percent of time.

b. Equipment MTBF.

Hardware reliability is predictable and measurable. Estimation of hardware
reliability involves the following steps:

a. A block diagram model of the proposed system is prepared, including all
equipment that could cause a system failure and indicating redundancy.

b. Equipment failure rates are calculated for equipment ambient temperature
pl us internal heat rise, using component failure rate data.

c. Actual equipment failure rates are obtained from life cycle tests and
field data collected on the basis of warranty, service, and spare parts orders.

d. Mean time to restore (MTR) information should be derived based on the
following data:

(1) Mean time to repair/replace (MTTR) failed module.

(2) Travel time required for maintenance personnel to reach the site

of failure.

(3) Probability of having a spare module of the failed type on hand.

(4) Time required to obtain a spare from another site or an outside
source when no spare is on hand.

In summary, while the science of statistics may seem to defy precise definition
of reliability in terms of commonly used system techniques, a microwave commruni-
cation system cannot be adequately designed to a given performance goal without
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an explicit knowledge of the required reliability. This design process defines
the means of measuring the installed system.

The purpose of the discussion of equipment reliability is threefold in nature.
First, the fundamental definitions, equations, and mathematical laws applicable
to reliability predictions and evaluations of microwave systems will be discussed.
Evaluations must include consideration of both hardware and propagation outages.
The effects of maintenance and sparing practices upon operating system reliability
will be examined, and the basic elements necessary to ensure reliability in design
and production will be defined. Secondly, typical configurations of microwave
radios will be covered. Predicted MTBFs for various system configurations will
show a comparison between analog and digital systems. Finally, the comparative
worth of reliability in mic-rowave systems will be discussed. Without attempting
to list all of the aspects of a full-scale, life-cycle cost analysis, a simple
and straightforward method for performing preliminary analyses of the worth of
higher reliability eauipment in any type of system will be presented.

3.3.1 .4.1 Definitions of Equipment Reliability Parameters. The following para-
graphs provide definitions of terms useful in understanding and calculating

* various parameters associated with hardware reliability.

MTBF is defined as the mean value of time between successive failures of a system
or component of the system. This is the ratio of operating time for a population
of a given eauipment type divided by total failures in the same period. For sin-
gle units it is also the reciprocal of the failure rate, .Therefore, the
larger the value of the MTBF, the greater the reliability. MTBF is given by

MTBF =Hours of Operation = I

Failures

where

=the failure rate of the equipment in failures/hour.

Failure rate (\) is often given in failures/hour. This parameter is defined as
the number of failures divided by the operating time interval in question. Failure

* rate is given by

a 1

b TBF

where

a = number of failures, and

b = duration of operation (hours).

Reliability (R) is the probability that no failure will occur on the system
during a certain period of time. Reliability is given as a function of time:

R(t) = e- t
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where

e = natural logarithm base (2.71828)

= failure rate (failures/hour)

t = operating time (hours)

Mean time to repair (MTTR) is the average time required to repair a fault. This
includes fault isolation time, repair time, and test time, but excludes adminis-
trative time. Travel time (TT) is the travel time to the site of failure, nor-
mally expressed in hours. The probability of having a spare on hand (PS) is
self-explanatory. The time required to procure a spare (TR) is the time neces-
sary to obtain a missing spare, expressed in hours. These parameters can be
used to determine the mean time to restore (MTR), which is the average time
required to restore system cervice by the quickest means, such as module
replacement. The time required to replace defective components within a
defective module is not included in MTR. The equation that gives MTR is

MTR = MTTR + TT + (I-PS) TR

where MTTR, TT, PS, and TR are as defined above.

Availability (A) is expressed as the possibility that a device or system will
be operable at any given point in time. Availability is also defined as the
ratio of "up time" to total time. A is qiven by equation

= U uptime - MTBF 1

A upt me +down-t-me- MT-+-MR-W 1+. MTR

Unavailability (U) is the complement of availability. U is expressed by

down time
S(1 - A) =down time + up time

Outage (0) in hours is merely the product of U and hours in one year, or

0 = Ut

where

t = 8760 hours/year.

3.3.1.4.2 Fundamentals of Hardware Reliability Predictions. Predictions of
failure within electronic devices and systems are based primarily on statistical
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information. With the notable exception of electromechanical and mechanical
devices, most components exhibit an exponential failure density function; that
is, the reliability of the device decays exponentially with time. It is known,
however, that electronic equipment may contain parts subject to early defects,
or "infant-mortality" failures. It is also known that the rate of failures
increases as the device nears the end of its life. During the useful life of
the equipment, however, the rate of failures tends to remain constant. These
tendencies are illustrated in the familiar "bathtub" curve in figure 3-64,
where failure rate is plotted against time.

The rate of failures tends to decrease after the burn-in or debugging period
takes place. The length of this period is predominantly dependent upon the
complexity and type of parts employed in the unit. Useful lifetimes of elec-
tronic devices are quite long (from 10 to 30 years). As the individual parts
begin to reach the ends of their useful lifetimes, the rate of failures in the
equipment begins to rise. When piece parts are replaced before the end of their
useful life, however, the constant failure rate portion of this curve may be
extended indefinitely. As seen in figure 3-64, the reliability of a component
during its useful life is expressed in exponential form:

R(t) =e

where

failure rate,

e =a constant, and

t time.

Since reliability is a probability function, the basic laws of probability may
be employed to determine the probability that the system will perform wit-hin
specifications. For example, the reliability function for a series system is
the product of the availability (A) functions for each part within the system.
This concept is illustrated by figure 3-65. Availability for a series of non-
redundant system blocks is the product of each block's availability, as expressed
by

A S= A, x A v ... x An = n Ai
i=l

The failure rate for a series of system blocks is the sum of each block's failure
rate:

n
+ + ... + \ =F\

S '1 . n i=l
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Figure 3-65. Calculation of
reliability for a series sys-
tem configuration.

Therefore, the reliability of the total system is

R (t) = e-ASt
s

Availability of a parallel network of system blocks is calculated by

A= -U x U x ... x U 1 Ui]Ap U] L=lI

where U = unavailability of the block = - A.

Given MTR, the . for the system can then be found by

1A

p A MTR
P

Therefore, the reliability of the parallel network is R p(t) e-Pt.

A simple parallel (redundant) configuration is illustrated in figure 3-66. This
configuration requires at least one functioning unit to be available. This sys-
tem availability is equal to 1 minus the arithmetic product of all the unavail-
abilities.

Figure 3-66. Calculation of
reliability for a parallel

(redundant) system.
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A more complex configuration is shown in figure 3-67. This syster, includes a
number of series and parallel configurations, whih are connected in different
ways. For example, a number of subsystems with redundancy, i.e., parallel con-
figurations, can be connected in series, or, on the other hand, a number of
series structures can be connected to form a parallel combination. In this
way, parallel-series and series-parallel connections are obtained, for which
one can derive single formulas for reliability calculations. However, the
same result may be obtained through a systematic reduction procedure. This
method entails grouping the units into suitable reliability blocks, which are
then combined in accordance with simple rules for series and parallel configu-
rations. This procedure is illustrated by figure 3-67 and expressed by

A system AI x All x A II

and

1A system 8 + x MTsys MTsys

I I

BLCcK ,I BLOCK 11 BLOCK III

Figure 3-67. Reliability calculations
for a mixed (series-parallel) network.

Therefore,

X system = A Sys

ASys MTsys
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An important point should be made concerning the block diagrams used in fig-
ures 3-65 through 3-67. These are called reliability block diagrams and are
used to indicate how the parts of a unit or system are connected, from a
reliability point of view, for one or several given operational modes. A
reliability block diagram is not the same as an electrical block diagram, but
rather is a technique used by the reliability enqgneer only. The correct
reliability block diagram is not always easily determined. A good knowledge
of the system, as well as the individual modules and components, is necessary
to accurately derive it.

3.3.1.5 Reliability Summary. In summnary, a few important points should be
made concerning system reliability and, specifically, the hardware reliability
element. Two reliability elements must be considered when determining the over-
all system reliability: propagation reliability and hardware reliability. Both
elements play equal roles in the determination of system reliability from a user's
viewpoint.

In general, reliability is defined as the probability that a system will operate
as intended during a certain period of time. It is normally presented in the same
way as probability, that is, either in decimal form or as a percentage. There-
fore, a reliability of 0.85, or 85 percent, for a period of I year, obtained for
a transmission system, means the chance is 85:100 that the equipment will operate
without failure for 1 year. This reliability fiqure is a function of the fail-
ure rate (.) and the time (t). The failure rate ( ) is typically defined for
three periods throughout the equipment lifetime: the early or infant failure
period, the constant failure rate period, and the wear-out failure rate period.
These three periods were illustrated in figure 3-64.

The M~TBF is simply one method of describing the behavior of a repairable system
or unit. This figure, usually stated in hours, designates the mean value of the
times between successive failures and is usually expressed as the reciprocal of
the failure rate, or 1/1w The availability, on the other hand, is the most
important parameter from the user's viewpoint. This figure is described as
the probability that a system is in operation when it is needed. The usefulness
of the terms described in this section is illustrated in the following section,
which covers the determination of adequate spare module quantities.

3.3.2. Spares Requirements. Spare parts are an essential element in any logis-
tics support process. This element must be properly planned and integrated with
all other elements (publications, test and support equipment, personnel training,
facilities, etc) to ensure optimal performance of the support program and thereby
achieve a viable system.

The spare parts process, often called "provisioning," is not a new concept. Pro-
visioning has been employed for hundreds of years by various means. In the early
days, individuals were primarily concerned with determining the items (food, fuel,
clothing, etc) to meet their basic needs, whereas in todaY's highly technical
environment we encounter more complex situations.

When procurement of a new item of equipment takes place, prior to its development
a decision must be made about the spare parts required to support and maintain the
new equipment. Incorrect decisions, poor estimates of service life, and improper
selection levels can result in inadequate spares and lead to inoperative equipment.
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On the other hand, poor decisions can result in excessive support, reflecting
needless expenditure of funds for unnecessary spares, warehousing, and disposal.

3.3.2.1 Spares Theory. The requirement for spares is a direct result of cor-
rective and preventive maintenance actions. To ensure that the necessary spares
are available to fulfill these needs, it is important that the selected spares
support the maintenance levels established by the maintenance plan and be located
at the appropriate maintenance area. The following paragraphs provide the infor-
mation on which the spares allocation is based.

To determine the optimal set of spare parts to fulfill the system requirements,
it becomes necessary to predict the number of expected failures during the
spares provisioning (stockage) period. It has been determined, through con-
siderable testing and experience from field failure data, that electronic
equipment and part failures occur at random intervals and reflect a relatively
constant failure rate during their useful lives. The typical failure rate pro-
file, better known as the "bathtub" curve, is illustrated in figure 3-64. Since
the anticipated failures occur at random intervals and the expected number of
failures is the same for equally long operating periods, the reliability is
defined by the familiar exponential formula:

R(t) =e-X

where

e = natural logarithm base (2.71828),

=failure rate, and

t = operating time.

Spare provisioning normally deals with the spares requirements during the useful
life period. Special considerations and adjustments must be made when the equip-
ment is deployed prior to its burn-in or when it enters the wear-out period.

Assuming the exponential density function as a model, Poisson distribution can
be utilized to determine the probability of having a specified number of failures
during a given period of time. The Poisson distribution includes a number of
terms, and each represents the probability of 0, 1, 2, 3, or more failures for
the period under consideration. The formula used to calculate these probabili-
ties, discussed in the following paragraphs, considers a constant failure rate.

It is desirable to have a certain level of assurance of having the necessary
spare parts available when replacements are needed; therefore, it becomes
necessary to determine the required individual probability levels to provide
the desired overall probability. In the equation below, the probability cal-
culated for P(x) represents the probability for an individual item:

P~)=x (qXt) r e-qXt

r=O
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where

P(X) probability of having X or less failures in time t,

r =range of X.

x = number of spares required to achieve the required P(X) value,

=failure rate of individual device,

t = total mission hours, and

q = total quantity (individual device).

Since the individual spare parts that make up a spares inventory are independent
items, the Multiplication Theorem can be used to determine the individual prob-
ability which must be provided by each item to achieve the desired overall spares
probability. The Multiplication Theorem states: "When the probabilities of inde-
pendent events are known, the probability that all of the independent events will
occur is the product of the individual events." This probability is illustrated
by the following equation and considers the probability level of each independent
event being equal.

oc = (IC)N

where

OC = overall confidence level,

IC =individual confidence level, and

N = number of line items.

For example, what would be the required individual confidence level to achieve a
95-percent overall confidence level when there are 10 different items? The
required individual confidence is 99.49 percent, as expressed by the equation
below and illustrated in figure 3-68.

OC = (IC)N

IC=(0 /

= (09)1/10

=0.994884

3.3.2.2 Operational Suppor' "'ncept. Determining the appropriate spares inven-
tory to properly support a communications system requires certain basic support
considerations. Two major categories that must be considered in the initial
spares planning phase include the system/equipment operational aspect and the
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maintenance approach. The basic system/equipment operational and maintenance
considerations include the planned deployment of equipment by geographical loca-
tion, maintenance levels, equipment redundancy and criticality to mission success,
and operational environment. Maintenance levels are often placed in three general
categories (organizational, intermediate, and depot); however, the categories may
vary among programs. These maintenance levels are sometimes categorized as levels
1, 2, and 3, respectively. Each of these maintenance levels is discussed in sec-
tion 3.3.3,3.

To ensure the correct level of spares is properly positioned for each maintenance
level, the selected spares must be compatible with the specific maintenance base-
line established for the program. The maintenance levels established will define
the level of maintenance to be performed at each echelon, thereby eliminating any
doubt about the level of spares required for each maintenance level. This is an
important aspect in the spares selection process, since all support elements
evolve around the same maintenance approach and must be compatible to be effec-
tive. The following are some other individual spares parameters that must be
considered in determining the correct level of spares:

a. Provisioning period.

b. Equipment operating hours.

c. Maintenance level.

d. Operating environment type (fixed ground, airborne, shipboard, etc).

e. Repair turnaround time.

f. Required spares probability level.

g. Special considerations (budget constraints, custom impacts, etc).

3.3.2.3 Spares Computation. One of the final phases of the spare parts provi-
sioning process is the determination of the required spares quantities to meet
the demands of both preventive and corrective maintenance actions. The three
phases of the provisioning process establish the LEVEL of spares required,
WHERE the spares should be stocked, and also the required QUANTITY to satisfy
the particular demands for spare parts during a given time period.

As noted previously, the Poisson distribution can be used to predict the proba-
bility of a certain number of failures in a given period of time. This statis-
tical prediction method becomes a very useful means in the determination of
spare parts requirements. Poisson distribution consists of a number of terms,
each of which gives the probability of 0, 1, 2, 3, or more failures during an
increment of time. To illustrate the distribution, the Poisson distribution
formula can be explained as follows:
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P(X) e-(qlt t + ( et) e + (2!t) e q'.t

(q t)3 e-qt (q. t)n qt
+ ,n, i
3! n!

where

0 -'t
(_qt) e-  = probability of 0 failure in time t and is equivalent to
0! the probability of survival,

(qt)I e - q t  probability of 1 failure in time t,

(qAt)
2 e t  = probability of 2 failures in time t,

2!

(q3t) e - q ' t  = probability of 3 failures in time t, and

3!

( et)n - q~t = probability of n failures in time t.
n!

In the following paragraphs, a sample spares equipment calculation will be
presented. The sample spares calculation considers a consumable type item
with the following support parameters:

a. Provisioning period: I year.

b. Total quantity: 10.

c. Equipment operation: 4,000 hours/year.

d. Failure rate: 1.000 percent/l,000 hours.

e. Overall confidence level: 0.90.

3-105



NOTE

The required individual confidence level must be
calculated. Assume the spares iomplement b)ei~jr,
considered in this example consis-s of 110 dif-
ferent items; therefore, the required individujal
confidence level must bc 0.999 as illustrated
below:

IC =(OC) l/N

(0.90)1/110

= 0.9990426

In the above example, how many of this particular item should be procured as
spares to ensure the required spares probability level is obtained? To deter-
mine the required quantity, the Poisson equation must be expanded until the
probability of having X or less failures is greater than or equal to the
required individual probability level. As illustrated in table 3-6, three
spares would be necessary to achieve the required spares probability level.

There is one caution to heed whey) calculating the spares for repairable systems.
When the reliability of a repairable item is such that its probability of surviv-
ing the repair cycle without a failure is greater than or equal to the required
spares probability, another calculation must be made in regard to the provi-
sioning period. Providing the probability of the item surviving the provi-
sioning period without a failure is also greater than or equal to the required
spares probability, the required number of spares would be 0. If the proba-
bility of surviving the provisioning period is less than the required spares
probability, a quantity of one spare would be required. The check with the
provisioning period is not necessary for repairable items when the probability
of having one or more failures during the repair cycle is less than or equal
to the required spares probability.

The calculation of spares requirements for a particular system is not normally
within the scope of a systems engineer's task. They have been provided within

* this subsection to give the system designer a general understanding of the
mechanics of spares provisioning requirements.

3.3.3 Maintenance Fundamentals. Maintenance and sparing practices affect the
operational reliability of a microwave system. The practice of repairing or
replacing defective units immediately upon receipt of an alarm on a continuous
basis is often called an 'alarm-and-renewal" policy. It is also known as
"1continuously manned" or "round-the-clock maintenance." By contrast, the
practice of inspection and renewal requires only that the system be periodi-
cally inspected to detect failures and effect repairs. This practice is also
sometimes referred to as "unmanned maintenance." Both maintenance practices
are commonly in effect within an operational system. It is convenient, there-
fore, to define a "split-maintenance period" as that smallest repetitive period
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TABLE 3-6

SAMPLE SPARES CALCULATION

Expected number failures (F) = (q) (.) (t)

where

q = total quantity

= failure rate

t = operating hours (provisioning period)

F = (q) (-) (t)

- (10) (0.00001) (4,000)

= 0.4

3 : q-t
NX.q E t) e"

P(X) = : (jjt) r
r=O r!

-(0.4)ne-0.4 (0.4)1 e-0.4 + 2 e" 0.4 (0.4) e-0.4

0! + l - 2! 3!

(1) (0.67032) + (0.4)(0.67032) + (0.08)(0.67032)

+ (0.0106667)(0.67032)

= 0.67032 + 0.268128 + 0.0536256 + 0.0071501

P(X) = 0.9992237

In summary, the calculations above provide the following probabilities:

a. There would be a 67.032-percent probability of no failures during
the 1-year period.

b. There would be a 93.84-percent probability of 1 or less failures
during the 1-year period.

c. There would be a 99.21-percent probability of 2 or less failures
during the 1-year period.

d. There would be a 99.92-percent probability of 3 or less failures
during the 1-year period.
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in which both alarm-and-renewal and inspection-and-renewal cycles are mixed,
such as manning on an 8 to 5, 5-day-per-week basis.

3.3.3.1 General Relationships. Within this subsection, MTTR, MTTF, and MTBF
are related to the maintenance considerations of the systen. The relationships
of MTTR, MTBF and MTTF are as follows:

MTBF = MTTF + MTTR

This implies the MTTF is the mean value for the period between the completion
of a repair and the occurrence of the next failure. Therefore, with a negli-
gible MTTR (i.e., MTTR :L0), MTBF will equal MTTF. These relationships are
graphically illustrated by figure 3-69.

2 3 04

a. a2  a a4

N SERVICE -I

I 1 II I

R EPAIR

TIME

Q INSTANTS WHEN FAILURES OCCUR
a 1 . d2 , TIME INTERVALS OF (USEFUL) OPERATION
01, 02 TIME INTERVALS BETWEEN THE OCCURRENCE OF FAILURES

c, C2.' REPAIR TIME
Za, £b. -c,

MTTF = MEAN VALUE OF THE TIME INTERVALS A, -
I I

VT3F z MEAN VALUE OF THE TIME INTERVALS 0, -

MT7 R - MEAN VALUE OF THE TIME iNTERVALS Ct -

Oi * , ", or MTBF a MTTF - MTTR

Figure 3-69. Relationships of MTBF, MTTR, and MTTF.
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For operational transmission equipment, the time intervals a.i and b.i are in the

order of months or years, whereas ciis usually no greater than a few hours.

Consequently, b1 i , ai >> c i. In other words, MTBF will usually give the approx-

imate mean value for the time that the system is in working order between repairs.
Naturally, the system includes a number of reliability blocks and, therefore,
requires more analysis from a maintenance standpoint. Figures 3-70 and 3-71
illustrate the MTBF/MTTR profiles for both a series block and a redundant block
diagram.

Figure 3-70, the life profile of a typical series unit, illustrates that after
each operating period (MTBF) there is an attendant down-time period (MTTR). As
noted previously, these periods tend to remain constant in length throughout the
useful life of the unit. By collecting the up-time periods (MTBFs) and down-
time periods (MTTRs), an equivalent availability profile may be drawn for this
series unit. Within the period shown, the availability may be measured as the
ratio of up time to up time plus down time. This is the most important parameter
to be considered in developing the maintenance concept.

In the redundant configuration life profile, illustrated by figure 3-71, each
of the unit-; exhibits its own unique life profile. Since only one of the units
mnust operate for the element to be good, the element up time continues until
both units are in a failed condition at the same time. Element down time is
then the time required to restore at least one unit to an operating condition.
It can be seen from this illustration that the equivalent availability profile

* of the redundant element closely parallels that of a series unit. Within the
period of concern, availability may be measured as the total element up time

-' divided by total element up time plus element down time.

Well-planned maintenance and sparing practices in an operational system dr~s-
tically improve the life and availability profiles of the redundant system, as
shown in figure 3-72. For example, assume that an element begins operation with
the number of initial spares (NIS), as computed previously. If the spares stock
is not replenished after each spare is used, the element availability continues
at a constant rate until the last spare is consumed and one additional failure
occurs. Element down time now consists of the turnaround time required to

* obtain a good spare, plus the time to restore the element to service using this
spare. If, on the other hand, the system is operated with a fixed sparing con-
fidence level, the term (NIS + 1) is replaced by the complement (1 - PS) of the
probability of having a good spare. For example, if PS equals 90 percent, we
would expect to run out of good spares every tenth failure. The period in which
availability for the element is measured must now be extended to include this
turnaround time factor. Up time is still equal to the element MTBF; down time,
however, consists of MTTR plus the product of the turnaround time and the prob-
ability of not having a good spare on hand.

3.3.3.2 Maintenance Concepts. The following paragraphs discuss the features of
a well-planned maintenance program.

3.3.3.2.1 Routine Maintenance. Routine checks of all alignment procedures of
the microwave radio are not recommended. The built-in measurement and alarm
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LIFE PROFILE OF A REDUNDANT ELEMENT: I ( uS:
I I WORKI

2

t 0 t MTBF 1

UNIT 1'_

MTSFt UTTA1  IJTS 1  kmRj

A I

UNIT 2 - _--- .-- -- TIME

L4TB2 &Arr2

ELEMENT

ELEMENT UPTIME ELEMENT

(ELEMENT MTBF) DOWNTIME
(SIMULTANEOUS

UNIT 1 & UNIT 2
FAILURES)

(TOTAL UPTIME)A AVAILABILITY -
(TOTAL UPTIME) + (TOTAL DOWNTIME)

Figure 3-71. Redundant unit MTBF-MTTR profiles.

3-111L___ --



EFFECTS OF MAINTENANCE AND SPARING UPON
THE LIFE PROFILE OF A REDUNDANT ELEMENT

PS PROBABILITY OF HAVING A GOOD SPARE WHEN NEEDED
TR TURN-AROUND TIME FOR OBTAINING A GOOD SPARE WHEN SPARES STOCK IS DEPLETED
NIS - NUMBER OF INITIAL SPARES AT THE BEGINNING OF THE SPARING PERIOD

(NIS + 1) MTBF'S

TIME' - - x- - -- X,,--

uJ

MTBF MTTR MTBF MTTR MTBF MTTR TR MTTR

EQUIVALENT AVAILABILITY PROFILE WITH
LESS THAN 100% SPARES

(NIS + 1) MTBF'S = UPTIME (NIS + 1) MTTR'S TR
A ' ', TIME

z
wW

'-J

TOTAL DOWNTIME

TOTAL AVAILABILITY PERIOD -

MTBF
A =AVAILABILITY MTBF - MTTR + TR (1-PS)

Figure 3-72. Maintenance and sparing effects on profiles.
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indicators should be checked once per month at attended sites, and whenever a
remote site is entered. Realignment should be scheduled if the meter indica-
tions are abnormal. Reading and recording the built-in meter indications do
not require more than 5 minutes per radio rack. Routine maintenance (meter
readings and general visual inspection of the equipment) of a typical relay
site should take about 1/2-hour. Routine maintenance of support equipment
(battery banks, chargers, etc) should be performed in accordance with manufac-
turers' recommendations. The following support items should be considered.

a. Battery Banks. The electrolyte level and specific gravity of each cell
should be checked at least every 6 months. Battery racks should be checked for
corrosion and cleaned accordingly.

b. Battery Chargers. Battery chargers should be checked for correct alarm
operation, as well -s appropriate float and equalize voltages (indicated by meters
on battery charger).

c. Pressurization Equipment. Pressurization equipment should be checked
not less than once a year for leaks and proper operation.

d. Engine Generators. Comparatively speaking, engine generators (if
applicable) require a considerable amount of routine maintenance. For routine
maintenance cycles, refer to the applicable service manual.

3.3.3.2.2 Standard Testing. Standard tests (such as transmit power, transmit
frequency, level checks/adjustments, BER measurements, and net path loss meas-
surements) should be performed on an annual basis. Standard performance tests
require approximately 2 hours per radio rack and 1 hour per channel bank unit.

3.3.3.2.3 Maintenance Log. A maintenance log is recommended as an aid in
determining trends in equipment performance. The maintenance log should show
normal system levels and frequencies. Reference to recorded levels and fre-
quencies removes any uncertainty with respect to future measurements. The
recording of these parameters also provides an aid in pinpointing gradual
degradation. The maintenance log should also reflect the BER and noise values
obtained at initial alignment, so system quality can be positively identified
at future times. Finally, the log should reflect the net path loss measured
at initial system turn on, so trouble in the antenna, waveguide run, or antenna
alignment can be detected. Timely review of maintenance logs will provide
management with an input for planning cost-effective maintenance on a scheduled
basis.

3.3.3.3 Corrective Maintenance Concepts. As discussed earlier, there are three
general levels of maintenance involved in a total system: organ~izational, inter-
mediate, and depot. These three levels are normally referred to as levels 1, 2
and 3, with the depot level (level 3) being the highest level.

3.3.3.3.1 Level 1 Maintenance (Organizational). Level I maintenance is defined
as on-line equipment repair by isolation, removal, and replacement of faulty
modules, as well as the adjustment/checkout required to restore the system to
an operational status after a fault is detected. Level I maintenance is nor-
mally performed by mobile teams dispatched from maintenance centers. Each
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maintenance center will have at least one spare module of each type applicable.
Along with a complete complement of spare modules, each maintenance center is
normally equipped with the test equipment necessary for adjustment/checkout
required to restore the system to an operational status.

3.3.3.3.2 Level 2 Maintenance (Intermediate). Level 2 maintenance, commonly
referred to as the intermediate level, consists of on-site replacement of parts
which are easily identified and replaced, and which require no subsequent module
alignment. Problems serviceable at this level are usually limited.

3.3.3.3.3 Level 3 Maintenance (Depot). Depot maintenance consists of complete
overhaul and major repair, such as repair of failed modules replaced as part of
level I maintenance.
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4.0 SYSTEM ANALYSIS

4.1 Propagation. This section is intended to provide a backqround on how the
transmission media can affect the overall System. Usable equations dealing with
propagation and path analysis are presented in order to provide both an intro-
duction to transmission problems and their solution and a usable reference for
future systems.

4.1.1 Microwave Propagation Fundamentals. Because the path of a radio beam is
often referred to as line of sight (LOS), it is thought of as a straight line in
space from the transmitting to the receiving antenna. The fact that the path is
neither straight nor a line leads to a rather involved explanation of its behavior.

A microwave beam and a beam of light are similar in that both consist of electro-
magnetic energy. The difference in their behavior is primarily due to the dif-
ference in frequency. In spite of the large differences in frequency, many of
the same optical principles used when describing light are applicable to RF
energy in the microwave frequencies. The most significant of these properties
are refraction, reflection, and diffraction.

4.1.1.1 Refraction Considerations. Refraction occurs because electromagnetic
energy travels at different speeds in different media. The speed of radio waves
is maximum in a vacuum. In any other medium, radio waves travel much slower.
This principle is illustrated in figure 4-1.

Figure 4-1 . Refraction at a boundary between
air at different densities.

A basic characteristic of electromagnetic energy is that it travels in a direc-
tion perpendicular to the plane of constant phase; i.e., if the beam were instan-
taneously cut at a right angle to the direction of travel, a plane of uniform
phase would be obtained. If, on the other hand, the beam entered a medium of
nonuniform density and the lower portion of the beam traveled through the more
dense portion of the medium, its velocity would be less than that of the upper
portion of the beam. The plane of uniform phase would then change, and the
beam would bend downward. This is refraction, just as a light beam is
refracted when it moves through a prism.
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The atmosphere surrounding the Earth has the nonuniform characteristics of
temperature, pressure, and relative humidity, which are the parameters that
determine the dielectric constant and, therefore, the velocity of propagation.
The Earth's atmosphere, then, is the refracting medium that tends to make the
radio horizon appear closer or farther away. This is why a microwave beam
usually follows a slightly curved path in the vertical plane and, also, why
obstructions may create more of a problem at particular times of day or during

* particular weather conditions than at others.

A term which describes the refractivity of radio waves in air is the "radio
refractivity." For frequencies up to approximately 30 GHz in air, the radio
refractivity factor N is defined as

N = 77.6 P+ 3.73 x 10 e
T T.

where

P = total atmospheric pressure in millibars,

T = absolute temperature in 'K, and

E =partial pressure of water vapor in millibars.

Another expression for the radio refractivity N is

N = (n-1) x W0

where

n = the radio refractivity index of the atmosphere, typically
1.0003, varying between 1.0 (free space, above atmospheric
influence) and about 1.00045 at a maximum.

4.1.1.2 Reflection Considerations. Microwave radio waves (short wavelength) are
usually focused by dish-shaped metal reflectors. Such reflectors concentrate all
the energy into a narrow beam that can be directed like the light beam of a
searchlight. This concentration of radio energy allows transmission over longer
paths with much less power than would otherwise be required with nondirectional
antennas. While the ability to reflect radio waves is very useful for focusing
them into a beam, reflection is also a primary source of received signal vari-
ation, better known as reflective multipath. Reflections occur when radio waves
strike a smooth surface such as water or smooth earth. If both reflected and
direct waves reach the receiving antenna, it is possible for the phase of the
two waves to cancel each other and reduce the received signal strength. This
is due to the difference in path lengths traveled by two signals of equal fre-
quency. This concept is illustrated as multipath propagation in figure 4-2.
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Figure 4-2. Ground-reflected multipath propagation.

Depending on the length of the reflected path compared to the direct path, the
reflected wave may arrive at the receiving antenna either in phase, out of phase,
or partially out of phase with the direct wave. Under conditions where the
reflecting surface is very smooth and the reflected wave and direct wave are
exactly out of phase at the receiver, the reflected wave may temporarily almost
completely cancel the direct wave and cause a very deep fade in received signal
strength. Cancellation is worse when the reflecting surface is a calm body of
water, smooth moist earth, or the thin layer of hot air that lays just above
the surface of desert sand in the daytime.

If the reflections are caused by the atmosphere, better known as ducts, changes
in the refractive qualities of the air will cause the point of reflection to
shift and the reflected and direct waves will pass in and out of phase with
each other, causing wide variations in received signal strength.

Rough terrain, such as a rocky or wooded area, is generally a very poor reflector
of radio waves. Such terrain either absorbs much of the radio energy or scatters
it so that little reflected energy reaches the receiving antenna. For this reason,
radio paths with reflection points in rough terrain have very few multipath pro-
pagation problems from reflecting terrain.

Reflection point coefficients are used to analyze the effects of The terrain on
the microwave beam. Assuming a flat Earth condition (ideal conditions), the
relationship between the antenna heights and the distances from the respective
ends to the reflection point (in miles) is

h, d, d,

h1 + h2 - d1 + d2 =

4-3
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where

hi = elevation of lower antenna,

h-, = elevation of higher antenna,

d, = distance in miles from the h, end to the reflecting point, and

d, + d = D = the path length in miles.

More practical equations based on the actual curvature of the earth are presented
in paragraph 4.1 .3.

4.1.1.3 Diffraction Considerations and Fresnel Zones. Ordinarily, radio paths
are selected so that there is a direct LOS between the transmitting and receiving
antennas. However, a direct path between transmitting and receiving antennas is
not necessarily sufficient for good radio transmission. If a radio wave passes
near an obstacle, such as a hilltop or a large building, part of the wave front
will be obstructed and the amount of energy received will differ from that
received if no obstacle were there. The phenomenon which causes this differ-
ence is known as diffraction.

Fresnel zone clearance is an important technique used to avoid undesirable dif-
fraction effects on the microwave beam. The first Fresnel zone is used to
measure the effect of obstruction on the microwave beam at a particular fre-
quency in question. The second and higher order Fresnel zones are very impor-
tant under other conditions, such as over-the-water paths.

The Fresnel zones are a series of concentric ellipsoids surrounding the path.
The first Fresnel zone is the surface containing every point for which the sum
of the distances from that point to the two ends of the path is exactly one-half
wavelength longer than the direct end-to-end path. The nth Fresnel zone is
defined in the same manner, except that the difference is n half-wavelengths.

The first Fresnel zone at any point in the path may be calculated from the
following formula:

F, = 72.1 x (dld./fD)
11 2

where

F, = first Fresnel zone radius in feet,

d, = distance from oie end of path to reflection point in miles,

D = total length of path in miles,
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d2 
= D-dj, and

f = frequency in GHz.

If the value for the first Fresnel zone is known and it is desired to calculate

the nth zone, where n is the Fresnel zone number, then

F F w ,
n

Or, to calculate any Fresnel zone directly

F = 7 2.1

The Fresnel zone calculations play an important role as a path profiling tool
and, therefore, are applied in paragraph 4.1.3.

A simplified physical explanation of diffraction and the part the Fresnel zone
clearance plays in its effects on the microwave beam is shown in figures 4-3 and
4-4. In figure 4-3 a succession of unobstructed radio wave fronts are shown
progressing from the transmitter to the receiver. The entire surface of each
individual wave front contributes energy to the receiving antenna. However,
energy from some portions of the wave front tends to cancel energy from other
portions because of differences in the total distances traveled. The shaded
areas in figure 4-3 show the paths of energy that cancel some of the energy
transmitted by the paths shown unshaded. The cancellation is such that half
of the energy reaching the receiver is cancelled out. Most of the energy
that is received is contributed by the large unshaded central area of that
portion of the wave front that is closest to the receiver.

0 WAV2 FRONT

IA- ESM(L. ZONE

* I C FRUDEI ZO$E 3

Figure 4-3. Energy contribution from a

wave front to a receiver.
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Figure 4-4. Obstructed wave front.

If an obstacle is now raised in front of the wave so tnal all of the have front

below the LOS is obstructed (shown in figure --4), ,aif of the broad -entral area

is obstructed and a greater loss of energy occurs. Under this condition, the

radiated power reaching the receiver is reduced to one-four-" -oral. or by
6 dB. If the obstruction is lowered (or the receiving antenna3 raise.". so that

all of the central zone is exposed, the power received by the receivin" antenn,

is even greater than it would be if the obstacle were not there. -i4 is ,je

to phase reinforcement, illustrated in figure 4-5.

- -

Co - EL,*,

Figure 4-5. Lowered obstruction effects
on wave front.
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As seen in figures 4-3 through 4-5, first Fresnel zone clearance is typically
adequate, and usually only six-tenths of the first Fresnel is enough to avoid
excessive loss in signal strength due to diffraction.

The microwave beam will behave in defined patterns when any obstructions play
a part in its propagation. At the point of grazing over a particular obstacle,
the beam is diffracted. This diffraction creates a shadow area where some of
the electromagnetic energy is redirected in a narrow wedge. This phenomenon
affects the microwave beam in different ways, depending upon the shape of the
obstruction. A knife-edge obstruction creates the minimum amount of loss,
which is typically 6 dB at the point of glrazing. A smooth sphere obstruction
creates the maximum amount of diffraction loss. These types of diffraction
attenuation are demonstrated by figure 4-6, which shows the amount of loss in
decibels as compared with free space loss at the same operating frequency.
These principles of propagation are also discussed in section 4.1.3, where
their application in actual path planning is demonstrated.

4.1.1.4 Free Space Loss. Another phenomenon creating significant loss across
the microwave path is free space attenuation. Free space attenuation is defined
as the loss obtained between two isotropic antennas in free space where there
are no ground influences or obstructions - in other words, where blocking,

* refraction, diffraction, and absorption do not exist.

An isotropic antenna is defined as one which radiates or receives energy uni-
formally in all directions. Although such an antenna is physically unrealizable,
it provides a convenient reference point for calculations. Path calculation
charts for microwave transmission are customarily prepared on the basis of free
space loss between isotropic antennas, and antenna gains are specified with
respect to the gain of an isotropic antenna. These gains may be easily applied
to obtain the net loss from the waveguide out at the transmitter to the wave-
guide in at the receiver. This is often referred to as the net loss for the
path. The derivation of the formula for free space loss involves the isotropic
radiator, and is stated mathematically as

A =96.6 + 20 log F + 20 log 0

where

A =free space attenuation between isotropic antennas, in dB,

F =frequency in GHz, and

D = path distance in miles.

These losses may also be computed from the nomograph provided in figure 4-7.

For short distances, such as the distance between two antennas on a single tower,
another formula may be used. Simply stated, this formula is, "For a distance equal
to one wavelength, the loss between two isotropic antennas will be 22 dB. Each
time the distance is doubled, the loss incurred will be 6 dB greater."
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Figure 4-7. Free space loss between
isotropic antennas.

4.1.1.5 Rain Attenuation. Rain and snow also attenuate the microwave beam by
mechanisms known as absorption and scattering. These effects may become pro-
found, depending upon variables inherent in the overall system design, and are
present to some degree at all microwave frequencies. The effect of rain or
snow on the microwave signal is small enough to be insignificant for the bands
of 8 GHz and lower. But at higher frequencies, the excess attenuation due to
rain increases rather rapidly, and, in the bands above about 10 GHz, is great
enough to significantly affect path length criteria in areas of heavy precipi-
tation. At microwave frequencies of 11 and 12 GHz or above, rain attenuation
can be very serious.

The degree of attenuation is a function of a number of variables, including
the frequency band, size and shape of the drops, and the distribution of rain
(in terms of its instantaneous intensity) along the path. The total amount
of rain that falls over an extended period is not important, but rather the
maximum instantaneous intensity of fall reached at any given moment and the
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size of the area over which the high intensity cell extends at that moment.
Most available rainfall statistics cast little light on these matters, and,
consequently, are of only limited value in estimating the magnitude of rain

attenuation effects. Figure 4-8 gives theoretical path loss in decibels per

kilometer versus rainfall rate in inches and millimeters per hour for several
frequency bands. The topic of rain attenuation effects on BER are covered in
section 4.1.2.
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Figure 4-8. Rain attenuation versus
rainfall rate (theoretical).
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4.1.1.6 Other Fading Mechanisms. Fading effects over a particular path may
become severe, depending upon the terrain, operating freqjenry, weather, and
other factors. Fading mechanisms can be categorized into multipath fading and
absorption fading. These categories may further be broken down into the fol-
lowing:

a. Normal fading - This type occurs a large percentage of the time with a
predictable behavior.

b. Abnormal fading - This type occurs a very small percentage of the time
with a very unpredictable behavior.

These two categories are discussed later with a categorization of multipath and
absorption fading mechanisms.

4.1.1.6.1 Multipath fading. Multipath fading mechanisms may be any one of the
following types:

a. Ground- or water-reflected multipath.

b. K-factor type multipath.

c. Atmospheric-reflected multipath.

d. Scintillating type atmospheric multipath.

Ground- or water-reflected multipath propagation was previously illustrated in
figure 4-2. This type of fad'ing is stable and is classified as a normal type
of fading with predictable behavior. Over various types of land, the destruc-
tive interference is usually not as severe as over water (specular reflections).
Usually, space diversity can correct part of the problems created by reflective
terrain paths. Therefore, this topic is discussed further in section 5.2 as it
relates to diversity techniques.

The K-factor is a term used to describe the ratio of the refractive path radius
to the time Earth radius, and its changes are sometimes responsible for severe
fading. K-factor type fading is a phenomenon caused by the variations with
height of the radio refractive index, N, in the atmosphere (dN/dh). (See sec-
tion 4.1.1.1 for computation of N.) Changing the pressure, temperature, or
water vapor will cause the refractivity factor, N, to change. This type of
fading may also be referred to as subrefraction (Earth bulge) and superrefrac-
tion (Earth flattening).

Subrefraction is caused by high surface temperatures, along with an increasing
vapor content of the atmosphere with height. Water vapor content will increase
when warm moist air passes over cool land surfaces. This situation, typical of
low-lying humid areas such as the gulf areas, will cause the microwave beam to
bend away from the Earth as illustrated by figure 4-9.

Superrefraction (Earth flattening) is caused by a rise in temperature and a
decrease in water vapor content with height. These conditions can alter the
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K-factor and cause the microwave beam to bend toward the Earth. This phenomenon
is illustrated in fiqure 4-10 and is typical of coastal regions.

TRANSMITTER RECEIVER

Figure 4-9. Subrefraction caused by variations of the
K-factor in the atmosphere.

TRANSMITTER RECEIVER

Figure 4-10. Superrefraction caused by variations of the
K-factor with heiqht in the atmosphere (dN/dh).

Atmosphere-reflected fading is termed an abnormal type of fade because it is
unpredictable most of the time. This type of fade is actually a severe type
of K-factor fade, sometimes called ducting, and is caused by stratification
of air masses in the atmosphere. These ducts of air may exist above, below,
or directly in the path and may cause sharp, deep fades. Figures 4-11 through
4-14 illustrate this type of fading with air ducts at various levels.

Multipath caused by an elevated duct (figure 4-11) is an abnormal type of
fading caused by an elevated inversion layer that is normally high enough so
that it does not cause problems. This fading can normally be corrected by
use of either frequency or space diversity. Multipath caused by ground-based
ducting (figure 4-12) can have a severe refractive index change, causing a
reflective boundary such as that of a fog layer. This type of fading can be
reduced by less clearance or using some type of diversity. Deflection of the
microwave signal by a duct in the path (figure 4-13) can cause total path
blockage and can only be remedied by designing shorter paths. (Diversity
techniques normally will not cure this type of fading.) Deflection of the
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Figure 4-11. Multipath caused by
elevated-duct reflections.
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Figure 4-12. Multipath caused by
ground-based ducting layer.
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Figure 4-13. Deflection of a microwave signal by a
duct boundary at the elevation of a path line.
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microwave signal by an elevated duct is illustrated in figure 4-14 for a high-
low path case (one end of the path at a much higher elevation than the other).

If a sufficient a is presented, the microwave beam will penetrate the duct.
Usually an angle of 0.5 degrees is required, with severe cases requiring up
to 2.5 degrees.

Scintillating type atmospheric multipath, sometimes classified as depressed
level attenuation, is a normal type of fade that is usually quite shallow and

normally does not adversely affect propagation. This type of fading, illus-

trated by figure 4-15, is due to the nonhomogeneous nature of the atmosphere.

Only without wind conditions can this type of multipath cause multipath signal

fading.

.3900-094 7.000

Figure 4-15. Scintillating type atmospheric multipath.

4.1.1.6.2 Absorption Fading. Absorptive type fading may be caused by the fol-

lowing mechanisms:

a. Rain attenuation.

b. Atmospheric absorption.

c. Fog absorption.

d. Dust absorption.

Rain attenuation was discussed in section 4.1.1.5. Its effect on a digital
system is discussed in more depth in section 4.1.2.

Atmospheric absorption is negligible under 11 GHz, and analysis may not be
required at frequencies above 11 GHz if the system possesses reasonable fade
margin. Table 4-1 illustrates the attenuation due to atmospheric absorption
as a function of frequency and path length.
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TABLE 4-1

ATTENUATION DUE TO ATMOSPHERIC ABSORPTION

Path Path Attenuation (dB)
.Length Length

(km) (miles) 2-4-6 GHz 8 GHz 10 GHz 12 GHz 14 GHz

32.3 20 0.20 0.26 0.32 0.38 0.48

64.5 40 0.40 0.52 0.64 0.76 0.96

96.8 60 0.60 0.78 0.96 1.14 1,44

129.0 80 0.80 1.04 1.28 1.52 1.92

161.3 100 1.00 1.30 1.60 1.90 2.40

Fog absorption also has a negligible effect on radio propagation below 11 GHz.
However, fog conditions are normally the result of other factors that do affect
the microwave signal below 11 GHz, such as temperature inversion or high humidity
conditions. Therefore, in areas that do sustain heavy fog conditions at various
times, shorter paths and adequate Fresnel clearance are recommended.

Dust and sand absorption is a function of two things. First, it is a function
of the operating frequency and, second, a function of the density of the sand or
dust in the atmosphere. For conditions of dust and sand concentrations in the
atmosphere that limit optical visibility to 10 km (6.2 mi), the following rules
may be applied at 11 GHz:

a. Sand is approximately 0.1 dB/km loss.

b. Dust is approximately 0.4 dB/km loss.

For a path length of 40 km (24.8 mi), a maximum attenuation at 11 GHz would be
16 dB.

4.1.2 Interference and Rain Effects on Digital Systems. Interference factors
as they relate to FM microwave are covered in detail in various texts listed in
appendix B. Therefore, the purpose of this subsection is to summarize some of
the mechanisms and then treat, in an in-depth manner, some of the interference
and rain effects as they relate to digital systems.

4.1.2.1 Interference Fundamentals. Interference is of two basic types:

a. Intrasystem interference constitutes interference within the system and
is not dependent upon outside influences.

b. External interference occurs due to external influences only and is not
dependent upon interference sources within the system itself.
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Intrasystem interference is categorized as three tasic types, as illustrated in

figures 4-16 and 4-17. These three interference :ypes are

a. Overreach interference.

b. Adjacent section interference.

c. Spur interference.

Overreach interference involves interference between two points in a multiple hop
path. The overreach problem occurs when a fade situation exists between points C
and D in the multiple hop system illustrated in figure 4-16. During this fade
situation, the frequency F, transmitted from point A is received at a substantial

level at point 0, thereby overreaching the original destination and creating self-

interference.

A
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Figure 4-16. Overreach interference criteria.
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NOTE

Not all interference paths are shown or identified.

Thos(, shown are representative

Figure 4-17. Adjacent section and junction
or spur interference.

The following factors may be considered in order to avoid this form of inter-
ference:

a. Use a longer overreach path from A to 0 as compared with the C to D
path.

b. Design the paths with a higher antenna discrimination factor between A
and 0 (the overreach path). The antenna discrimination factor is expressed in
terms of angles ,and in figure 4-16 and is a function of type of antenna used.

By increasing the angles ,and :, the discriminator factor and the overreach
interference are enhanced.

c. Select the particular routes so earth blocking will prevent large amounts

of overreach interference. If earth blocking is used to eliminate overreach, the

blocking should be at least 1,000 feet on a flat Earth profile.

Both adjacent section and spur interference are illustrated in figure 4-17. These

two types are similar in that they create the most problems with far-end crosstalk

(FEXT) and, typically, only occur in a 2-frequency plan such as frequency diver-

sity. This type of interference may best be eliminated by increasing the antenna
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discrimination factor, which means the energy in ide lobes is reduced with respect
to the energy in the main antenna lobe.

External interference is of many types and car jsually be elinated by proper fre-
quency coordination between two independent operating systems. Radar interference
and parallel system interference constitute external interference. Radar inter-
ference, illustrated in figure 4-18, is usually a problem caused by the second and
third harmonics interfering with the microwave path in question. If no filtering
is provided on the pulsed output of the radar, these second and third harmonics
may have an effective radiated pulse power (ERPP) of as high as +60 dBm (I kW).
Radar interference may be minimized by observation of two fundamental rules:

a. The path from radar to the receiver in question should be no less than
10 miles.

b. The receiving antenna discrimination shoail be at least 3_ d5 based on
the angle , as illustrated in figure 4-18.

Parallel system interference is illustrated in figure 4-19 as two-way interfer-
ence. The factors involved in parallel system interference are as follows:

a. Distance.

b. Antenna discrimination.

c. Receiver sensitivity.

d. Receiver selectivity.

At the present time, there is not much data on pa'allel system interference as
it relates to the BER in a digital system.

4.1.2.2 Interference Effects on Digital Systems. A series of experiments have
been conducted on Collins MDR-6 and MOR-Il microwave digital radios to measure
and to verify the interference characteristics of a digital channel when it is
subjected to various types of interference. Cochannel interference curves were
run at 6 and 11 GHz to establish the degradation and threshold that arise from
various carrier-to-interference (C/I) ratios. These curves are illustrated by
figures 4-20 through 4-22. The C/I ratio is defined by the following:

C/I (dB) = desired signal level (dB)

interfering signal level (dB)

Simply stated, the calculation of the C/I ratio is as follows:

[desired - interfering transmitter power] (dB)

C/I =
+ [desired - interfering transmitter antenna gain] (dB)

4-19



,.2 - " Z_ % -

/ i5< .-

-./- . U .:. -'

/"5 - - 7_. .
- O4

-,, .. ,." ':.,_

- - - -- 4-

p 4 4 ,-,,

_. . - ' =.

I ,- 0 0'-,- ,.[

-2

L.C

... ... ,,t mr: .. .. .... .. , ~ m li i mm m m m ~ m ... n m 12 ..... I



PARALLELING ROUTE -=. ( F 2

z )/ --- -, 2' 1 PREFERABLY 900

22 -~ -DESIGN ROUTE 'N

)/ .7.I -Regular Paths 'N

K. -- - Interference Paths (Not all are shown) r € \

Interference Path

S1 Ratio 20 Log Regular Path Sum of Antenna Discriminations
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NOTE

Cross polarization advantage at angles close to 90c is zero and may be neqative in some

combinations

Figure 4-19. Interference coordination of paralleling systems.
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Figure 4-20. Cochannel interference, MDR-6.
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Figure 4-21. Cochannel interference, MDR-11.
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Figure 4-22. Cochannel interference at
a high RSL (-40 dBm).
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- [interfering transmitter antenna discririration] 'dB)

C/I - [receiving antenna discrimination] (dB)

+ 20 log desired path length (A) "dB)
interference path length (B)

where

B is the distance from the interfering source to the receiver antenna.

In order to evaluate the effects of adjacent channel interference on the system
BER, experiments on two digital channels were conducted with 40-MHz separations
at 11 GHz and 30-MHz separations at 6 GHz. These results are illustrated in
figures 4-23 and 4-24. The 11-GHz data indicates that receiver threshold degra-
dations of less than 2 dB result from adjacent channel interference levels that
are 15 dB above the desired receive level. At 6 GHz, however, the effects of
adjacent channel interference are far more pronounced. The primary reason for
these different results in the 6- and 11-GHz radios is in the amount of receiver
filtering. At 11 GHz, the receiver selectivity is significantly more narrow
than the RF channel; at 6 GHz, the receiver selectivity is wider than the RF
channel. In both cases, the receiver IF bandwidth is 35 MHz, due to the need
for transmitting spectral components extending from the carrier frequency to
the half baud rate frequency, i.e., 15 MHz. Because of these characteristics
of the Collins MDR-6, considerable crosspole discrimination is required on the
6-GHz system for satisfactory adjacent channel operation. Recommended frequency
planning as it relates to minimum RF channel separation is discussed in more
depth in section 5.1.1.

These results are not general. They do, however, indicate the type of problems
that may be encountered and the effect receiver characteristics have on adjacent
channel interference.

4.1.2.3 Rain Effects on Digital Systems. Rainfall also has an adverse effect
on the performance of a digital microwave system, and the effects of rainfall
at 11 GHz are illustrated in figure 4-25. At 11 GHz, the geometry of falling
raindrops is such that the effect on horizontal polarization is more pronounced
than on vertical polarization. Additional attenuation that results on horizontal
polarization as a function of rain rate is demonstrated in figure 4-26. There-
fore, it is obvious that an advantage is realized by using vertical polarization
in areas that have large amounts of rainfall.

Below 11 GHz, the impairment of the path due to rain is much less pronounced if
the path under consideration has a reasonable fade margin. For this reason,
curves demonstrating the effect of rain below 11 GHz are not provided.

Since the problem of rainfall is greatly decreased below 11 GHz, the hops may
be considerably longer. Therefore, the multipath impairments on these paths
will be much greater than those on links above 11 GHz.
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Typically, on 11-GHz paths the multipath delay is negligible and does not
seriously impair the system BER. However, if the multipath delay does become
longer (i.e., greater than 1 bit interval), the effects on SEP will begin to
resemble those of cochannel interference.

4.1.3 Path Profiles and Analysis. After a preliminary site selection process
has taken place, the systems engineer must determine the relative elevation of
the terrain and any obstacles which may lie in the path. While final path pro-
files cannot be completed until completion of the field survey phase, initial
path profiles may be performed based on various topographic maps and up-to-date
aeronautical photographs.

The purpose of this section is to provide an outline of the considerations
involved in planning the desired path based on the site and terrain character-
istics, as well as propagation fundamentals and adverse atmospheric and weather
effects. Three subsections are provided to demonstrate the path analysis/path
design phase of a system:

a. K-factor considerations.

b. Fresnel clearance criteria.

c. Reflection confficients.

4.1.3.1 K-Factor Considerations. An important factor in plotting a path pro-
file is the equivalent Earth radius factor, K. Due to the curvature of the
Earth and the slight bending of a microwave beam due to atmospheric refraction,
this factor must be used in the plotting of the path. This is because the
bending of the microwave beam due to atmospheric refraction is less than the
actual curvature of the Earth. When the actual Earth radius, R, is multiplied
by K, a radius of a fictitious Earth curvature is derived. This curve will
then be equivalent to the relative curvature of the microwave beam with
respect to that of the Earth. The curvature for various values of K may
be computed from

h - d-d:

1.5K

where

h = the change in vertical distance between antennas from a horizontal
reference line, in feet,

dj = the distance from a point to one end of the path, in miles,

d, = the distance from the same point to the other end of the path, in
miles, and

K = the equivalent Earth radius factor.
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Common forms of this equation for typical values of K are as follows:

h(K = ) =0

h(K = 4/3) = dd2

h(K = 2/3) = d d-

h(K = 1) =  0.67d-d

It should be noted that the condition in which V equals infinity represents
the point where the beam has a curvature identical to that of the Earth, that
is, a straight line path parallel to the Earth. This, however, is not normally
the case, and the curvature is more on the order of 4/3 under normal atmospheric
conditions.

Figure 4-27 illustrates the various K factors as they relate to the propagat ion
of the microwave beam. A K-factor of /3 means the radius of curvature of the
path is 4 times the radius of the Earth.

As previously described, under abnormal corditions the atmosphere may reverse,
a layer of less dense air may be below more dense air, and the microwave beam
may be refracted upward, causing Earth bulge. This Earth bulge phenomenon,
called temperature inversion, in extreme cases may cause an upward curvature
of up to twice that of the Earth radius. In this cas, the K-factor would be
2/3.

Figure 4-28 illustrates the earth curvdture for v3rious vdlues of K, while
figure 4-29 graphically illustrates the equivalent Earth curvature correction
factor. K-factors may also change depending upon the atmospheric conditions
at various times of the day. As discussed in section 4.1.1, these variations
greatly affect the performance of the path in terms of multipath fading,
Fresnel zone clearance, ad reflection point calculations. The large vari-
ations of the atmosphere from path to path require a knowledge of the mete-
orological conditions before the path profile can be accurately plotted.
Of interest to the systems engineer are three values of the K-factor:

a. Minimum value to be expected that will determine the degree of Earth
bulge.

b. Maximum value to be expected leading to greater than normal clearance
(of significant importance in highly reflective terrain).

c. Normal value to be expected that should give sufficient clearance to
provide free space propagation on nonreflective paths.

Of these three values, however, only the normal or average K-factor value can
be predicted with any accuracy from the meteorological data available. From
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this data, a figure called the linear gradient of refractive index (dn/dh) can

be formed for a given area. Using this figure, ,)e K-factor can be determined
from the following equation:

+ -n

where

a = true radius of Earth,

n = radio refractive index (approximately 1.0003), and

dndh = gradient of n with respect to height h.

It is usually easier to use the radio refractivity figure, N, instead of n in
the above equation. N may be computed as indicated in section 4.1 .1 .1. Using
N, the above expression for I becomes:

157
S 1-57 -+--d-Nidh

4.1.3.2 Fresnel Clearan e Criteria. As described in section 4.1.1.3, the nt h

Fresnel zone radius is givnn by equation

F = 72.1 n-?[]

n vfo

or

F n bn

where

F, = first Fresnel zone radius,

F = nth Fresnel zone radius,
n

d, = distance from one end of path to the point of consideration, in miles,

,. d = distance from other end of path to the point of consideration, n miles,

and

f = frequency in GHz.
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While Fresnel zone clearance is considered an engineering judgment, typically a
0.6 clearance of the first Fresnel zone is considered adequate. Figure 4-30 is
a nomograph that graphically demonstrates the relationship of n, d:, and 0 with
respect to frequency.

4.1.3.3 Reflection Coefficients. Section 4.1.1 alluded to the undesirable
effects of reflective paths. When K equals infinity, the relationship between
antenna heights and the path distance is given to be

d, = nD

where

n =h, + h2

where

* h- elevation of lower antenna (feet above reflective surface),

h.; elevation of higher antenna (feet above reflective surface),

d. distance in miles from h to the reflective Doint, and

D =d + a =the total path length.

However, in most cases, K cannot be ass;umed to be infinity and is on the order
of 2/3 to 4/3. For K = 2/3 the following equation holds true:

h. d. d

For K =4/3 the following may be used:

h, d, hK d

d 2d. 2

Figure 4-31 is a nomograph illustrating the reflective point as a function of
path distance (D) and antenna heights h, and h2.
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5.0 SYSTEM SPECIFICATIONS

Performance and support factors are covered in some detail. The analyses
specifically are applicable to Rockwell-Collins equipment.

5.1 Frequency Bands Available for Government Services. Frequency bands avail-
able for Government services are shown in table 5-1. The following is a dis-
cussion of design considerations that enter into meeting the requirements for
specific operating frequencies.

TABLE 5-1

MICROWAVE BANDS AVAILABLE FOR FEDERAL GOVERNMENT
SERVICES WITHIN THE U.S.A.

Center
Band Range Freq Att'n at dB
Name GHz GHz at 1.0 Mile

2 GHz 1.71 - 1.85 1.780 101.6

2.20 - 2.29 2.245 103.6

4 GHz 4.40 - 5.00 4.700 110.0

7-8 GHz 7.125 - 8.40 7.750 114.4

14 GHz 14.40 - 15.25 14.825 120.0

7.25 - 7.30 GHz reserved for Satellite-to-Earth.
7.975 - 8.025 GHz reserved for Earth-to-Satellite.

5.1.1 Frequency Planning/Growth Considerations. The need arises in any micro-
wave communication system to allocate specific operating frequencies and provide
coordination between existing and proposed systems. The purpose of this sub-
section is to provide some concept to the considerations involved in the initial
choice of operating frequencies so both intersystem and intrasystem interference
mechanisms are minimized and optimal system performance is achieved.

No generally accepted frequency plan exists in the band from 7.125 to 8.5 GHz
(for the MDR-8-5N). However, the following guidelines and recommendations for
frequency allocations of 20-MHz RF channels should be considered:

a. Avoidance of 2A-B products.

b. Adequate frequency separation.

c. Antenna configurations/polarization.

d. Optimal growth pattern considerations.
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5.1.1.1 Avoidance of 2A-B Products. The 2A-B product signal occurs when trans-
mitters and receivers are on the same waveguide stack. This unwanted signal is
defined as:

2 (channel A frequency) - channel B frequency

Third-order distortion products of form 2A-B can arise in waveguide branching
systems from two primary sources:

a. Nonlinearities inherent within ferrite branching circulators.

b. Inadequate waveguide joints.

The effect of these products is to place transmit signals within the receive band
that are fixed in amplitude and, therefore, have the potential of degrading receiver
threshold. In severe cases, these products also have the potential of capturing
the receiver AGC. Since the precise magnitude of the products is difficult to
predict, avoidance of these products is accomplished through frequency selection
and antenna configurations.

The guidelines for frequency selection should also be based on the fact that fre-
quencies in the outer half of each band do not produce 2A-B combinations that
fall within the receiver passbands of outer receivers in the other half of the
hand. The net effect of these constraints is that 2A-B products can be avoided
entirely only by using the outer frequencies in each half of the band in single
antenna systems or by using separate transmit and receive antennas. Therefore,
separate transmit/receive antennas are recommended for fully expanded systems.
The generation of 2A-B products is illustrated in figure 5-1.

5.1.1.2 Frequency Separation. Frequency separation becomes a major concern to
the systems engineer especially in frequency diversity systems. (See figure
5-2.) In these cases, it is most desirable to provide as much frequency sepa-
ration as possible between the two transmitted frequencies on a given path.
General guidelines for the MDR-8-5N radio are as follows:

a. Place all transmitters on a given path in either the upper or lower
half of the band, while placing all receivers in the other half.

b. Transmitters that are on the same polarization should be separated

40 MHz.

c. Transmitters that are cross-polarized should be separated 20 MHz.

d. The minimum separation of transmitters and receivers should be 80 MHz.

5.1.1.3 Antenna Configuration/Polarization. With respect to the system antenna
configuration, two options are available when considering the frequency diversity
and hot standby/power split receive configurations. These options are:

a. Single transmit/receive antenna.

b. Separate transmit and receive antennas.
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2A-B PRODUCTS

POLARIZATION CHANNEL
I FREQUENCY

H ______________________________ M H z

8' 7080
7' 7040 X2 = 14080

6' 7000 -7000

T5'6960 7080
TX 6920

3' 6880
2 6840

1 6800

8 6740
7 6700

6 660
RX 5 6620

RX4 6580
3 6540 X2 - 130802 6500 

-6500

16420 6580 -

Figure 5-1. Example of 2A-B products utilizing full growth
stacking to 8 RF channels (MDR-6).

V V

2 M

Figure 5-2. Standard configuration frequency diversity.
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When considering the hot standby space diversity configuration, the only antenna
configuration used is the separate transmit and receive antenna scheme.

In the event full growth of a digital system is anticipated, separate transmit
and receive antennas should be used. Full growth plans for the MDR-() series
radio are discussed in the following section.

5.1.1.4 Optimal Growth Pattern Considerations. In the process of growth for
full expansion, it is desirable but not mandatory to maintain optimal stacking.
Optimal stacking here refers to the process of equalizing the path loss of all
radios on a given path by stacking so that the transmitter closest to the antenna
in the branching system is received by the receiver farthest from the antenna in
the receive branching system. Figure 5-2 illustrates a standard configuration
frequency diversity system, while figures 5-3 and 5-4 display a usable technique
for ultimate growth to a two-antenna system having five channels on the vertical
polarization. Figure 5-3 displays four channels on a single antenna. This
arrangement could have been accomplished by initially establishing a frequency
diversity system, then growing to a second and a third working channel. Fig-
ure 5-4 displays the new arrangement at the time the fifth working channel is
installed. The waveguide for the receive stack enters the last circulator in
the chain. Therefore, the minor losses for the circulators and the networks
are equalized, and the first transitter on is the last receiver off at the
next station.

Figures 5-5 and 5-6 depict a growth pattern for full route expansion. With a
single antenna used for up to eight channels, figure 5-5 depicts growth from
figure 5-3. At the time that growth stages 5 through 8 are added, they are
placed on the horizontal polarization on this same antenna. Then, when the
system grows to stages 9 through 11, the system is easily converted to transmit
and receive dual-antenna configuration. At that time, the receive stacking
configuration is reversed so that the circulator and combining networks are
equalized for their losses. Note that figure 5-6 is for the MDR-11 (11 RF
channels). However, similar growth patterns to eight RF channels are appli-
cable for the MDR-8.

5.2 Diversity Considerations. The factors that contribute to LOS propagation
reliability, along with various diversity methods used to minimize the fading,
are discussed in this section. LOS propagation reliability is a function of
many characteristics associated with the path. Because of the excessive cost
that accompanies a path outage, the requirements for availability of circuits
across a microwave path are on the order of 99.99 percent (approximately 53
minutes outage per year). Table 5-2 relates outage and system reliability
on a time basis. Emphasis on path reliability is initially placed on clear-
ance provisions of the LOS path. These clearance provisions are associated
with the Fresnel zone considerations, as discussed in section 4.1.3.

Although clearance may be adequate along the path, meteorological mechanisms
such as fog, rain, or temperature inversion may at times totally obliterate
the path and create outage. In some instances, simple diversity techniques
may be used in order to minimize outages; in other cases, path length may
have to be reduced or highly sophisticated diversity techniques may be
required to reduce path outage to an acceptable level.
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TABLE 5-2

RELATIONSHIP BETWEEN SYSTEM RELIABILITY AND OUTAGE TIME

Outage Time
Reliability Percent Year Month Day
(percent) (avg) (avg)

0 100 8760 hr 720 hr 24 hr
50 50 4380 hr 360 hr 12 hr
80 20 1752 hr 144 hr 4.8 hr
90 10 876 hr 72 hr 2.4 hr
95 5 438 hr 36 hr 1.2 hr
98 2 175 hr 14 hr 29min
99 1 88 hr 7 hr 14.4min
99.9 0.1 8.8 hr 43 min 1.44 min
99.99 0.01 53 min 4.3 min 8.6 s
99.999 0.001 5.3 min 26 s 0.86 s
99.9999 0.0001 32 s 2.6 s 0.086 s

Path reliability encompasses only a portfon of the factors that lead to overall
system reliability. In practice, both propagation and hardware reliabilities
contribute equally to total conmmunications circuit reliability. Hardware reli-
ability and its role in overall system performance are discussed in depth in
section 3.3

This subsection briefly relates to path reliability the fading mechanisms dis-
cussed in section 4.1.1 and provides equations useful in calculating outage time.
Also discussed are the numerous methods of providing propagation diversity and
the improvements gained by using the more common diversity techniques.

Various types of fading inechanisms (e.g., multipath, rain, and fog) that lead
to path outage may be classified as either normal or abnormal types of fades.
Normal fading refers to fades that affect the path quite frequently and are
usually predictable. Abnormal fading refers to fades that occur quite infre-
quently and are usually unpredictable. Table 5-3 categorizes the various types
of fades.

Each of these fading mechanisms must be considered when computing path reli-
ability. Any of the multipath type fading mechanisms can cause complete
cancellation of the microwave signal. For example, if two equal signal com-
ponents travel paths having a difference of 1/2 wavelength, they will arrive
at the receiving antenna 1800 out of phase and cancel each other. In the case
of an 8-GHz radio, the wavelength is approximately 1.5 inches. Therefore, a
thediffnce bifeteein ah usalegal and toeqtha cancel itspes out.s
th5-n difference iewen th psatlengho w qa signal adoettcn c omponentsfmakes

521Propagation Reliability Fundamentals. Three important contributions
have been made in the area of propagation reliability as it relates to all
types of fading. These contributions are the works of three men: Rayleigh,
W. T. Barnett, and A. Vigants.
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TABLE 5-3

CATEGORIES OF FADE

Normal Fading Abnormal Fading

1. Scintillating type atmos- 1. Subrefraction or superre-
pheric multipath fraction (K-type fading)

2. Terrain-Reflected Multipath 2. Atmospheric-Reflected Mul-
tipath (ducting)

3. Atmospheric Absorption 3. Rain Attenuation

4. Fog Absorption

5. Dust Absorption

Lord Rayleigh, in his experimental work on sound, showed that random phase
cancellations occur in a predictable manner and follow the relationship
illustrated in figure 5-7. The mathematical expression for the Rayleigh
Fade Probability is

p = 10

where

P = percent of time level is exceeded and

F = fade margin (in dB).

As shown in the curve, fades of 35 dB or more may be expected 0.02 percent of
the time. In the course of a year, this amounts to approximately 1 hour and
45 minutes. This estimate is on the conservative side and in common practice
should not be used. This is where the work of W. T. Barnett and A. Vigants
becomes useful. Their work relates the theoretical findings of Rayleigh to
the real world so accurate propagation reliability may be determined.

The work of W. T. Barnett is divided into two parts. His first work included
methods of calculating the circuit outage due to fading on nondiversity paths.
This fading was based on the terrain, climate, path length, and fade margin.
His second work provided equations necessary for calculating the effective
improvement achieved by using frequency diversity as a function of the fre-
quency band and frequency spacing. Vigants' work derives necessary equations
for calculating the improvement achieved by vertical space diversity as a func-
tion of the antenna spacing in feet, the frequency, and the path length.
Barnett's equation describing path outage is

Up= a x b x 2.5 x l0
- 6 x f x D3 x 10 F/1O
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where

Up = unavailability of propagation;

a =terrain variable,

= 4.0 for very smooth terrain or over water,

= 1.0 for average terrain with some roughness,

=0.25 for mountainous regions that are very rough or very dry;

b = climate variable,

= 0.50 for hot, humid areas,

= 0.25 for normal interior regions,

=0.125 for mountainous or very dry regions;

f 7frequency in GHz;

D=path length in miles,; and

F - fade margin in dB.

Overall reliability of a microwave link would then be given by

R = 100A

where

A =1-(UpE + uw

and

R = reliability expressed as a percentage,

A = link unavailability,

UPE = link unavailability in the east direction,

Upw = link unavailability in the west direction,

and "East" - "West" are designators for opposite path directions for each micro-
wave path.

If only one hop is being analyzed, then A = 1I Up, where Up is given by
Barnett's equation describing path outage.
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Example:

A path is proposed for over the water in a low-lying, humid climate. The path
distance is 35 miles, while the proposed fade margin is 40 dB at an operating
frequency of 7.939 GHz.

a. Find the link unavailability factor Up.

b. Find the link av3ilability A.

c. Find the reliability factor as a percentage.

d. Find the total outage time per month.

Solution:

a. Up =a x b x 2.5 x 10; x f x D' x 10-Fl

= (4.0)(0.50) 2.5 x 10 (7.939)(35)1(l040l0

-1.70192 x I

b. A (1 - Up) 1-(1.70192 x 10-) = 0.99983

c. Reliability 100A = 99.983 percent

d. Outage per month (from table 5-2):

One month =720 hours =43,200 minutes

Therefore,

(I - 0.99983)(43200) = 7.344 minutes

Another important point should be made with respect to multipath fading. Its

potential for causing errors is dependent upon two factors:

a. Total outage time.

b. Number of discrete fades or "hits."

This implies that a path with a number of hits of short periods of time will
suffer worse circuit degradation than a path with one outage period for an
amount of time equal to the sum of outage time associated with the short
"hits."

5.2.2 Diversity Fundamentals. Diversity protection, therefore, may be desirable
even if it is not warranted by the total time reliability objectives. Each path

- .. must be analyzed for diversity on an individual basis with respect to terrain,
climatic, and other factors.
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There are a number of diversity techniques in existence, with only a few being
widely used. The following is a comprehensive list of diversity techniques
generally accepted in LOS microwave systems:

a. Frequency (both single antenna and dual antenna or hybrid).

b. Space.

c. Angle.

d. Polarization.

e. Route.

The discussions with respect to the MDR-() radio encompass the first two types

of diversity techniques only.

5.2.2.1 Frequency Diversity. The frequency diversity arrangement previously
illustrated in figure 3-41 provides full equipment redundancy with two separate
and independent paths from source to sink. Further-more, it may be configured
in either a single or dual antenna configuration. These configurations are
sometimes referred to as standard frequency diversity and hybrid diversity,
respectively. The primary disadvantage of this arrangement is that it doubles
the frequency spectrum usage.

For all practical purposes, the refraction or reflection of all microwave sig-
nals will be essentially the same, regardless of frequency. Therefore, if two
signals, are emitted from one antenna, they will arrive at the receiving antenna
at identica? times regardless of the frequency separation between them.

If two microwave signals are of different frequencies, they also possess dif-
ferent wavelengths and therefore cannot fade at identical times if they travel
the same path. This frequency selective fading mechanism is what allows fre-
quency diversity to effectively improve the path reliability.

Barnett provided the equation for calculating the improvement gained by using
frequency diversity. The diversity improvement factor, whether it be for fre-
quency or space diversity, is defined as the ratio of fractional outage of the
nondiversity signal to that of the diversity signal.

I FD=K (.,.f /f) x 10 (F/10)

where

I FO = improvement gained over nondiversity paths by using frequency
diversity,

%f=difference in transmitting frequency in GHz,

f = center frequency in band in GHz,
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F = fade margin in dB, and

K =1/2 at 4 GHz,
based on experimental data

= 1/4 at 6 GHz,

= 1/8 at 8 GHz,

= 1/12 at 11 GHZ.1 approximation 
only

Using this improvement factor, IFD, the path outage with diversity becomes

UFD = Up/IFD

In the case of hybrid diversity, the improvement factor essentially becomes
ISD, as described in the following paragraphs.

A slight rearrangement of terms in the equation for IFD yields the following

form for IFD in dB or the multipath frequency diversity fade margin improvement

factor.

1FD(dB) = 10 log K (,,f/f) + F

where

K, f, f, and F are as previously defined.

5.2.2.2 Space Diversity. Vertical space diversity, previously illustrated in
figure 3-42, takes advantage of the fact that simultaneous fading is not very
likely over two well-separated paths. Two antennas are used at each end of the
hop, thereby placing this diversity technique at a disadvantage by virtue of its
higher cost. If a single tower is used, it must be stronger than one designed
to support one antenna. Furthermore, it must be taller to provide adequate
vertical separation. Vigants defined a space diversity improvement factor
that equates variables such as antenna spacing, path length, and fade margin
to the path reliability:

1 7.0 x 10- x fs2 x lOr/I0
ISD D

where

f = frequency in GHz,

s = vertical antenna spacing in feet,
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D =path length in miles, and

F = fade margin associated with the second antenna.

The barred F covers the situation in which the fade margins are different on the
two paths. In this case, F is defined as the larger of the two and is used to

calculate Up, while F is used to calculate the improvement, I SD The unavail-
ability of the path is then calculated as

so ISD

The improvement factor, I SD may also be rewritten as

1SdB 10 log f + 20 log s - 10 log D - 41.55 + F

where s, 0, f, and F are identical to the previous definitions. This equation
expresses the space diversity improvement factor in terms of dB so the fade
margin improvement may be illustrated.

5.2.2.3 Angle Diversity. Angle diversity is used less frequently than frequency
or space diversity. This technique makes use of multiple antennas or an antenna
with multiple feedhorns. The primary disadvantage of this type of diversity is
that its improvement factor is dependent upon isolation of the individual signals.
Current antenna design does not allow full improvement of this type of diversity.

5.2.2.4 Polarization Diversity. The polarization diversity technique makes use
of a dual polarized feedhorn to isolate two unique microwave beams. The disad-
vantage of this type of diversity is in the maximum isolation allowable between
the two cross-polarized signals. This figure is approximately 30 dB, and it can
be degraded to less than 10 dB if severe multipath distortions are encountered.

5.2.2.5 Route Diversity. Route diversity is implemented in situations requiring
very high reliability. The technique uses two discrete systems physically sepa-
rated by distances in excess of 10 km. The route diversity technique is rarely
used because of the large expense incurred in duplicating many sites.

5.3 Received Signal Characteristics. The received signal characteristics can be
initially determined by path calculations. The purpose of this subsection is to
demonstrate the usefulness of path cal.-ulation charts as a tool in the design of
the overall system. The initial system design may begin early in the planning
stages by using estimates of fade margins, antenna gain, etc. However, when the
final path propagation fade margins are available, the end-to-end system signal
performance can be completed, along with final equipment cost and performance
tradeoffs. This analysis takes the form of path calculations in order to prop-
erly record and calculate the major factors influencing the end-to-end system
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performance. Figure 5-8 demonstrates the losses and gains that take place in
the total transmission system. All of the losses shown in this figure, as well
as passive repeater contributions (described in subsequent paragraphs) and sys-
tem noise, are the elements that affect path performance.
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equipment using typical figures based on past experience. The path calculations
have been computed for a system with the following equipment and characteristics.
All stations are equipped with four comrron items:

a. Either 6-foot or 10-foot Andrew antennas (7.760 to 8.400 GHz) (HP6-77GE
and HPlO-77GE). The gain of the antenna is located in Andrew Catalog, page 45.
The units of measurement (dBi) are decibels of gain over an isotropic antenna.

b. Andrew elliptical waveguide (6.5 to 8.5 GHz) (EW-71). The loss of the
waveguide in decibels per 100 meters or 100 feet can be located in Andrew Cata-
log, page 150 or 151.

c. Andrew standard fiberglass radomes (either the R6E or RIOE). The loss
of the radome is approximately 0.5 dB for the band of interest. This information
if found on page 53 of Andrew Catalog.

d. The MDR-() radios, which possess a nominal power output of 5 watts
(+37 dBm).
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SYSTEM PATH CALCULATIONS

Type hadio: MDR-8 Type Carrier: GOVT. BAND

RF Frequency Band (MHZ): 7725.00 TO 8500.00 MHz

Receiver IF Bandwidth (MHZ): 20 MHz

Maximum Channel Loading: 672

Calculated Channel "Slot" (KHZ): N/A STATIONS

Fer Charnrt reiation (KHZ): N/A SITE SITE SITE
Preemphasis (DB): N/A A B C

hr'grie'.: Phil Jenkins Date: 6 June 1979 TERMINAL REPEATER TERMINAL

1. Tower height (M/FT) (meters) 15 30 30 30
2. Antenna Height (P/FT) (meters) 14 28 29 28

, Ar, t-nn ,ize (M/FT) (feet) 6 6 10 10
4 tntenna Gain (DBi) 40.0: 40.0 45.2' 45.2

5. Waveguide/Coay (M/FT) (meters) 25.0' 25.0: 40.0' 40.0
K. W;,v,-ruide lcs: (DW) (Elliptical) 1.8 ', 1.8 2.7 ;, "I.7

"/, Stjcking Losses (DB) 2.2 2.2 2.0 :'2.0
iom'o Loss U)?) 0.5 : 0.5 0.5 0.5

!,. <jt . ses (Dh) 1.0 1.0 1.0 1.0
I. :';iv, epe t,::" Sze (Ft x Ft) Including '
Ar~i*le b,.twv,'x- Paths N/A N/A

11. lassire hfjp-ater Gain (N = Nearfield) (DB) N/A N/A
12. Path Length (KM/MI) 20.0/12.43 40.0/24.9
i. Fr,. Spae Loss (DB) ...A=96.6+20 log F (GHz) 136.31 1 1142.52
14. Field Margin (Loss) (D.5) +20 log D (Miles) 2.00 2.OC
15 Total Losses (6+7+8+9+13+14)(DB) 144.11 156.92
16. Total Gains (4 + 11)(DB) 80.00 90.4
17. Net Path Loss (15 - 16)(DB) 64.11 65.52
18. Transmitter Output Power (DBM) 37.0 37.0

19. Normal Received Carrier Power (18- 17)(DBM) -27.11 :-29.52
,'0. Received Carrier Req'd for I x 10 BER -68.00 :-68.00
21. Fade Margin (19 - 20) (DB) 40.89 38.48
2. H(,p Noise: A. fixed * B. Variable (pWpO)
2-.. Echo Distortion (pWpO)
24. Coupling/Switch (pWpO)

25. Interference (pWpO)
26. FMT/FMR (pWpO)
27. Total Fixed (22A + 23 + 24 + 25 + 26) (pWpO)
28. Hop Intermodulation (pWpO)
29. flop Total (22B+27 + 28) (pWpO)
30. System/Section Intermodulation Noise (pWpO)
31. Total Sy.tem/Section Noise (22B + 27 +30) (pWpO)

Figure 5-9. Example path calculations with optional
system noise computations (lines 22-31).
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Station A terminal has a transmit frequency of 7.778 GHz and a 6-foot Andrew
antenna with 25.0 meters of waveguide.

Station C terminal has a transmit frequency of 7.939 GHz and a 10-foot Andrew
antenna with 40.0 meters of waveguide.

The information gained from the path calculations can be used to perform system
gain calculations for various configurations. System gain was previously defined
as

[transmitter power] - [receiver threshold] - [WG branching losses] = system gain.

The transmitter power is the output power of each transmitter as measured at thp
branching circulator of that transmitter. The receiver threshold for a I x 10
BER is as follows for the various MDR radios: MDR-6 = -62 dBm, MDR-8 = -70 dBm,
and MiDR-ll = -68 dBm. This threshold is measured at the input of the branching
circulator of each receiver. Waveguide stacking losses consist of circulator
losses. (In the case _f the power split receive configuration, a 3.0-dB power
splitter loss is inclided.) The circulator loss is 0.3 dB per pass, which
refers to the loss incurred going from one port to another. A loss of 0.2 dB
is also incurred from filter reflections. Figures 5-10 through 5-12 illustrate
the four MDR-8 diversity configurations and the losses which must be considered
in computing system gain.

5.4. Antenna Systems. Antenna system design considerations, including the
effects of wind and weight, are discussed in this section. An efficient antenna
system is a very important part of any LOS microwave system. This is because
the low power output and the large propagation losses inherent in LOS systems
necessitate use of a highly directional antenna system. The efficiency of an
antenna system depends on how much of the RF energy transmitted from one partic-
ular antenna will be received by the antenna at the opposite end of the path.
Broadcast radio has a low efficiency because it must radiate RF energy uniformly
in all directions. Therefore, a very small fraction of the power initially
transmitted is collected by the receiving antenna. In contrast to this, the
LOS microwave antenna system utilizes very small amounts of power (I to 5
watts) and concentrates this energy into a highly directional and narrow beam.
The receiving antenna must also be directional in order to collect as much of
the incoming energy as possible and reject interference from other directions.
This highly directive beamwidth of energy is illustrated by figure 5-13.

This directivity, commonly referred to as antenna gain by the systems engineer,
is normally designated with respect to an isotropic radiator, or an ideal antenna
which radiates power equally in all directions. Antenna gain is defined as the
ratio of the maximum radiation intensity in a given direction to the maximum
radiation intensity in the same direction from an isotropic radiator. This fig-
ure of merit is normally expressed in units referred to as dBi, or decibels rela-
tive to an isotropic radiator for a linearity polarized antenna.

The gain figure is usually specified at the mid-band point referenced to the
input/output flange at the rear of the antenna. For a direct radiating
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XMTR PWR RCVR THRESHOLD
SPECIFIED AT SPECIFIED AT
OUTPUT OF INPUT OF

LC 0.3 Lc=O0.3 LC=C3 XT LCO0.3 Lc = .3 #LC =O 3

R;CVR THRESHOLD A. XMTR PWR AT
INPUT OF: CIRCULATOR OUTPUT OF CIRCULATOR

L C 03 LC C 3 L:=03 L .

0L-.2 1L 0 2 L . .

Figure 5-10. MDR-8 system gain considerations -- frequency
diversity, single antenna.
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XMTR PWR AT RCVR THRESHOLD
OUTPUT OF CIRCULATOR AT INPUT OF CIRCULATOR

Lcc0.3 LC 0.

Lf =0.2Lf 0.2 L =- 0.2

Figure 5-11. MDR-8 system gain considerations -- frequency
diversity, dual antenna.
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XMTR PWR
SPECIFIED
AT OUTPUT RCVR THRESHOLD 7

OF CIRCULATOR

RC XMT

XMTR POWER RCVR THRESHOLD CIRC LOSSES 'SYSTEM GAIN

MDR-8 Low Power +30 dBmn (-70 dBmI) 0.6 dB 99.4
(A Channel) High Power +35.5 dBm (-70 dBmn) 0.6 dRB 104.9

'Channel 8 is 0.3 (113 higher due to 0.3 dB less circulator loss.

a. ')pace diversity receive (showing one direction of transmission only).

XMTR PWP
SPEC IPIEDl

OF CIRULATOR RC-VR TIHRESHC-,-D
OF CPOULTOPSPECIFIED A

Lc O 3INPUT OF CIRCLULATOR

XMR POWE RCRTRSODCR LSE YTMGI

MDR-8 ~ ~ ~ ~ ~ ~ ~~L Lo Poe03 ~ -0 I36B9.

MDR- High Power +35. dBm (-70 dBm) 3.6 dB 101.9

b. Power split receive (showing one direction of transmission only).

Figure 5-12. MDR-8 system gain considerations.
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Figure 5-13. Envelope pattern for a dual polarized,
10 foot antenna (5.925 to 6.425 GHL).
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parabolic antenna, in common use today, an equation for calculating the gain of
a microwave antenna (G) is

G = 10 log k (-D/.)-

where

G = gain over isotropic (dBi),

k = antenna efficiency, typically on the order of 50 to 60 percent,

D = antenna diameter, and

= wavelength at operating frequency, in the same units as D.

Another expression for the gain of a parabolic reflection type antenna is given
by

G = 20 log D + 20 log F + 7.5

where

G = gain over isotropic (dBi),

D = parabolic reflector diameter in feet, and

F = frequency in GHz.

Typical antenna gains are categorized in table 5-4 as a function of operating
frequency and antenna reflector size in feet.

TABLE 5-4

PLANE POLARIZED PARABOLIC ANTENNA GAIN

Diameter Gain Relative to Isotropic (dB)
(ft) 2 GHz 4 GHz 6 GHz 7 GHz 8 GHz 11 GHz 13 GHz

4 25.5 - 35.2 35.9 37.0 40.3 41.3

6 29.0 35.0 38.7 39.4 40.6 43.8 44.8

8 31.5 37.3 41.1 41.9 43.1 46.0 47.3

10 33.5 39.3 43.0 43.9 45.2 47.7 48.5

12 - 40.3 44.6 45.5 46.7 - -

15 - 42.6 46.0 46.9 48.7 -
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As an example, consider the following. A system will use a plane-polarized
parabolic reflector antenna with a 6-foot reflector operatig at 7.793 GHz.
The antenna efficiency is 59 percent. Calculate the gain in dBi using

G = 10 log k

First, calculate

(77933 x l0 m m/s x 39.7 in. 153 in.
7.793 x 109 S m

The antenna gain, G, then becomes:

G = in log 0.59 (:_L6 ) = 41.1 dBi

Since this gain is a result of antenna directivity, it is noteworthy to point
out the expression foo beamwidth of a parabolic antenna. This expression for
the half-power beamwidth is given by

70/FD

where

; = half-power beamwidth in degrees,

F = frequency in GHz, and

D = antenna reflector diameter in feet.

Another important antenna system parameter is that of polarization. The sim-
plest form of polarization is the single plane type that can be either vertical
(V) or horizontal (H). Other types of parabolic refector antennas have dual-
polarized feeds (DP) with separate vertical and horizontal connections. Because
of the complex feedhorn, DPs have a bit less gain than single polarization types.

The following is a general categorization of antenna systems:

a. Parabolic antennas.

b. High-performance antennas.

c. Cross-band parabolic antennas.
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d. Horn reflector antennas.

e. Periscope antenna systems.

Of these five systems, the first four are direct radiating, while the fifth
uses a passive repeater to redirect the beam. Each system is discussed
briefly in the following paragraphs.

5.4.1 Parabolic Antennas. This type of antenna, previously discussed in terms
of gain, beamwidth and polarization, is configured with a parabolic reflector
and a center feed. This type of antenna system yields reasonably good antenna
discrimination.* It does leave something to be desired, however, in its front-
to-back ratio.** Two main problems arise from use of this type of antenna: the
feedhorn structure itself blocks a portion of the microwave beam, and some of
the RF energy is reflected back into the feedhorn, which creates distortion and
loss of efficiency.

5.4.2 High-Performance Antennas. This type of antenna is similar to the standard
parabolic reflector type, except that it possesses a cylindrical shroud around the
outside diameter of the dish to help reduce a wide-angle radiation pattern and
improve the front-to-back ratio.

5.4.3 Cross-Band Parabolic Antennas. This type of antenna is of a parabolic
design with the center feedhorn designed to permit operation in two discrete
frequency bands. This type of antenna also possesses a complex feed assembly,
resulting in reduced gain efficiency.

5.4.4 Horn Reflector Antennas. The horn reflector (cornucopia) antenna uses a
section of a very large parabola, mounted at such an angle that the energy from
the feedhorn is simultaneously focused and reflected at right angles. The stand-
ard Bell System horn antenna is about the equivalent of a 10-foot parabola inso-
far as gain is concerned, but it possesses a higher front-to-back ratio (on the
order of 70 dB or more). This ratio is sufficient to allow operation in two
directions (or more) from a station on the same frequencies.

This antenna is very large, heavy, and complex to mount. The antenna and the
tower are also quite expensive. A final disadvantage is that almost no flexi-
bility exists in choice of sizes, although at least one smaller size of horn
reflector is currently available.

5.4.5 Periscope Antenna Systems. The periscope antenna system consists of a
parabolic radiator at or near building level, which illuminates a reflector at
the top of the tower. This eliminates the need to run a waveguide tower to the
antenna and is used in cases where long sections of waveguide are undesirable.

Anu: ,k'!c discnimdnation ts J~f~nci as the amount of discrimination the antenna

;o';eso ,s w~tz .oespect to other interf;rin. siqnaZs.

"*Front-to-back rato Es defined as the ratio of power in the main beam to the

p ",or scrzttcred t,, the rear.
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The disadvantages of this type system are in the complexities of antenna gain.
The gain of the antenna is a function of the antenna and reflector sizes, the
separation between the two, their geometric relationship, and the operating
frequency. This type of system, if properly engineered, may yield more gain
than the antenna alone. The relative increase in gain is due to the relation-
ship between gain and directivity of the RF energy. Figure 5-14 equates reflec-
tor size, antenna size, and distance between the two to the overall efficiency
of the system.

Radomes are an important consideration when specifying antenna systems, especially
in regions where accumulation of snow, ice, or debris may be a problem. The wind
loading reduction considerations of a fiberglass radome may also be of interest to
the engineer when configuring the antenna systems. Heated radomes to prevent ice
buildup may be desirable, especially in a periscope antenna system that mounts
antennas horizontally near ground level. Radome losses may vary from 0.1 dB for
unheated, standard types at 2 GHz to over 2 dB in heated, extra-strength radomes
operating at 11 GHz.

Wind forces and loading are also an important consideration to the system engineer
when planning the antenna system. Two types of forces are of interest: forces
produced by the wind and forces produced by antenna weight with and without ice
loading.

5.4.6 Wind Forces. Wind forces may be separated into two force components and a
twisting moment, as, illustrated in figure 5-15. The axial force, F A' acts along

the axis of the antenna, while the side forces, FS9 act perpendicular to the axis

of the antenna with their lines of action passing through the vertex of the parab-
oloid. The twisting moment, M, is a couple which acts in the horizontal plane
(the plane of the wind) at the vertex of the reflector. The total moment, M Ts is
that exerted on the antenna mounting pipe.

The magnitudes of F A9 F5, and M depend upon the dynamic pressure of the wind, the

projected frontal area of the antenna, and the aerodynamic characteristics of the
antenna body. The aerodynamic characteristics vary with wind angle. Therefore,
the variation of F AsF9 and M may be described by the following coefficients:

C A = F A/AV:, C S = F S/AV:', C M =M/DAV.

where

C = the coefficient,

A = the frontal area in square feet,

V = the wind velocity in mph, and

D the antenna diameter in feet.
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Figure 5-15. Wind forces acting
on a parabolic antenna.

The variation of these coefficients with wind angle is illustrated in figures
5-16 through 5-18. Figure 5-16 demonstrates the three w;ndloading coefficients
for standard Andrew parabolic antennas, while figure 5-17 shows the windloading
coefficients for standard Andrew antennas with fiberglass radomes. Figure 5-18
shows the same force coefficient for the Andrew high-performance antennas.
These figures are based on wind tunnel investigations and apply to any size
antenna and any wind velocity.
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Figure 5-16. Windload coefficients for standard antennas.
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Figure 5-17. Windload coefficients for standard antennas
with radomes.
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Figure 5-18. Windload coefficients for high-performance antennas.

The total moment and forces exerted on the antenna mounting pipe can be determined
by

F AT z F At FST F FS

and

M T =M + F A (X) + FS (Y)
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where

X = the offset of the mounting pipe in feet (meters) and

Y = the distance on the reflector axis from the reflector vertex to the
center of the mounting pipe in feet (meters).

Values of X and Y for standard size antennas are given by table 5-5.

TABLE 5-5

DIMENSIONS X AND Y AND ANTENNA FRONTAL AREA "A"

Diameter X V Frontal Area (A)
(feet) feet (meters) feet (meters) sq ft (sq m)

4 0.448 (0.1366) 0.917 (0.2795) 12.5 (1.16)

6 Standard 0.448 (0.1366) 1.031 (0.3142) 28.2 (2.62)

6 High Per- 0.667 (0.2033) 0.896 (0.2731) 28.2 (2.62)

8fo rma nce0.6(023) 090(.0850246)

80 0.667 (0.2033) 0.990 (0.3018) 50.2 (4.66)

12 0.708 (0.2158) 1.042 (0.3176) 113.1 (10.51)

15 -0.667 (-0.2033) 1.948 (0.5938) 176.7 (16.42)

The demonstration of windloading forces on an antenna may best be shown with
an example. Consider the following forces on a standard antenna, as illustrated
in figure 5-15. The maximum axial or thrust force occurs at a wind angle of 560,
whereas the maximum side force and twisting moment occurs at an angle of 1250
(obtained from figure 5-16). (Table 5-6 lists the most important wind angles
and the corresponding load coefficients from figure 5-16.) For a 12-foot diam-
eter standard antenna, a 125-mph wind, and a 560 wind angle, the calculations
are as follows:

A = 113 sq ft X = 0.708

V = 125 mph Y = 1.024

0 = 12 ft

FAT =FA C CA AV'
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= 0.0044 x 113 x (125)2

= 7769 lb

FST FS = CS AV.

= 0.0005 x 113 x (125)-

= 883 lbs

M = C M DAV-

= -0.00022 x 12 x 113 x (125)2

= -4661 ft-lb

MT = M + FA (X) + FS (Y)

= -4661 + 7769 (0.708) + 883 (1.042)

= 1759 ft-lb

TABLE 5-6

LOAD COEFFICIENTS FOR STANDARD PARABOLIC ANTENNAS

Wi nd
Angle C C C

(Degrees) A S M

0 +0.0040 0.0 0.0

45 +0.00425 +0.0002 -0.00015

56 +0.0044 +0.0005 -0.00022

90 -0.00025 +0.00085 +0.000345

125 -0.00125 +0.0012 +0.000375

180 -0.00270 0.0 0.0
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Table 5-7 lists the maximum axial force (F AT) side force (F SA ), and twisting

moment (M T) transferred to a supporting structure by microwave antennas. Wind

in every case is at 125 mph (200 km/hr) and from the worst direction (not neces-
sarily the same direction for each force).

TABLE 5-7

WIND FORCES AT 125 MPH (200 KM/HR)

Antenna F MaF Ma Mx
Antenna Diameter FAT Ma ST Ma TMa
Type (ft) Lb (kg) Lb (kg) Ft-Lb (kg-rn)

Standard 4 870 (395) 240 (110) 615 (85)
Antenna 6 1950 (885) 530 (240) 1730 (240)
Without 8 3460 (1570) 950 (430) 3940 (545)
Radome 10 5410 (2455) 1480 (670) 7080 (980)

12 7800 (3540) 2130 (965) 11680 (1615)
15 12170 (5520) 3330 (1510) 24400 (3375)

Standard 4 450 (205) 270 (120) 565 (80)
Antenna 6 1010 (460) 610 (275) 1650 (230)
With 8 1790 (810) 1075 (490) 3720 (515)
Radome 10 2800 (1270) 1680 (760) 6880 (950)

12 4030 (1830) 2420 (1100) 11520 (1595)

High Per- 6 1440 (655) 680 (310) 1750 (240)
formance 8 2560 (1160) 1200 (545) 3570 (495)
Antenna 10 4000 (1815) 1880 (855) 6260 (865)

12 5760 (2615) 2700 (1225) 10240 (1415)
15 9000 (4080) 4230 (1920) 21840 (3020)

5.4.7 Antenna Weight. Forces associated with the antenna weight are also an
important consideration. Table 5-8 lists the self weight (dead weight) of
various antennas with no ice and also with 1/2-inch of radial ice having 56
lb/cu ft density. Figure 5-19 defines the variable X CG' as well as illustrat-

ing the approximate center of gravity of a parabolic antenna mounted verti-
cally.

5.5 Waveguide and Transmission Line. One of the most important components
of any transmission system is the transmission line. The most straightforward
transmission line consists of two parallel wires used to transmit low-frequency
energy with little loss. At frequencies above 300 MHz, another type of trans-
mission link (known as the coaxial cable) must be used. However, above 2 GHz
the losses of a coaxial cable become significant, and waveguide must be used.
The purpose of this section is to provide a general discussion of the types of
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TABLE 5-8

ANTENNA WEIGHT AND CENTER OF GRAVITY

(INCLUDES MOUNTS)

Antenna With 1/2-in Radial Ice

Diameter Without Ice 0.92 Density

(ft) W, Lb (kg) *XCG' In (rmm) W, Lb (kg) *X CG, In (mmu)

STANDARD ANTENNAS

4 (1 piece) 104 (47) 7.0 (178) 175 (79) 10.9 (277)
6 (1 piece) 134 (61) 10.0 (254) 29A (133) 13.5 (343)
8 (1 piece) 251 (114) 13.5 (343) 536 (243) 16.8 (427)
8 (2 piece) 264 (120) 14.0 (356) 550 (249) 17.3 (439)

10 (1 piece) 317 (144) 18.0 (457) 784 (356) 21.7 (551)
10 (2 piece) 336 (152) 18.5 (470) 804 (365) 22.2 (564)
12 (1 piece) 540 (245) 19.0 (483) 1158 (525) 22.3 (566)
12 (2 piece) 600 (272) 19.6 (498) 1219 (553) 22.9 (582)
15 (2 piece) 1240 (562) 32.3 (820) 2269 (1029) 36.4 (925)

STANDARD ANTENNAS WITH RADOMES

4 (1 piece) 119 (54) 10.0 (254) 189 (86) 14.6 (371)
6 (1 piece) 162 (73) 13.7 (348) 321 (146) 19.6 (498)
8 (1 piece) 304 (138) 19.8 (503) 621 (282) 25.0 (635)
10 (1 piece) 402 (182) 25.8 (655) 916 (415) 31.7 (805)
12 (1 piece) 654 (297) 26.9 (683) 1356 (615) 32.8 (833)

HIGH PERFORMANCE ANTENNAS

6 (1 piece) 301 (137) 18.4 (467) 521 (236) 21.2 (538)
8 (1 piece) 447 (203) 26.5 (673) 974 (430) 28.7 (729)
8 (2 piece) 460 (209) 27.0 (686) 989 (449) 28.8 (732)
10 (1 piece) 541 (245) 30.2 (767) 1234 (560) 32.2 (818)
10 (2 piece) 560 (254) 30.7 (780) 1254 (569) 32.3 (820)
12 (1 piece) 850 (386) 31.2 (792) 1874 (850) 35.8 (909)
12 (2 piece) 860 (390) 31.8 (808) 1885 (855) 36.0 (914)
15 (2 piece) 1780 (807) 51.4 (1306) 2777 (1260) 54.0 (1372)

*See figure 5-19 for definition of X CG'
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Figure 5-19. Antenna center of gravity.

coaxial cable and waveguide used in microwave systems, as well as some con-
sideratiors involved in their implementation. This subsection is divided
into four distinct discussions:

a. Coaxial cable.

b. Waveguide.

c. Pressurization equipment.

d. Auxiliary equipment.

5.5.1 Coaxial Cable. In the 2-GHz microwave bands, coaxial cable is usually
applied, and it may be of either a foam or air dielectric. The air-dielectric
cable is the pressurized type. Coaxial cable is supplied in three sizes for
2-GHz applications: 1/2-inch diameter, low-loss foam dielectric (LDF4); 7/8-
inch diameter, low-loss foam or standard air dielectric (LDF5 or HJ5); and
1-5/8-inch diameter, low-loss foam or standard air dielectric (LDF7 or HJ7).
Table 5-9 lists various types of cable and the corresponding Andrew part
numbers.
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TABLE 5-9

CABLE/ANTENNA PART NUMBER

Andrew Part Andrew Part
Foam Dielectric No. Air Dielectric No.

1/4-in super flexible FSJI *I/2-in standard HJ4

1/2-in super flexible FSJ4 *7/8-in standard HJ5

1/4-in standard FHJ1 1-5/8-in standard HJ7

3/8-in standard FHJ2 3-in standard HJ8

*1/2-in low-loss LDF4 4-in standard HJll

*7/8-in low-loss LDF5 5-in standard HJ9

*5/8-in low-loss LDF7

*For microwave applications (1700- to 2300-MHz band).

The larger diameter coaxial cable generally is used only in high-power hf or
broadcast applications, not in microwave applications. It is listed in table
5-9 for reference only. Figures 5-20 and 5-21 give attenuation for these
types of cables in dB/l00 feet and dB/l00 meters, while figure 5-22 illus-
trates the attenuation correction for temperature change. In the 2-GHz
microwave applications, the size of cable should be selected as a function
of the length of cable required, as well as the amount of loss allowable in
the system (fade margin).

An important consideration to the systems engineer is the voltage standing
wave ratio (vswr) of the transmission line being used. The vswr is the ratio
of the amount of power applied to the transmission line from the source (trans-
mitter) to the effective power that reaches the antenna. A perfect vswr is 1.0.
This implies that all power applied to the line is effectively transmitted, with
no reflected power caused by impedance mismatch. Table 5-10 provides a conve-
nient cross-reference of vswr, return loss, and swr in decibels.

The optimal conditions in a transmission line system exist when the source out-
put impedance (usually 50 ohms) is equal to the load impedance. The characteris-
tic impedance of a single coaxial cable may be calculated by

Zo 38 lo(
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Figure 5-20. Foam dielectric cable attenuation.
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Figure 5-22. Variation of coaxial cable
attenuation with ambient temperature.

TABLE 5-10

VSWR CONVERSION CHART

Return
Loss Reflection Coefficient SWR

VSWR (dB) (percent) (dB)

1.01 46.1 0.5 0.086
1.02 40.1 1.0 0.172
1.03 36.6 1.5 0.257
1.04 34.2 2.0 0.341
1.05 32.3 2.4 0.424
!.06 30.7 2.9 0.506
1.07 29.4 3.4 0.588
1.08 28.3 3.8 0.668
1.09 27.3 4.3 0.749
1.10 26.4 4.8 0.828
1.11 25.7 5.2 0.906
1.12 24.9 5.7 0.984
1.13 24.3 6.1 1.06
1.14 23.7 6.5 1.14
1.15 23.1 7.0 1.21
1.16 22.6 7.4 1.29
1.17 22.1 7.8 1.36
1.18 21.7 8.3 1.44
1.19 21.2 8.7 1.51
1.20 20.8 9.1 1.58
1.30 17.7 13.0 2.28
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where

z= characteristic impedance,

E =dielectric constant kl-inch air), and

D and d are given by figure 5-23. (Note that the line impedance is
independent of line length.) In most cases, however, the system designer
will not be required to calculate coaxial impedance and may assume 50 ohms.

4

Figure 5-23. Single coaxial
cable profile.

When the loss of the transmission line is known, the efficiency of the line
may be calculated. The transmission line efficiency, defined as the percentage
of transmitter power that reaches the antenna, is given by

100E ff =Antilog d

where

E ff efficiency of the line expressed as a percentage and

dB =total attenuation of the transmission line at the frequency of
interest.

Figure 5-24 provides a convenient conversion from line loss to percent effi-
ciency.
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Figure 5-24. Efficiency conversion
chart for dB.

5.5.2 Waveguide. Waveguide is used almost exclusively in all microwave bands
outside of the 2-GHz frequencies (1700 to 2300 MHz). A waveguide is simply a
single hollow metallic conductor, either rigid or flexible, which is capable
of transferring RF energy from one point to another in a number of different
electric and magnetic (E and H) fields.

The configuration in which energy propagates through a waveguide is referred
to as the mode. The propagation mode depends upon the operating frequency and
physical dimensions of the waveguide. Generally, there are two fundamental
classes of modes that may appear in a waveguide. In one class, the electric
field is always perpendicular to the direction of propagation. This mode is
known as transverse electric (TE). In another mode, the magnetic field is
always perpendicular to the direction of propagation. This class is known
as the transverse magnetic (TM) class. The two fields are perpendicular to
each other and oriented at right angles to the direction of propagation.

The waveguide propagation fields that constitute these modes obey predictable
physical laws. For example, each mode has a cutoff frequency. This is the
lowest frequency that will propagate through a waveguide while operating in a
particular mode. Energy at frequencies below the cutoff is attenuated to a
negligible level, while energy above the cutoff frequency is transmitted with
very little attenuation.

The most frequently used mode, called the dominant mode, is illustrated in figure
5-25. The solid black lines represent voltage lines and indicate the direction
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of the electric field (E). The dashed lines indicate the magnetic field (H).
In the end view, there is an electric field intensity between the narrow dimen-
sion sides of the waveguide, which is maximum at the center. Nlote that as the
wave propagates along the waveguide, the electric and magnetic fields move
together. Figure 5-25 represents the electromagnetic field as it exists at
one instant of time. Although the amplitude at position "a" has zero intensity,
a quarter cycle later the amplitude at position "a" will be the same as the
present amplitude at position "b."

1/2 WAVELENGTH

-III

I b I- - - - MAGNE iC FIEL

.E3

SE VIEW END VIEW

Figure 5-25. Field configuration of the dominant
mode (TE ) in a rectangular waveguide.

The particular mode in each class is designated by two subscripts (for example,
TE1,,). The first subscript (1) indicates the number of half-wave variations
of the electric field intensity across the wide dimension of the waveguide.
The second subscript (0) denotes the number of half-wave variations across the
narrow dimension. In figure 5-25, the voltage intensity varies from zero to a
maximum and back to zero across the wide dimension, which is one-half wavelength.
Across the narrow dimension, there is no variation in voltage intensity. Thus,
in the transverse electric mode (TE) the subscripts 1 and 0 are added. The TEI,,
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is the dominant mode in a rectangular waveguide. Other subscripts designate
higher order modes.

Many higher order modes other than the dominant mode may exist in a waveguide.
However, the common practice is to design the waveguide in order to propagate
the dominant mode and suppress all others. The width of the usual rectangular
waveguide is greater than one-half wavelength but less than one wavelength of
the operating frequency. The height of the waveguide is about one-half the
width. These dimensions are small enough to prevent higher order modes from
forming and yield the necessary cutoff frequency sufficiently below the oper-
ating frequency.

The dimensions of the waveguide are inversely proportional to the lowest fre-
quency that it can propagate. The larger the waveguide, the lower the cutoff
frequency. Conversely, the higher the frequency, the smaller the waveguide.
For a rectangular waveguide, the maximum wavelength of a transmitted wave is
equal to twice the width of the waveguide. To transmit energy through a wave-
guide at 8 GHz, the width must be about 0.75 inch, or A/2.

The waveguide also has a characteristic impedance similar to that of a coaxial
cable. This impedance is given by

S_ 120 -om

where

Z= characteristic impedance in ohms,

f = cutoff frequency, andc

f = operating frequency.

Note that the operating frequency must be greater than the cutoff frequency in
order for this equation to be useful.

Three basic types of waveguide are now in use: elliptical, circular, and rec-
tangular. These types are discussed in the following sections.

5.5.2.1 Elliptical Waveguide. Elliptical waveguide is most common in locations
where long runs are required because it can be supplied in long, continuous runs.
Other applications of elliptical waveguide are in locations that have 90-degree
bends. This is because of the inherent physical limitations of rectangular wave-
guide.
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Most elliptical waveguide propagates in the TEi,. dominant mode. Table 5-11

provides a convenient cross-reference between operating bands and Andrew wave-

guide type number.

TABLE 5-11

ELLIPTICAL WAVEGUIDE TYPES

Operating Band TEI,, Mode Cutoff

Types (GHz) Frequency GHz

EW20 1.9 - 2.700 1.60

EW28 2.6 - 3.500 2.20

EW37, EWP37 3.3 - 4.300 2.81

EW44, EWP44 4.2 - 5.100 3.58

EW52, EWP52 4.6 - 6.425 3.63

EW64, EWP64 5.3 - 7.750 4.36

EW7l, EWP71 6.5 - 8.500 5.50

EW85 7.7 - 10.00 6.55

EW90, EWP90 8.3 - 11.70 6.54

EW122, EWP122 10.0 - 13.25 9.46

EW132 11.0 - 15.35 9.33

5.5.2.2 Circular Waveguide. Circular waveguide has the least loss of all three
types and is capable of propagating two orthogonal polarizations within the same
guide. These propagation modes are of the TE1,1 type (same as elliptical) and

typically require at least 30-dB isolation between them. However, the limita-
tions of circular waveguide make it difficult for the system engineer to use.
For example, it is practical only when used in straight runs, and the transi-
tion from rectangular to circular waveguide requires expensive and complex
networks.

An important characteristic of circular waveguide is its reconverted mode level
(RML), which is the level of higher order mode energy reconverted to the dominant
mode in a circular waveguide system. Higher order modes become trapped within
the circular waveguide because they cannot propagate in the connecting rectan-
gular waveguide. Group delay distortion and noise result when a portion of this
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energy, delayed in time, is reconverted to the dominant mode. Therefore, a
larger negative RML figure eouates to a more acceptable transmission system.
Table 5-12 equates Andrew type numbers for circular waveguide to the various
frequency bands of interest.

TABLE 5-12

CIRCULAR WAVEGUIDE TYPES

Waveguide Frequency Band Maximum RML
Type (GHz) Polarization (dB)

WC269 3.700 - 4.200 Single -75

WC269 3.700 - 4.200 Dual -60

WC205 5.925 - 6.425 Single -75

WC205 5.925 - 6.425 Dual -60

WC166 5.925 - 6.425 Single -75

WC166 5.925 - 6.425 Dual -75

WC166 6.426 - 7.125 Single -75

WC166 6.425 - 7.125 Dual -75

WC166 7.125 - 8.400 Single -75

WC166 7.125 - 8.400 Dual -60

WCI09 10.700 - 11.700 Single -75

WCI09 10.700 - 11.700 Dual -60

WCI09 12.200 - 13.250 Single -75

WCIO9 12.200 - 13.250 Dual -60

5.5.2.3 Rectangular Waveguide. Rectangular waveguide is very common and is
usually made of an oxygen-free, high-conductivity copper material (OFHC). Its
limitations lie in the unavailability of long, continuous runs. The operating
mode of most rectangular waveguide is of the dominant TE1 ,0 mode. Table 5-13

provides a convenient reference of Andrew rectangular waveguide type numbers.
Note that both standard and low vswr waveguide types are available.
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TABLE 5-13

RECTANGULAR WAVEGUIDE TYPES

Waveguide Standard Operating Low VSWR Standard
Size Band (GHz) Band *(GHz)

WR229 3.30 - 4.90 3.540 - 4.200
3.700 - 4.200

WR187 3.95 - 5.85 3.400 - 5.00

WR159 4.90 - 7.05 5.925 - 6.425

WR137 5.85 - 8.20 5.925 - 6.425
6.425 - 7.125
7.125 - 7.750

WR1l2 7.05 - 10.00 7.125 - 7.750

7.750 - 8.400

WR90 8.20 - 12.40 10.700 - 11.700

WR75 10.00 - 15.00 -

WR62 12.40 - 18.00 -

*For low vswr waveguide, the frequency band must be

specified as per this table.

Any waveguide system possesses attenuation characteristics that must be con-
sidered in planning a transmission system. Figures 5-26 and 5-27 illustrate
the losses associated with various types of waveguide as a function of opera-
ting frequency, waveguide type, and length.

5.5.3 Pressurization Equipment. All air-dielectric waveguides and coaxial
cables should be maintained under dry air or dry nitrogen pressure to prevent
electrical performance degradation caused by moisture condensation. If a con-
stant positive pressure is not maintained, "breathing" with temperature varia-
tions will occur. This permits moisture to enter into the line. Moisture can
cause increased attenuation and vswr, and may provide a path for voltage break-
down.

Pressurization systems can be classified as static or dynamic. In a static
system, the transmission line is pressurized by a hand pump (or some other
means) and the pressurization source is removed. Transmission line systems
are not hermetically sealed and will eventually lose their pressure. There-
fore, all static systems require periodic recharging. A dynamic system
incorporates a pressurizing source that also acts as a reservoir. The pres-
surizing source may be a nitrogen tank with a regulator or an automatic
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dehydrator. The source is permanently connected to the transmission line sys-
tem and recharges it to a preset positive pressure, as required, to compensate
for leakage losses. This provides positive pressure in the line at all times.

Selection of the proper pressurization system is primarily based on the volume
of dry air that must be supplied, cost, and availability of maintenance and
electrical power. For systems where electrical power is not available, a
nitrogen tank is normally used. A dry-air hand pump may be used for systems
with short runs of small diameter cable or waveguide where inspection and
maintenance are available every 5 to 10 days. An automatic or manual
desiccant-reactivation dehydrator is recommended for most other types of
systems.

5.5.3.1 Automatic Dehydrators. Automatic dehydrators use the principle of gas
separation by desiccant absorption. Cormmon units consist of a compressor and
two cylindrical absorption drying chambers switched by a timer control and
solenoid-operated valves. The drying chambers are used alternately, approxi-
mately every 30 seconds. While one chamber is drying the air passing through
it, the other chamber is being purged of accumulated moisture. Twice every
minute the roles of these two units are reversed, so that the output into the
transmission line is always dry.

5.5.3.2 Manually Regenerated Dehydrators. Manually regenerated dehydrators
require frequent inspection and periodic replacement or regeneration of the
desiccant. The frequency of regeneration depends on the leakage rate of the
system. For a small system, the regeneration cycle may be more than a year.
However, frequent inspection is necessary because of the possibility of sudden
leaks developing and exhausting the desiccant in only a few hours.

5.5.3.3 Nitrogen Tanks. Nitrogen tank systems may be the economic choice for
a small system that may be carefully maintained. One advantage is that nitrogen
tank systems do not consume electric power. However, the replacement of nitrogen
tanks is cumbersome. If they have to be replaced often, the economies may dic-
tate the use of a fully automatic system.

The pressure inside a transmission line system must be maintained at a positive
level, within the maximum pressure rating of all components. Most components
have a rating of 10 lb/in2 (70 *kPa). Pressurization in the 3 to 8 lb/in2

(21 - 55 *kPa) range is reconmmended for these components.

Dehydrator output capacity is usually specified in ft3/Min (liters/min). Output
capacity must be sufficient to provide reasonable purging and pressurizing times
and must be sufficiently greater than the anticipated leak rate to result in a
reasonable percentage running time. Typical transmission line systems may leak
as much as 1 lb/in 2 (7 kPa)/day from an initial 8 lb/in2 (55 kPa). The system
should be designed so that the dehydrator runs no more than 5 percent of the
time.

*1 kPa =0.15 lb/in2 
-0.010 kg/4,n 2 .
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For manually regenerated units, the frequency of reactivation must also be cal-
culated to determine if the interval is acceptable. For nitrogen bottle systems,
the bottle life must be calculated.

The output capacity required of the pressurization unit is dependent upon the
internal volume of the transmission line system, the maximum pressure required,
and the anticipated leakage rate. Internal volume, purging time (for three
volumes) and time to pressurize 1,000 feet of transmrission line are listed in
table 5-14 for the three basic Andrew types of pressurization equipment. The
1920D and 1930B units are automatic dehydrators, while the 40525A is a manually
regenerated dehydrator.

5.5.4 Auxiliary Equipment. In addition to the basic transmission line, pressur-
ization equipment, and antenna, there are other items the systems engineer must
consider. These are the hardware items, which constitute the interface and actual
implementation of the transmission system from the radio to the antenna. Among
these components are the following:

a. Connectors.

b. Wall/roof feedthrough components.

c. Flanges - pressure and nonpressure types.

d. Cable/waveguide hangers.

e. Pressure fittings.

f. Transitions/adapters.

g. Grounding kits.

h. Special tools, including hoist grips, bending tools, and flaring kits
for cable termination.

Figures 5-28 through 5-31 illustrate the use of these items, as well as the
antenna and transmission line. Vendor-supplied catalogs must be used for
specific requirements of the individual hardware items.

5.6 Passive Repeaters. Sometimes a tower cannot provide clearance over an
obstruction. For example, if two sites are separated by a mountain, the micro-
wave beam may have to be redirected at one or more intermediate points to get
it around or over the mountain. Although repeater stations could be used at
these points to amplify and retransmit the signal, passive repeaters may be
used to merely change the path direction without amplification. These passive
repeaters contribute no signal amplification, but they require no power and
very little maintenance, so they can be located in places where access is
difficult. There are two types of passive repeaters in cormmon use: back-to-
back and billboard.
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TABLE 5-14

TIMES TO PURGE AND PRESSURIZE VARIOUS TYPES OF
TRANSMISSION LINES

Time to Pressurize
Transmission Volume Volume Time to Purge 1000 Ft (300 m) to

Line (Ft3/ Liters/ 1000 Ft (300 m), 8 lb/in 2 (55 kPa),
Types 1000 ft) 1000 m) Hrs, 3 Volumes Minutes

1920D 1930B 40525A 1920D 1930B 40525A

Air-
Dielectric
Coaxial
Cables

1/2 in 0.8 74 0.03 0.20 0.04 1 2 1
7/8 in 3.5 325 0.13 0.88 0.19 2 10 2
1-5/8 in 14.0 1301 0.54 3.50 0.78 6 38 9
3 in 36.7 3410 1.41 9.18 2.04 15 100 22
4 in 69.9 6494 2.57 17.48 3.87 29 190 42
5 in 117.0 10870 4.50 29.25 6.48 49 318 71

Elliptical
Waveguides

EW132 1.8 167 0.06 0.45 0.09 1 5 1
EW122 2.7 251 0.09 0.68 0.15 1 7 2
EW90 3.6 334 0.14 0.90 0.20 2 10 2
EW85 4.2 390 0.15 1.05 0.24 2 11 3
EW77 6.3 585 0.24 1.58 0.35 3 17 4
EW64 7.8 725 0.30 1.95 0.43 3 21 5
EW52 11.3 1045 0.44 2.82 0.63 5 31 7
EW44 14.1 1310 0.54 3.53 0.78 6 38 9
EW37 21.1 1960 0.81 5.28 1.17 9 57 13
EW28 36.0 3345 1.38 9.00 2.01 15 98 22
EW20 60.5 5621 2.34 15.12 3.36 25 165 37
EW17 71.0 6596 2.73 17.75 3.93 30 193 43

Circular
Waveguides

WC109 6.5 604 0.24 1.63 0.36 3 18 4

WC166 15.0 1394 0.57 3.75 0.84 6 41 9

WC205 22.9 2127 0.87 5.73 1.26 10 62 14
WC269 39.5 3670 1.53 9.88 2.19 17 107 24
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ANTENNA MOUNT

4.5 IN 11b amm) DIAMETER MOUNTING
SPIPE

J SPECIAL

INTERFACE
- FLANGE

ANTENNA/RADOME HELIAX FOAM .-

DIELECTRIC CABLE

HANGER (3400T INTERVALS)
BOLT TO TOWER OR USE ANGLE
OR ROUND MEMBER ADAPTORS

GROUNDING KIT

OPTIONAL 7/8" EIA
FLANGE CONNECTOR

WALL/ROOF
TYPE N JACK FEED THRU

(FEMALE) CONNECTOR

OPTIONAL 3-FOOT 11 m)
LOW VSWR JUMPER ASSEMBLY

WITH TYPE N PLUG (MALE)
CONNECTORS

Figure 5-28. Typical unpressurized coaxial
cable transmission system.
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4.5 IN (115 mm) DIAMETER MOUNTING
PIPE

,' .ANTENNA MOUNT

7/8" EIA FLANGE
ICONNECTOR

ANTENNA/RADOME
HELIAX .

AIR-DIELECTRIC
CABLE

HANGER (3-FOOT INTERVALS)
BOLT TO TOWER OR USE ANGLE
OR ROUND MEMBER ADAPTORS

GROUNDING KIT

DEHYDRATORI

7/8" EIA FLANGE CONNECTOR
WITH GAS BARRIER

WALL/ROOF
FEED THRU

OPTIONAL TYPE N JACK
(FEMALE) TUNABLE CONNECTOR

OPTIONAL 3-FOOT 1 m)
LOW VSWR JUMPER ASSEMBLY
WITH TYPE N PLUG (MALE)
CONNECTORS

Figure 5-29. Typical pressurized coaxial
cable transmission system.
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45 IN 1115 mm) DIAMETER MOUNTING
PIPE(.ANTENNA MOUNT

OPTIONAL FLEX TWIST

SECTION

ANTENNA/RADOME ELLIPTICAL

WAVEGUIDE
CONNECTOR

HELIAX ELLIPTICAL WAVEGUIDE

HANGER (4-FOOT INTERVALS)
BOLT TO TOWER OR USE ANGLE
OR ROUND MEMBER ADAPTORS

GROUNDING KIT

DEHYDRATOR

S ELLIPTICAL
WAVEGUIDE
CONNECTOR

WALL/ROOF

PRESSURE WINDOW FEED THRU

Figure 5-30. Typical elliptical waveguide
transmission line system.
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4.5 IN (115 mm) DIAMETER MOUNTING
PIPE/~~~ ~ [] jJ LX TWIST

• . HANGER

FLEX TWIST SECTIONS OR ELLIPTICAL
WAVEGUIDE TWIST SECTIONSS TEP TWIST

SECTION

DUALPOLARZED

TRANSITION

/j~ M J! UNT

ANTENNA/RADOME RIGID HANGER INCLUDES
HEAVY DUTY ANGLE ADAPTOR

SLIDING HANGER BOLT TO.....
TOWER OR USE ANGLE OR

ROUND MEMBER ADAPTORS

CIRCULAR WAVEGUIDE
STRAIGHT SECTION

SPRING SLIDING HANGER----i
BOLT TO TOWER OR USE
ANGLE OR ROUND MEMBER
ADAPTORS

AXIAL RATIO
DEHYDRATOR COMPENSATOR

ELLIPTICAL WAVEGUIDE "l
CONNECTOR

GROUNDING KIT \

ELLIPTICAL WAVEGUIDE

,W L/ROOF
PRESSURE FEED THRU / DUAL POLARIZED
WINDOW ELL IPTICAL ELLIPTICAL TRANSITION

WAVEGUIDE WAVEGUIDE
CONNECTOR HANGER

Figure 5-31. Typical circular waveguide transmission
line system (shown with dual polarization and

high-performance antenna).

5-55



5.6.1 Back-to-Back Passive Repeaters. The back-to-back pasive repeater is
relatively inefficient and is therefore used only on short paths. The effi-
ciency of each of the antennas is approximately 55 percent. This efficiency
factor, combined with the added loss of the short waveguide, renders this type
of passive repeater unusable on most paths. The advantage of the back-to-back
passive repeater is in its ability to redirect the microwave beam in virtually
any direction without the added loss of multiple billboards. The back-to-back
passive arrangement is illustrated in figure 5-32. The net path loss of the
system, as configured in figure 5-32, is given by

NPL = LWGA + LWGP + LWGB + L, + L2 - G, - G2 - G3 - G,

where

LWGA, B and P = loss introduced by waveguide at three sites,

L1 ,2 
= free-space loss, and

G, , 3, = gain of the antennas at three sites.

L WG8B

STATION B

Li dLWGP

STATION A

Figure 5-32. Back-to-back passive.
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5.6.2 Billboard Passive Repeaters. Billboard passive repeaters fall into two
basic configurations, depending upon the geometric relationships. These two
categories are single billboard applications and twin billboard applications.

If the site of the passive repeater is off to one side or behind one terminal,
so that the included angle 0 between the two paths at the reflector is less than
1300 (the smaller the angle the better), a single billboard can be used. This
is the most common application and is illustrated in figure 5-33. From figure
5-33, the net path loss would be computed as follows:

NPL = LWGA + LWGB + L, + L2 - G2 - Gp

where

LWGA, B, L1 ,2 and G1 ,2, P are as defined in the previous section.

Gp

Ll

GA L2

LWGA

SILwGB

SSTATION 8

Figure 5-33. Single passive billboard application

(e should be kept less than 130 degrees).
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If the only available location happens to be more or less in line with the path,
a double billboard may be needed. This consists of two reflectors, usually
fairly close together, geometrically arranged to reflect the beam at the proper
angles. Double billboards are applicable in situations where the effective
angular change in beam direction is less than 500 at the passive repeater loca-
tion. Figure 5-34 illustrates the double billboard technique. The net path
loss for figure 5-34 is computed as follows:

NPL = LWGA - LWGB + L, + L2 + Lcc - GA - G8 - Gp1 - Gp2

where

LWGA and B, L1 , L2 , GA, B' pl, and p. are previously defined and

Lcc= cross-coupling loss between the two passive repeaters.

GA Ll Go-

-WGA 1Ge
P2 T

STATION A

ION B

Figure 5-34. Double billboard passive repeater applications
used where a is less than 50 degrees.

Passive repeater gain calculations are somewhat complicated. Rbr single bill-
board paths, calculations are simple if the billboard is in the far field of
each end of the path. The following equation is used to determine whether
the passive repeater is in the far or near field of a station:

l/k = 7XD/4A

where

= wavelength = 300/f (MHz),

D = distance between the antenna and the passive repeater, and

A - effective area of the passive repeater.
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If 1/k is greater than 2.5, the repeater is in the far field; if 1/k is less
than 2.5, the repeater is in the near field. Figure 5-35 graphically illus-
trates the near-, far-field concept.

If the passive repeater is in the far field of the terminal, the passive gain
may be computed by

Gp 20 log (411A co s a)

where

Gp = passive gain in dB,

x = wavelength in the same units as A,

A = area of the passive repeater in the same units as X, and

a = one-half the included angle between the paths.

Figure 5-36 graphically illustrates the gain for both paths as a function of the
above parameters.

When the passive repeater is so close to one end that it is in the near field of
the antenna, the antenna and reflector gains are no longer independent, but react
with each other in such a way that the net gain is reduced. In this case, the
previous equation cannot be used to calculate the gain of both paths, and alter-
native methods must be used. One way of computing the near-field situation is to
treat the antenna and the nearby passive repeater in the same fashion as a peri-
scope antenna system. In this case, a correction factor is calculated and applied
to the gain of the antenna to obtain the net gain of the periscope combination.
Since this gain is referred to the location of the reflector, the path in this
method is simply that from the reflector to the distant end. The shorter path
simply disappears from the calculation. Figure 5-14 provides curves for deriv-
ing a periscope correction factor. An alternative method of handling the near-
field situation is provided by the curves of figure 5-37, which are an adaptation
from the curves of figure 5-14. Figure 5-37 is used to find a gain reduction
factor which, when applied to the two-way, free-space passive gain, yields the
equivalent net gain when the problem is treated on a two-path basis. The big
advantage of this approach is that it allows the passive repeater to be shown
in the same way (as a separate location) and treated in the same way on the
path calculation sheets, whether it is in the far field or the near field.

In the double billboard passive case (figure 5-34), the two-way, free-space
gain for the combination of the two billboards is equal to the two-way, free-
space gain for the effective area of the smaller of the two billboards, less a
reduction in gain that can be calculated from the curves illustrated in figure
5-38. If the double passive billboards are close to one end of the path, near-
field correction must also be applied.
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DISTANCE TO FAR-FIELD $T

K 4A

1 2.5 FOR FAR-FIELD

K ACOS 0/2 - 4 -

* __ __ A
D 10.000613 A' FGH

LL

o 100 20

EFFECTIVE PASSIVE AREA A (SQUARE FEET)

Figure 5-35. Passive repeater far-field distance.
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5.7 Uninterruptible Power Systems. Microwave communications systems require
dc power sources that provide reliable and stable ervice. Because of the
expense of downtime associated with a system, a great deal of attention should
be directed toward the power system associated with the commiunications network.
The design of dc power systems usually takes into account the following elements:

a. Battery.

b. Battery charger.

c. Battery eliminator.

d. Inverters.

e. Dc-to-dc converters.

f. Standby engine/generators.

3The topics discussed in depth within this subsection will be limited to the
first two items only. The other components are listed for reference and are
discussed in other texts listed in appendix B.

The ordinary dc voltages used in most microwave commrunications systems evolved
from the original needs of the telephone industry. Early manual exchanges used
dc power at 24 volts to operate various telephone apparatus, while telegraph
equipment required 130 volts. Dial telephone exchanges operate at 48 volts,
thus establishing three dc voltages that have become standard throughout the
commnunications industry. Since new equipment introduced into the commnunications
industry must be compatible with existing equipment, it must be designed to oper-
ate from standard dc voltages. Most microwave equipment employed today is solid-
state; therefore, power sources are limited to either 24 or 48 volts for trans-
mission facilities.

Figure 5-39 illustrates a typical dc power plant. As shown in the diagram, ac
power is supplied from either a commercial power source or an engine/generator.
In the event commercial power is available, it is used by the chargers during
normal operation, and a backup engine/generator may be used to maintain the ac
voltage during periods of power outage. Switching between the two sources is
accomplished by either an automatic or manual power transfer switch. The bat-
tery chargers shown in figure 5-39 are presented in a redundant configuration.
The chargers rectify and regulate the ac power so stable dc power may be sup-
plied to the load (RF racks, multiplex, etc). The term battery charger is
actually a misnomer, since its primary purpose is to rectify the ac and supply
it to the load. A more accurate term would be voltage rectifier, since its use
as a charger is secondary.

In addition to providing a dc source for the equipment during periods of normal
operation, the chargers also maintain the batteries in fully charged condition.
This action, called floating, is accomplished by connecting the batteries in
parallel with the output of the charger.
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Provided between the output of the charger and the load are counter EMF (CEMF)
cells, as well as a low voltage disconnect switch. The function of the CEMF
cells is to act as a voltage dropping device during periods of voltage fluctu-
ations in the line, thereby providing a regulated source of dc power to the
load. The LVLD panel disconnects the battery from the load in the event over-
discharge is eminent.

Two other sources of power are often provided for additional loads requiring
no-break ac and dc voltages. An inverter takes 24- or 48-volt dc, chops it,
and provides an ac output. A dc-to-dc converter accepts 24- or 48-volt dc and
converts it to a different dc level for other system requirements.

5.7.1 Batteries. Two general categories of batteries are used in communication
dc power systems: acid electrolyte types (lead-acid) and alkaline electrolyte
types (silver-zinc, nickle-cadmium, nickle-iron). The most common form of storage
battery used in dc power systems is the lead-acid battery. This battery will last
longer, require less maintenance, and need less power than any other type of bat-
tery. A fully charged lead-acid cell has a positive electrode (or plate) made of
lead peroxide (Pb0 2) and a negative electrode made of spongy lead (Pb), both sub-
merged in an electrolyte of dilute sufuric acid (H2S04 + H20).

When a lead-acid cell is discharging, current passes from the positive plate
through the external circuit (load) to the negative plate and returns to the
positive plate through the electrolyte. Electrolysis occurs in the cell as a
result of the electric current passing through it. During this process, the

* spongy lead of the negative plate is combining with the positively charged
component (SO) of the electrolyte, forming lead sulphate (PbS04) and causing
the negative plate to lose some of its negative charge. At the same time,
the oxygen of the lead peroxide of the positive plate is combining with a
part of the hydrogen in the electrolyte, forming water (H20) and also reduc-
ing the positive plate to pure lead (Pb). In addition, electrolysis is taking
place at the positive plate, forming more water and converting some of the lead
into lead sulphate. When a lead-acid cell is charging, the chemical action is
reversed, thus restoring the chemical energy released during discharge. The
chemical action in a lead battery is expressed by

DISCHARGEPbO + Pb + 2H2S04  -CHARGE 2PbSO4 + 2H20

Lead used to construct the plates in a lead-acid cell is relatively soft and
does not oossess much structural strength. For this reason, alloys of lead
are used to provide the necessary mechanical strength. The most prevalent
type of alloy in lead-acid batteries used today is lead-antimony. Recently,
another type of alloy, lead-calcium, has proven to be an excellent material
for constructing cell plates. Lead-calcium batteries have a much longer
expected operating life than lead-antimony batteries (about 40 percent longer)
and require less maintenance. However, they are more expensive initially and
are not necessarily the most economical batteries to maintain in all appli-
cations.
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Since they require less maintenance and attention than the lead-antimony bat-
teries, they are very useful at remote, unattended stations,.

A lead-acid battery can be maintained at full charge by placing its terminals
across a dc power source (floating). The open circuit voltage of a typical
lead-acid cell that is fully charged is about 2.05 volts. To float a battery
and maintain it in a fully charged condition, it is necessary to raise the
float voltage above 2.05 volts to overcome the cell resistance. Under normal
temperature conditions, the average voltage of the float charge is about 2.17
volts per cell. A second type of charge, the equalizing charge, is a special
charge given a battery to raise all of its cells to a uniform, equal voltage
and specific gravity. Each cell in a battery has its own individual character-
istics such as rate of local action (self-discharge), rate of charge, and capac-
ity. Although differences among cells are usually very small, over a long period
of time it is possible for an imbalance in cell voltages and specific gravity of
the electrolyte to become quite pronounced. The equalizing voltage is usually
about 2.30 volts per cell. Equalizing charges are also used to recharge a bat-
tery after it has been discharged during emergency use. Figure 5-40 illustrates
these voltages under various operating conditions, while table 5-15 sunmmarizes
the numbers of cells and total voltage for the system.

< 33 EQUALIZE

FLOAT
215

OPEN CIRCUIT-AC OFF
. 2.05

1 97 -FULL LOAD-Ac OFF

1 175

101
C 2 3 4

HOURS

Figure 5-40. Behavior of battery cell under various conditions.
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TABLE 5-15

TYPICAL STANDARD POWERING SYSTEMS

Nominal System Usual No. Float Equalizing Cutoff
Voltage of Cells Voltage Voltage Voltage

130 60 129 140 105
48 24 51.6 55.9 42.0
24 12 25.8 28.0 21.0

One of the most important systems engineering considerations in dc power plant
selection is the proper sizing of the batteries. In order to adequately specify
batteries for the application, the following parameters must be determined:

a. The current the battery will be called on to deliver.

b. The time the user requires the battery to deliver the current (usually
8 hours).

c. The cutoff voltage per cell by which the battery will be sized (usually
1.75 to 1.85 volts per cell).

d. The lowest temperature at which the battery will be required to operate.

e. The amount of time required to recharge the battery to sufficient poten-
tial so it may perform another duty cycle.

Knowing these parameters will then allow the systems engineer to determine the
ampere hours (AH) required of the battery. The following steps illustrate the
calculations required to properly size the battery:

a. Determine number of cells from table 5-15.

b. Determine cutoff voltage per cell by dividing cutoff voltage by number
of cells.

c. Determine amperes required per positive plate based on total hourly dis-
charge time (usually 8 hours). This can be found by referring to curves for a
specific battery. Figure 5-41 is an example of curves for an Exide lead-calcium
battery.

d. Determine number of positive plates required by dividing the total load
in amperes by the number of amperes per positive plate.

e. Determine total number of plates required (i.e., number of negative
plates per cell is one more than the number of positive plates).

f. Determine AH capacity by the following:

AHR = T x AHP x N
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where

AHR = ampere hours required,

T = discharge time required,

AHP = amperes per positive plate, and

N = number of positive plates required.

When this AH rating has been computed, any derating due to temperature must also
be introduced to obtain final results. Since a battery is normally rated at 77'F,
this AH figure may not reflect its true performance. A lower than normal temper-
ature may adversely affect the AH rating of a battery, while a higher than normal
temperature may increase battery performance ratings. These variations are caused
by the effects of temperature on the specific gravity of individual cells. Table
5- 16 lists the time alterations that may be considered at temperatures other than
770F when calculating battery AH capacity.

TABLE 5-16

TIME ALTERATION FOR LEAD-ACID BATTERIES
BASED ON HIGH AND LOW TEMPERATURES

Rating 320F 4OF 55OF 850F 1000F 120OF
Time (00C) (4.40C) (12.8-C) (29.4 0C) (37.8-C) (48.9-C)

1 Min 68" 74% 84% 106% 113% 121%
60 Min (1 Hr) 71% 77% 87% 1040/ 110% 116%

180 Min (3 Hr) 72% 78% 88% 103% 1080/ 113%
480 Min (8 Hr) 73% 78% 88% 103%' 107%v 112%
720 Min (12 Hr) 73% 79% 89% 103% 107% 111%

1440 Min (24 Hr) 74% 80% P9% 103% 107% 108%

Once the AH rating has been found, the figures may be conveniently checked with
figure 5-42, which graphically illustrates the battery sizes required as a func-
tion of total load and rundown time required. In this case, the rundown time is
1.84 volts per cell, which is slightly higher than the 1.75 volts per cell nor-
mally used. Thus, by using figure 5-42, a slight "fudge factor" is built in to
ensure adequate battery size.

5.7.2 Battery Chargers. The battery charger selection process is also an integral
task of the systems engineer designer. The battery charger used must be capable of
recharging the battery, maintaining it in a state of full charge (float), and simul-
taneously supplying the current requirements of the load. Three considerations
should be researched before selecting a charger: proper regulation of its out-
put, current limiting of the output, and filtering of its output.
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Figure 5-42. Battery sizing chart.
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The power regulation of a charger is important to the welfare of the batteries.
A fluctuating charging voltage may adversely affect the total life of a battery
system. The voltage regulation should be maintained within 0.5 to I percent
of rated value for optimal battery performance. Also, current limiting is
required so charger and battery damage will not occur due to system failures.

Filtering must also be incorporated into the charger so equipment will not be
damaged. The ac ripple on the dc output is of little consequence to the
battery system, but may adversely affect the performance of the commnunications
equipment. Therefore, it is advisable to select a charger that filters the
ripple to less than 0.5 percent of the dc output voltage.

5.7.2.1 Basic Types of Chargers. Three bas~ic types of chargers are used today:
resonant, magnetic amplifier (mag-amp), and silicon-controlled rectifier (SCR).
The resonant charger circuit, shown in figure 5-43, is the simplest type. The
essential circuit element is a ferro-resonant step-down transformer, whose out-
put voltage remains constant despite wide variations in the applied input voltage.
This constant output (secondary) voltage is rectified in a full-wave or bridge
silicon diode circuit, filtered, and applied to the load.

CHARGERI
0 0 FIURE ALARM

Figure 5-43. Resonant charger circuit.

5-72



The advantages of the resonant technique are directly related to its simplicity.
Chargers using this regulation method are inexpensive and relatively small and
lightweight. The penalties for this simplicity, however, ;nay be severe. The
resonant charger is sensitive to variations in the input ac line frequency, and
output voltage will vary approximately linearly with frequency in the t5-degree
range. Beyond this frequency range the system becomes unusable, because regu-
lating action for the power transformer depends upon the current developed in
its resonant winding to establish the correct core saturation operating point.

The mag-amp circuit, shown in figure 5-44, employs variable impedance inductors
in series with power rectifiers. This is a closed-loop control system, the
inductors being varied in accordance with an error signal derived by comparing
the output voltage to a reference voltage established by a temperature-stable
zener diode. Adjustment of output voltage is readily accomplished, and load
sharing features are easily incorporated. Also, the iron core components can
be designed to accommodate wide variations in ac line frequency with no effect
on regulation. It should be noted that, while figure 5-44 illustrates the con-
trol inductors (mag-amp) placed in series with the power transformer secondary,
they could be designed to work equally well on the primary side in series with
the line.

The SCR charger is illustrated in figure 5-45. The essential elements of this
design are very similar to the mag-amp design, except that power control induc-
tors are not employed, and the diodes are replaced with SCRs. The SCR charger
has the same advantages as the mag-amp charger and is generally a simpler design
that provides a smaller, lighter unit.

Each of the three types of charger circuits has different advantages and dis-
advantages. Application of the particular charger should be analyzed before
final selection is made.

5.7.2.2 Charger Configurations. Two basic systems configurations are used
for chargers: load sharing configuration and redundant (standby) configura-
tion. Load sharing is the application of two or more chargers connected to
a commion output bus to share the load relative to their respective capacity
ratings. In this configuration, a multiplicity of chargers may be intercon-
nected to simultaneously supply current to a common load. In the usual load
sharing configuration, two equal capacity chargers are paralleled and adjusted
so that each shares one-half of the total load. Chargers of different capac-
ities can also be paralleled and adjusted to share the load commensurate with
their capabilities. For example, a 100-ampere unit and a 50-ampere unit can
be adjusted so that the total load is divided on a three-part basis, the large
unit taking two-thirds and the small unit one-third. Redundant configuration
places the full load on one charger, with the standby charger being activated
only upon failure of the primary unit.

5.7.2.3 Charger Alarms. Four alarms are used on most chargers: low dc volt-
age, high dc voltage, ac power failure, and rectifier failure. If these alarms
are not standard, they may be ordered as options, and it is usually advisable
to do so from a maintenance standpoint.
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5.7.2.4 Charger Sizing. Another important consideration is adequate sizing of
the charger. The charger size, expressed in amperes of dc output capacity, must
be capable of recharging the batteries at the highest selected system voltage
while simultaneously serving the connected electrical loads. Figure 5-46 graph-
ically illustrates the required charger size as a function of recharge time. The
equation, below is used to select the proper charger size.

A ( TAH + L) X -I

where

A = ampere capacity of charger (but not less than 20 percent of
the 8-hour discharge rate of the battery),

AHR = ampere-hours removed from battery,

1.10 = charger conversion factor for lead-acid cells,

K, = temperature derating factor (see table 5-17),

K2 = altitude derating factor (see table 5-17),

T = maximum number of hours specified for recharging, and

L = continuous load on charger and battery during recharging.

TABLE 5-17

TEMPERATURE AND ALTITUDE DERATING

Temperature K, Factor Altitude K2 Factor

To 104°F 1.00 To 3,000 ft (1,000 m) 1.00
To 122°F 0.83 To 5,000 ft (1,500 m) 0.94

To 140°F 0.64 To 10,000 ft (3,000 m) 0.82

5.7.3 Counter EMF (CEMF) Cells. During transition periods from float to equal-
ize and from float to battery conditions, there may be sharp variations in the
dc voltages. Also, when the ac power to the charger is off and the batteries
are supplying power to the load, a device is required to regulate the voltage
across the load so constant potential is maintained. For these purposes, a
CEMF cell should be used for voltage regulation in all communications dc power
systems. This section describes three basic types of CEMF cells: steel alka-
line, selenium stack, and transistorized.
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Figure 5-46. Battery charger sizing chart.
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The steel alkaline CEMF cell has been widely employed in the past. It is a wet
cell, consisting of two sets of stainless steel plates irmersed in an electrolyte.
The cell is bipolar (i.e., will work in either direction). Current passing through
the cell decomposes the water of the electrolyte solution into hydrogen and oxygen,
which escape from the cell through the open vent hole in the cover and the venti-
lating spaces between the jar and the cover. The reaction lowers the level of
the electrolyte solution, and distilled water must be added at relatively fre-
quent intervals.

The selenium stack CEMF cell consists of several high-current capacity selenium
devices. These dry voltage regulating devices are capable of providing effective
service over long time periods. Overload and surge current characteristics of
these devices are somewhat limited and generally lower than those of the steel
alkaline and transistorized CEMF cells.

The transistorized CEMF cell uses the drop across a power transistor as its
regulating element. This drop, which is fairly constant for wide variations in
current flow, provides good regulation. Special adjustment features are typi-
cally incorporated in these cells to enable various fixed drops to be obtained.
For example, a 2.5-volt cell may also be adjusted to provide drops of 1.3 or
1.9 volts. Additional adjustment features provide the capability to set the
cells for any nominal fixed load current within 20 to 80 percent of their range.
This feature is especially useful in applications where anticipated future changes
in station equipment might substantially increase or decrease the nominal load
current.

All three types of CEMF cells are usually mounted in a rack along with other
charger equipment. It is therefore desirable to specify the CEMF cells to the
manufacturer supplying the charger equipment. If all requirements are specified
for a particular application, battery charger racks may be prewired and made
ready for installation by the vendor.
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APPENDIX A

PACIFIC MISSILE TEST CENTER DIGITAL COMMUNICATIONS

An all-digital, bulk-encrypted microwave system was procured during FY 80-82
to replace the existing analog voice and data portion of PMTC's Instrumentation
Data Transmission System. There will be an operational overlap of the old and
new systems. Digital service from Point Mugu to Laguna Peak and to San Nicolas
Island (SNI) began in November 1982. The 65-mile path from SNI to Laguna Peak
is one of the longest 45-megabit microwave links in the world. Rockwell and
PMTC are developing techniques for improving the reliability on this path.
Digital service to Santa Cruz Island (SCI) and to Vandenberg Air Force Base
(VAFB) will begin approximately one year later. Total cost of this effort was
about $5 million for contracted equipment and systems. The digital systems
provide 460 voice and data channels to SNI, 144 to Laguna Peak, 110 to SCI, and
108 channels to VAFB. In addition, a DS-2 (6.3 megabit) port will be available
from SNI through Point Mugu to VAFB for Peacekeeper and other high bit rate data
transmissions. Figures A-l through A-7 illustrate some features of the system.
System architecture is similar to the Washington Area Wideband System (WAWS),
but uses products from the Collins Transmission Systems Division of Rockwell,
International. Significant features of the system and major design decisions
are described in the following paragraphs.

Channel Banks. The system channel banks are of the "single codec per channel"
design, permitting any intermix of voice and data channels. The 50 kilobit
Extended Area Test System (EATS) data channels, the 51.3 kilobit Integrated
Target Control System (ITCS) channels, and the KY-3 and KY-28 secure voice
channels use special channel cards, which Rockwell developed for PMTC and is
now selling to other government and private users.

Switching System. The system was designed for future integration with an all-
electric switching system. The eventual switching system integration and
distributed channel bank installation will save cable pairs and provide a
simpler and more flexible distributed communications system.

Compatibility. The system has a fully remote fault reporting subsystem compat-
ible with future plans for automated data logging and analysis. Components
of the system, whether taken from the product line or custom designed, are
engineered to commercial interface standards for maximum flexibility of system
design and maximum application. Therefore, the fullest possible compatibility
with off-the-shelf test equipment, test procedures, and other telecommunica-
tions products from all industry sources is assured.

Encryption. The system is bulk-encrypted "for transmission only" using KG-81
encryptors. The basic system is unclassified. Secure data must be encrypted
in a secure manner before transmission over the bulk-encrypted microwave system,
as the KY-3 and KY-28 secure voice circuits will be.

System Bit Rate. Three digital microwave system configurations can be purchased

for imp,,.i,,ntatior,. The "three-level-partial-response" approach multiplexes
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eight DS-l data streams into a single 12.9 Mb/s stream designated "DS-A" by
Rockwell. This data stream is put on a conventional analog FM microwave
radio. This system is used for the links to Laguna Peak and to SCI, since
the data rate is more than adequate for the required number of channels. The
Digital Radio and Multiplexer Acquisition System under development for NATO
has just become available, but it has been surpassed by commercial systems
in most operating characteristics. The DS-3 44.7 megabit commercial systems
will handle 28 DS-1 data streams. The anticipated data requirements from SNI
will nearly fill the commercial system, so it was chosen. However, there is
as yet no crypto available from the National Security Agency (NSA) for this
data rate. Fortunately, a multiplexer developed for the WAWS will provide up
to 27 DS-1 streams and allow use of the KG-81 encryptor, which is available.

Propagation. The 65-mile overwater path between SNI and Laguna Peak will be
one of the longest 45-megabit microwave links in the world. No data were
available to predict performance on this path, so PMTC awarded a contract to
study the path. The digital radio has been on the air on this path with a
bit-error test set, and error data and radio status have been recorded on
tape for later reduction and analysis. Current data show an average error-
free seconds of 99.1 percent and an availability of 99.97 percent. The link
operates as an error-free link punctuated with loss of synchronization. The
recurring temperature inversion in the operational area hovers near path height
and produces considerable multipath. The multipath produces amplitude and group
delay distortion in the radio passband, which can only partially be compensated.
Efforts are being made to develop system immunity to this condition. The design
goal is not more than 1000 seconds per year with frame loss and not more than
two consecutive seconds with frame loss.

Data Channels. The Wescom model 360-D4 channel banks used in the system have a
"single codec per channel" design approach. Voice channels are supplied from
Wescom's catalog of industry-standard channels. Data channels for the asyn-
chronous 0-20 kilobit secure voice data and the synchronous 50 kilobit EATS
and 51.3 kilobit ITCS data were specially designed for PMTC by Wescom. The
IRIG-B timing can be relayed via the normal 3 kHz voice channels, which have
excellent low frequency characteristics. System design for the 0 to 100 kHz
Command Control information has not been completed. Personnel at PMTC are
presently documenting the CDT system on the range so that a system compatible
with the digital microwave can be implemented. Low-speed data will initially
be carried via data modems over voice channels, as it now is. Although the
digital microwave system can be made with a direct digital interface at 2400,
4800, or 9600 bits per second, the RS-232 interface now used is unsuited for
cable runs of more than 50 feet. When newer interfaces such as RS-422 become
available, they can be implemented. Wescom is currently developing modules
that will allow this system to provide Bell System Digital Data Service (DDS),
a nation-wide synchronous data service at up to 56 kilobits. Systems designers
are urged to use standard data rates for any new systems, especially those that
will use leased common-carrier facilities.

Telemetry Data. Digital microwave systems operate at fixed rates with only a
few parts per million allowed for stuffing to achieve asynchronous operation.
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Telemetry data comes at many different rates and may include doppler and drift.
An intelligent multiplexer/demultiplexer (or "smart mux") was developed by
Magnavox for the PMTC system. This smart mux, the MX-5410, can accept up to
12 channels, each at any rate from 10 kilobits to 1390 kilobits, and interface
at a Bell System Standard OS-i 1.544 megabit rate. The demux reproduces the
input, both data and clock. The unit is fully automatic and requires no pro-
gramming or setup for the various data rates.

Physical Security. The physical security of cryptographic equipment is primarily
the responsibility of the local Commanding Officer. Basically, he is responsible
for ensuring that access to and operation of the equipment is in accordance with
applicable NSA and service regulations. At Point Mugu, because none of the micro-
wave rooms is designated as a "Secure Area," the cryptographic devices are located
within Mosler equipment safes equipped with combination locks. Because no classi-
fied data are present, wiring into and out of the safes needs to conform only to
good technical practice for shielding and isolation. Under normal conditions the
safes may be locked, because the cryptographic devices will resynchronize auto-
matically without manual control.

Power. The primary customer for digital microwave equipment has been the commer-
cial telephone industry. Fixed telephone plants typically operate from -48 VDC
supplied by a battery plant charged from the AC commercial power. For this rea-
son, digital channel banks are designed to operate from -48 VDC. The microwave
sites at Point Mugu all operate from -24 VDC. Point Mugu and SNI have -48 VDC
available because of the telephone plants at those sites, and power distribution
panels for -48 VDC will be installed in the microwave rooms at SNI and Point Mugu.
At Santa Cruz Island and Laguna Peak, where no -48 VDC is available, the channel
banks will operate from DC/DC converters supplying -48 VDC from the available
-24 VDC.

Fault Reporting. The system is eisigned using the MCS-ll Fault Reporting System
from Rockwell. The MDR-8 digital radio provides for up to eight 32 kilobit
auxiliary channels in addition to the 44.736 Mb/s data stream. One of these
channels is the orderwire, and a second serves the MCS-ll. Summary alarms such
as rack or shelf alarms are polled regularly and relayed back to building 531,
where they will be displayed both in the microwave room and downstairs in "Tech
Control." These summary alarms will monitor the radios, multiplexers, channel
banks, cryptos, and AC power. It is contemplated that a second, independent
system will be installed later to monitor site and housekeeping functions such
as intruder and fire alarms and any other functions that can be represented by
a switch closure. A detail alarm permits remote monitoring of the radio alarm
panel, including battery voltage, received signal level, and detail radio status.
The VAFB system is polled independently by both VAFB and Point Mugu for status
display at both ends of the system.

Trunk Processing. Commercial channel banks such as the Wescom 360-D4 are
designed for compatibility with Bell System standards and include trunk
processing. Periods of frame loss are integrated and timed as a measure of
link performance. Poor performance (frame loss of more than 2-1/2 seconds)
initiates trunk processing, wherein all 24 voice channels are busied out for
about 15 seconds. In commercial service, this prevents a digital switch from
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selecting a noisy channel. In government range service, the additional
15-second loss could lead to automatic self-destruction of a missile if
command-control information were lost for that 15 seconds. At PMTC the
trunk processing feature has been deleted by a simple modification to the
Alarm Logic Unit in the Wescom 360-D4.

Crypto Bypass. The CI-3 system consists of the KG-81 crypto mounted (as a
plug-in module) in either an HNF-81-1 frame (for classified applications)
or, as at PMTC, in the HNF-81-2 frame, which incorporates a bypass function.
By remote switch activation of the bypass function at both ends of the link,
plain text operation of the system can be continued while the KG-81 is
removed for maintenance. Because the KG-81 is the only nonredundant ele-
ment in the system, a crypto bypass panel has been placed in "Tech Control"
to allow system controllers to initiate bypass at both ends of the link from
a single switch.
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APPENDIX C

GLOSSARY

AFC Automatic frequency control.

AGC Automatic gain control.

AM Amplitude modulation.

ASCII American Standard Code for Information
Interchange.

Attenuation Distortion Departure of a signal from uniform amplifi-
cation or attenuation over the frequency
ranges of interest.

Availability May be either instantaneous or mean. Instan-
taneous availability is the probability that
a system is in operation at the time it is
needed. Mean availability is the fraction
or percentage of the operating time during
a given time interval.

AWG American wire gauge.

Azimuth (AZ) Refers to the orientation of the microwave
antenna with respect to due north (i.e.,
270-degree azimuth is due west).

Baseband Repeater Commonly called a remodulating repeater.
This type repeater fully demodulates the
incoming RF signal to baseband and then
remodulates the baseband back to RF for
subsequent transmission to the next
facility.

Baud A unit of modulation rate. In binary trans-
mission systems, the baud and bit per second
are synonomous. In M-ary systems, the number
of bauds is indicative of the number of tran-
sitions per second.

BB Baseband.

BCD Binary coded decimal. A code in which the
10 digits (0-9) are conventionally repre-
sented by the binary numbers 0000 through
1001 and all other numbers are structured
on these basic digits.
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BER Bit error rate. A ratio of the number of
errors in a stream of information bits to the
total number of bits.

Bessel Function A mathematical function commonly used for
derivation of frequency modulation sideband
energy.

BIF IF bandwidth. The parameter used in deter-
mining the received noise bandwidth in
calculating signal-to-noise ratios.

Bipolar A data format whereby logic I's alternate
positive and negative from the reference
baseline.

Bit Binary digit, either logic 1 or logic 0.

Bit Interval The time equal to one period of the system
clock frequency.

BNZS Bipolar, but with N zeros substitution
(PCM terminology).

Boltzmann's Constant (k) A constant commonly used in noise calcula-
tions (i.e., k = 1.3803 x 10-23 J/K).

bps Bits per seconds, a commonly used measurement
denoting data transmission speed.

BPSK Binary phase shift keying, sometimes called
PSK or 2PSK, is a modulation technique in
which the modulating information shifts a
carrier in phase from a reference.

BWR Bandwidth ratio. Used in determining signal-
to-noise ratio from NPR, i.e.,

BWR = 10 log (Occupied baseband bandwidth)(Voice channel bandwidth)

Byte A single group of bits processed together,
usually consisting of 8 bits.

B3ZS Bipolar with three zero substitution data
format.

Carrier-to-Interference The ratio of desired carrier to interfering
Ratio (C/I) carrier in a communication system, i.e.,

C =10 log desired carrier level
T(dB) interfering carrier level
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Carrier-to-Noise-Ratio A measurement of performance in a receiver
bearing a distinct relationship to the output
signal-to-noise ratio. (See figure C-l.)

70 Saturation
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Figure C-1. Carrier-to-noise ratio.

CCIR International Consultive Committee for Radio,
organized under the auspices of the Interna-
tional Telecommunications Union (ITU), Geneva,
Switzerland.

CCITT International Consultive Committee for Tele-
phone and Telegraph, organized under the
auspices of the International Telecommunica-
tions Union (ITU), Geneva, Switzerland.

CEMF Cell Counter EMF Cell. This device is used to
regulate the voltage across the load.

CMOS Complemetary metal oxide semiconductor. A
family of logic devices that operate at a
slower speed and have lower power require-
ments than ECL.

Coaxial Cable A transmission line in which one conductor
surrounds the other, the two being coaxial
and separated by some form of dielectric.

This cable may be air-filled with foam die-
lectric spacers or may have a solid foam
dielectric.
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Codec Coder-decoder. This is an acronym used in
PCM4 terminology for a device capable of both
encoding and decoding the 8-bit words of a
T-1 bit stream.

Compandor Compressor-expander. The compressor com-
presses the intensity range of VF signals
at the source by imparting more gain to
weak signals than to strong signals. At
the far end output of a communication cir-
cuit, the expander performs the reverse
function by restoring the intensity of the
signal to its original dynamic range. This
circuit thereby serves two functions:

a. It improves signal-to-noise ratio.

b. It limits dynamic power range of VF
signals, thereby allowing better circuit
quality using 8-bit coding of PCM signals.

DADE Differential Absolute Delay Equalization. A
term commonly used in testing the DMX-13.

dB Abbreviation for decibel, a relative unit of
measurement describing a ratio, i.e.,

dB = 10 log 10 (the power ratio of a network).

dBa* Decibels above reference noise adjusted (dBrn
adjusted),a noise measurement unit using FlA
weighting (now obsolete):

1 mW, 0 dBm at 1000 Hz = +85 dBa = -85 dBm.

dBm Decibels referred to I mW, i.e.,

dBm = 10 logloPowerm(mW)

dBmO An absolute power unit in dBm referred to the
0 TLP (zero level point).

dBmp A noise measurement unit based on dBm using
psophometric weighting.

*See next page.
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dBmV An absolute voltage level measurement unit
based on the dB referred to 1 mV across
75 ohms, i.e.,

20 log1  voltage (mV) at 75-ohm impedance

dBmV 1 mV

dBr Decibels referenced. The number of decibels
of level above or below a specified reference
point in a system.

dBrn* A noise measurement unit developed for the
type 144 handset (rn stands for reference
noise):

0 dBrn = -90 dBm (10- 12 W or 1 pW).

dBrnC* A noise measurement unit using C-message
weighting (designed for 500 subsets):

0 dBm at 1000 Hz = +90 dBrnC

dBW Decibels relative to 1 watt:

0 dBW = +30 dBm = 1 watt.

Delay Distortion Also called envelope delay distortion or
group delay. This is distortion imparted
to a band of frequencies as they experience
different time delays through a network.

*To convert flat noise in dBm to noise weighting, use the following:

dBa = flat noise (drn) + 82

dBrn = flat noise (dBm) * 90

dBrnC = flat noise (dm) + 88.5

However, at 1000 Hz, a 0-dBm power reading would yield the following:

0 dBm at 1000 Hz = 90 dBrn (for 144 handset)

0 dBm at 1000 Hz = 85 dBa (FlA handset)

0 dBm at 1000 Hz = 90 dBrnC (C-message for type 500 handset)
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Di-Bit Coding Coding for transmission at 2 bits at a
time, so that each transition on trans-
mission represents 2 bits of information.

Differential Delay The difference between the maximum and
minimum frequency delays across a band
of interest.

Distortion An undesirable alteration of the original
signal. Distortion is of two general types:
amplitude distortion and phase (delay) dis-
tortion.

Diversity A form of LOS transmission protection using
multiplex modes, usually in space or fre-
quency, to compensate for path fading or
outages.

DS A Bell System convention used to describe
the digital hierarchy, i.e.,

OS-1 = 1.544 Mb/s (24 VF channels)

DS-2 = 6.312 Mb/s (96 VF channels)

DS-3 = 44.736 Mb/s (672 VF channels)

DS-4 = 274.176 Mb/s (4032 VF channels)

DSB Double sideband. A form of AM (amplitude
modulation) where the same information is
carried on each sideband. If the term DSB
is used, it should be stated whether the
carrier is suppressed or not.

DSBEC Double sideband, emitted carrier.

DSBSC Double sideband, suppressed carrier.

Echo Distortion Distortion generated by return loss along a
transmission line.

ECL Emitter-coupled logic. A family of high-speed
logic devices used in the high-speed interface
shelf of the DMX-13.

Effective Earth Radius A term that expresses the radius of the earth
as it relates to LOS microwave propagation,
i.e., effective earth radius : K times the
actual earth radius.
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El RP Effective Isotropically Radiated Power.

Envelope Delay See Delay Distortion.

Equalize In reference to dc power system, this term
denotes the charging process where all battery
cells are raised to an above-normal value in
order to ensure all cells are at a uniform,
maximum operating potential.

Fading A general term applied to the loss of signal,
as seen by the radio receiver at its input.
Fading is dependent upon both climatic and
terrain variables.

FCC Federal Communications Commission, the U.S.
Federal telecommunications (and radio) regu-
latory authority.

FDM Frequency division multiplex.

Ferroresonant Charger A straightforward battery charger design
using a ferroresonant step-down transformer.
This type charger is highly sensitive to
variations in the input ac line frequency.

Fixed Noise Fixed noise is due to power supply noise,
transistor noise, etc. This type of noise
is not measurable separately.

Floating A term used to describe the process of keeping
a battery fully charged to serve as a standby
dc power source in the event of battery charger
or ac power source failure.

FM Frequency modulation.

Frame In PCM, the assembly of digits that together
constitute the repetitive cycle of the multiplex.

Free-Space Loss The theoretical radiation loss that occurs
through the atmosphere, usually designated
A, i.e.,

A = 36.6 + 20 log D + 20 log f, where

D = distance in km and

f = frequency in MHz.
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Fresnel Zones An obstacle clearance criteria for the micro-
wave beam, used to measure the effect of the
obstacle in terms of frequency rather than in
terms of feet. The nth Fresnel zone is a sur-
face surrounding the microwave beam that con-
tains every point for which the sum of the
distance from that point to the two ends of
the path is exactly "n" half wavelengths
longer than the direct end-to-end path.

FS K Frequency shift keying. A modulation technique
commonly used in teletype transmission (TTY).

FlA (weighting) An obsolete weighting used in the United States.
Noise units used with this weighting network
are dBa.

Gas Arrestor A type of lightning arrestor comprising a
number of air gaps in series between metal
cylinders or cones.

Gaussian Distribution Also called normal distribution. A density
function of a population that is bell-shaped and
symmetrical with respect to a given reference.

Giga A prefix meaning one billion, i.e., 109.

Group In FDM carrier telephony, a number of voice
channels multiplexed together and treated as
a unit. A basic group commonly consists of
twelve 4-kHz VF channels from 60 to 108 kHz.

Group Delay See Delay Distortion.

Guy A wire or cable commonly used to brace the
antenna tower of a communication station.

Harmonic A sinusoidal wave having a frequency that
is an integral multiple of the fundamental
frequency.

Heterodyne To mix two frequencies together in order to
produce two other frequencies equal to the
sum and the difference of the first two.

Heterodyne Repeater A radio repeater that accepts the incoming RF,
converts it to IF, applies it, and reconverts
it to RF for further transmission.
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Hot-Standby The provision of a parallel equipment con-
figuration that can be switched into use upon
failure of the primary equipment.

Idle Channel Noise A performance measurement used in either FDM
or TDM systems. This parameter is the measure-
ment of noise in the channel with no signal.

IF Intermediate frequency. In microwave appli-
cations, this frequency is typically 70 MHz.

IMPATT Impact Avalanche and Transmit Time semiconduc-
tion device. This is a PN junction device
operated with a large back bias so avalanche
breakdown occurs in the active region.

Intermodulation Noise Noise caused by nonlinearity in the system
when speech signals in one or more channels
give rise to harmonics or IM products which
appear as noise in other channels.

Intersymbol Interference Pulse distortion due to filtering and delay.
This is indicated by blurring of the eye
pattern.

Intrinsic Noise Also known as idle noise, this noise consists
of both fixed and variable noise. This type of
noise is measured without the baseband loaded.

Inside Plant A term denoting the equipment that is inside
the walls of the installation. In contrast,
outside plant denotes all equipment that is
outside the transmission facility, such as
antennas, towers, etc.

Johnson Noise Commonly called thermal noise, this is the
noise inherent in all communications systems
due to the random motion of electrons within
all equipment elements, ie.,

Noise = Pn = KTBF, where

K = Boltzmann's constant,

T = temperature in degrees Kelvin,

B = noise bandwidth (usually BIF), and

F = receiver noise figure.
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Jumbo Group A group of FDM VF channels made up of six
master groups (Bell System FOM hierarchy).
The basic jumbo group occupies the spectrum
from 564 to 15,548 kHz.

K Factor Used in LOS radio path profiling to determine
the amount and type of bending a radio beam
may undergo. For K > 1, the beam is bent
toward earth. For K < 1, the beam is bent
away from earth.

A Lambda, a Greek letter referring to wavelength.
Lambda also refers to failure rate when dis-
cussing equipment reliability.

L BO Line build out, a method of extending the
length of a line electrically, usually by
means of capacitors.

Line Frequency A term used in FOM. The band of frequencies
that the multiplexer applies to the trans-
mission line.

Loading A term used in FOM systems. This term refers
to the amount of traffic a system may accommo-

A date at a given time.

Mag-Amp Charger This type of charger uses variable impedance
inductors in series with power rectifiers.
Load sharing is easily accomplished with this
type of charger.

Master Group A group of 600 VF channels, as developed by
the Bell System hierarchy. The frequency
allocation for the master group depends
upon the specific frequency plan being used.

mm Region As designated by the ITU, the frequency band
from 30 to 300 GHz. For most purposes, how-
ever, this frequency range extends from
13 to 100 GHz.

Modem Modulator-demodulator.

Modulation Index (in) In FM, the modulation index is given as

follows:

M peak frequency deviation (fd)

highest modulating frequency (fin)

C- 10



MTBF Mean time between failure.

MTR Mean time to restore.

MTTF Mean time to failure.

1

MTTF = failure rate (X)

MTTR Mean time to repair.

Multipath Distortion Distortion that results from the difference
in time of arrival of signals that have
traveled along different paths between
transmitter and receiver.

NLR (P) Noise load ratio, i.e.,
NLR = P = -1 + 4 log N (for N < 240 channels)

or

NLR = P = -15 + 10 log N (for N > 240 channels).

Noise Figure (F) The ratio of the S/N at the input of a net-
work to the S/N at the output, i.e.,

F = S/N in
S/N out

NPR Noise power ratio. In FM/FDM systems, this
denotes the performance of intermodulation
noise when measured under standard fixed
cohditions. This is the ratio, expressed
in decibels, of (1) the noise in a test
channel with all channels loaded with
white noise to (2) the noise in the test
channel with all channels except the test
channel fully noise loaded.

NRZ Nonreturn to zero. A data stream format in
which data bits are single-valued over a bit
interval.

OBS Out-of-Band Signaling. In FDM systems, the
method of channel signaling that uses a
tone-on, tone-off condition at a frequency
between 3400 Hz and 4000 Hz, usually 3825
to 3875 Hz.

Outage Time (0) The amount of time, on a per day, per month,
or per year basis, that a circuit is not usable
because of propagation or hardware failure.
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OW Orderwire, service channel.

PAM Pulse amplitude modulation.

PCM Pulse code modulation.

PDM Pulse duration modulation.

Periscopic Antenna Instead of using a long waveguide run up a
System tower, some radio links resort to an "optical

mirror," similar to that used with a submarine
periscope. In this case, a passive reflector
is installed at the top of the site antenna
tower (or whatever operating height), and
the parabolic reflector antenna is installed
oriented upward with its ray beam in near
field at a 45-degree angle with the reflector,
in such a way that the reflected ray is directed
at the distant antenna. Depending upon near-
field location and passive reflector size, a
periscopic system may display up to a 3-dB gain
or loss over simple parabolic antenna systems
with their waveguide run loss not included.

PSK Phase-shift keying. A form of phase modulation
in which the modulating function shifts the
instantaneous phase of the modulated wave
between predetermined discrete values.
Commonly used types of PSK are 2PSK or BPSK,
4PSK or QPSK, 8PSK, and 16PSK.

Psophometric A noise weighting used to determine noise
power levels. For 3.l-kHz channels, the
noise level must be reduced 2.5 dB to obtain
the psophometric power level. For any other
bandwidth, the weighting factor is as follows:

weighting factor = B = 2.5 + 10 log dB.

pWp Picowatts psophometrically weighted.

QPSK Quaternary phase-shift keying or 4PSK. A four-
level modulation method whereby the information
is contained in any one of four phases of the
transmitted carrier, i.e.,

01 = 0-degree phase shift,

10 = 90-degree phase shift,
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11 = l80-deqref pha&*, .hift, and

00 =  270-dq i-i-e pha 'e r, ift.

Quantizing Distortion Common in diuital transiiission, a noise gen-
(Quantizating Noise) erated by encoding the VF samples, i.e.,

Quantizing Noise(dB) = 20 log 2 N, where

N = number of encoded levels per sample.

Reliability This term applies to either equipment or
propagation. In general, this is the prob-
ability that a system or a part thereof will
operate as intended during a certain period
of time.

Reserve Time (Batteries) The time the system can operate from the dc
battery supply exclusively.

RFI Radio frequency interference.

Scintillation A random fluctuation of a received signal about
its mean value, the deviations being relatively
small. Scintillation fading is usually rapid,
with many fades occurring within one minute.

SCR Charger Silicon-controlled rectifier charger. Similar
to the mag-amp charger, the SCR charger uses
silicon-controlled rectifiers instead of con-
ventional diodes.

SHF Super high frequency. That band of frequencies
encompassing 3000 to 30,000 MHz.

Signaling Intelligence conveyed between switching facil-
ities so one subscriber may be connected to
another. Signaling -onsists of the following
types: subscriber and interswitch. Signaling
also consists of the following functional types:
supervisory and address.

S/N Signal-to-noise ratio, usually expressed in dB.

SSB Single sideband. A form of amplitude modulation
in which information is transmitted on one side-
band only.

SSBSC Single sideband suppressed carrier. Commonly
used in frequency division multiplexers.
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Supervisory Signaling A two-state form of signaling between sub-
scribers and Central Office switch or between
switches. This signaling provides the fol-
lowing types of information: calling party
off hook, calling party on hook, called party
off hook, and called party on hook.

TOM Time division multiplex.

TE1,1 Mode TE stands for transverse electric wave. In
circular waveguide, the TE1 ,1 mode is the
dominant wave.

Thermal Noise See Johnson noise.

Throughput The amount of useful information that a data
transmission system can deliver end-to-end.
Parity bits, stop and start elements, etc.,
reduce throughput.

twt Traveling wave tube. These devices are used
as RF power amplifiers in applications where
30 dB or more gain is required.

VF Voice frequency. A voice frequency channel
extends from 300 Hz to approximately 3.4 kHz.

VU Volume unit. A measure of level, usually used
for complex audio signals, such as voice or
program traffic. The unit is logarithmic.
For a continuous sine wave across 600 ohms,

0 dBm = 0 VU. For complex signals in the
VF range, we say

PowerdBm = VU - 1.4 dB.

Zo  Characteristic impedance of a transmission
line.
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