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PREFACE

The analysis, computer programs and results discussed herein are
the result of analytical research performed for -
Rome Air Development Center
Deputy for Electronic Technology
L.G. Hanscom Air Force Base, Massachusetts 01731.

Sections II and III of this report were prepared by Peter P.
Wintersteiner, and Section IV was prepared by Stanley Woolf.
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3o I. INTRODUCTION

During the past fifty-six months our work consisted of technical

." efforts in the areas of dielectric waveguide mode and array studies, a

) quantitative study of mechanism for producing diffraction gratings in
crystals exhibiting photorefractivity, and electron scattering, transport
and energy deposition in solids. These efforts resulted in the construc-
tion of mathematical models and accompanying computer programs which

will be described in the following sections (Volume I). The computer

35 program listings are provided in Volume II.




MODES OF DIELECTRIC WAVEGUIDES AND ARRAYS
OF DIELECTRIC WAVEGUIDES

11,

1. Introduction

A substantial effort was devoted to the study of the properties of the
modes of various constant-index dielectric waveguides and systems of such
guides. This portion of the work can be broken down in the following
manner:

1) Use of an integral-equation technique to find the modes of two-
medium step-index waveguides of arbitrary cross-section, using
the scalar approximation.

2) Use of the integral-equation technique to find the modes of arrays
of parallel guides of arbitrary shape and arbitrary orientation in
the cross-sectional plane. The scalar approximation was used here
as well.

3) Use of the integral-equation technique to find the modes of single
guides with three concentric regions of differing refractive index.

4) Use of a variational calculation to approximate the modes of simple
composite systems. In particular, the problem of a circular con-
centric configuration (the "multiple-layered" or "core-ring" guide)
was treated with emphasis on multimode operation. The problem of
two adjacent circular guides was also considered.

The usefulness of establishing the propagation properties of the various
waveguiding systems mentioned above has been understood for many years.
Simple two-region guides are used for optical communications and remote
sensing systems in hundreds of ways, and also have microwave applications.
Arrays of guides, particularly in single-mode operation, are the key ele-
ments of switches, modulators, and other devices having a multitude of ap-
plications. Multilayered guides are also finding their way into new systems.
In particular, tube guides and W-profile guides have superior dispersion
characteristics; and concentric core-ring guides are being explored for
duplex transmission and secure-communication purposes.

The integral-equation technique offers the opportunity to solve for the
modes of all these configurations within a uniform framework. Also, since
it is indifferent to the shape of the guide cross-sections encountered, it
applies to a variety of situations which normally would require separate
formulations. (The need to study non-circular cross-sections derives from
problems involving imperfectly-formed near-round cores, purposely-designed




AL AP P 3 NN

P N T A 3

[V ¥ ' of )

&t

) -V FIR

2

-
"~
-

elliptical cores, and rectangular or near-rectangular shapes used in inte-
grated optics---among others.) For these reasons we have carried through
the analysis and developed several FORTRAN programs to deal with the most
important configurations. The programs have not been combined into a single
software package, but this could be accomplished with a modest effort.

The effort reported here was restricted to the scalar, or weakly-
guiding, approximation which is appropriate for most optical wave-guides.
However, as indicated in Reference 1, the integral-equation technigue can
be extended to obtain the full vector solutions for the waveguide modes,
and as such is also applicable to microwave problems and problems involving
the polarization of optical signals.

The formulation we have developed is basically a two-dimensional one,
and as such does not apply to guides or arrays which have geometrical var-
iations in the longitudinal direction.

The direct results of the computations described below are the normalized
propagation curves and the spatial mode patterns. Once the physical parameters
of a system~---the wavelength, the guide dimensions, the geometrical con-
figuration (in the case of an array), and the indices of refraction---
are specified, these quantities and others which can be derived from them
can be obtained. The latter include dispersion, beat-lengths, and power
transfer among elements of arrays.

The principle scientific accomplishments of this work have been pub-
lished in References 1-5. They include, apart from the numerical data
themselves:

1) the demonstration of the efficacy and usefulness of the integral-
equation technique and the variational calculation;

2) the development of an ability to study modal properties of compli-
cated systems which could not otherwise be treated;

3) the simplification of the computations for relatively modest
systems, like the two-region elliptical core waveguide, which
can be treated by other means (e.g., separation of variables)
at 8 gruesome cost in complexity;

4) the evaluation of evanescent-field crosstalk in circular con-
centric core-ring guides, leading to the recognition that:

a) the crosstalk is due almost entirely to the modes nearest
cutoff, and

b) the crosstalk is extremely sensitive to changes in the
physical parameters of the system;

RN A A




s 5) the direct comparison of modal properties of guides as their
. shapes are varied continuously; and

2o ¥

Ef}j 6) the confirmation of many results from previous work of other
Pig- authors, production of the only reliable estimates of errors
&j{ resulting from approximations which are required by their tech-

niques, and identification of general circumstances in which
these errors may or may not be significant.

e ) Most of the results that we present involve elliptical and rectangular
;{ﬁ% cross-sections, but calculations for other shapes were also done.

N

)\ ¢

Section II is organized according to the four divisions indicated
at the beginning of this introduction. The formulation of the various
~ . . e
i problems in terms of integral equations is similar and relies upon the
e same basic ideas. As a consequence, much of the discussion of Section 11.2,

B, although not repeated, applies to Sections I1.3 and 1I.4.
.
[~
rd
';t 2. Isolated Step-Index Guides
)“4_
s
o
>
2.1 The Basic Integral Equation
{i: The general procedure of the integral-equation technique is to derive
,:;. an integral representation for the various field components that is equiv-
A alent to the appropriate differential equations inside and outside the
- guiding regions and that guarantees as well that the boundary conditions
i are satisfied. These differential equations for the field components in-
i side the guides have a known set of solutions which can be considered a
_ﬁ\ set of basis functions. The field components can be expanded in series
o of these basis functions, with unknown coefficients. On introducing the
{? expansions into the integral representations, they become sets of linear
o (matrix) equations whose matrix elements involve the basis functions in
) line integrals that are taken over the boundary of the cross-sectional
NI shape. This is the only way the boundary enters; there is no need to match
\;: interior and exterior solutions across it. Since the set of matrix equa-
.i; tions is a homogeneous one, it has solutions only for certain allowed values
- of the parameters involved.. One of these parameters is the propagation
_i: constant which we seek.
e
$~ The description above applies to guides of index n; embedded in
LY
ﬂ: a medium of smaller index n, with no other restrictions on the magni-
'ﬁ: tudes of n,sor m,. In practice, however, it is very common for n,
o
b" - .,:
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) to be very close to n, . In this "weakly-guiding" case certain vectorial

. aspects of the general procedure cutlined above become simpler, and in

) fact the problem can be reduced in a good approximation to a scalar one.
A We have therefore concentrated on this scalar formulation and based our

) numerical calculations upon it.

The geometrical arrangement which we assume for isolated step-index
' waveguides is shown in Fig. 1. The cladding (n,) is assumed to be in-
2 finite in extent. 1In all that follows, we assume that the t- and
' 2-dependence of the solutions corresponding to wave propagation along the
[, guide is entirely contained in the factor exp(ikgz- iwt), k8 being the
propagation constant to be found. With the definitions

(la)
h-o * Wwe &. z k. n, k\ L] k‘n‘ (I‘J
E Qc)
e and
i 'Y a L §
‘~ v‘ ] k. - k‘ (a. )
a ™ s
LA O (ab)
J
\
Y
] P/
F: ;
e
' > X ")
b Fig. 1 The cross-section of a cylindrical dielectric waveguide
. parallel to the z-axis. The interior is denoted by A,
5 and the boundary curve by L. The outward normal to the
P cylinder is n and the unit vector tangent to L is t.
:t ) The positive z-axis is out of the plane of the paper.
k- 5 .
; -
3 .
‘ R
- A
O o

~

|
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one can immediately show from the wave equation that the electric field
(and, separately, each component of it) satisfies

ot - . .

(V" + B)EG) = o P insida A (3a)

alh

F Y .
\V* + YEP ° ¢ eudnde A (31)
= 3

where V2 is the two-dimensional Laplacian. The magnetic field ﬁ(ﬁ) satis-~
fies the same equations. Of course, as is well known, the propogation

constant satisfies the inequality k1?kg>k2 for guided modes, so Yy; is real
and Y, is purely imaginary.

The basic idea of the scalar approximation is that the longitudinal
field components (E,,B,) are small compared to the transverse components,
and can in fact be neglected. This is a consequence of the nearly-vanishing
difference between n; and ny, because under those conditions the only
waves which can be guided by means of total internal reflections are those
whose propagation directions are very nearly parallel to the longitudinal
direction (z). It follows, as is explained in some detail in References 1
and 2, that a single field function can be used to represent any transverse
field component and that this (scalar) function satisfies the boundary
conditions imposed by the nature of the problem. The integral equation
for this function, & , is

T = - IR 9.5 A ®

where the integration is over the interior area and gz(iﬂ??ﬁ is the
Green function satisfying

(V* + Y2)8GPfY » §g-9" (5)

Its equivalence with the Helmholtz equations, Eqns. (3a) apd (3b), can
be demonstrated by acting on both sides of Eqn. (4) with V2+ y? and
2

using Eqn. (5). Because of the delta function, one gets two separate
equations depending on whether ﬁ is inside or outside the guiding region.
That the boundary conditions are satisfied follows from the properties

of the Green function <1>,

An alternative form of Eqn. (4), which leads to simpler computational
procedures, results from converting the integral over the interior area

s R N 0 N R N VL A S SO AT
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to a line ggfegral over the boundary, using Green's second identity. For
any point P in the interior,

I[,‘(“hi‘)%‘:&.n - ;(f')g’%g)]h_' = 0 (€)

where -5:—; represents the outward normal derivative at points b",

on the boundary.

Eqn. (6) represents the general formulation of the waveguide problem
for single guides. It is still necessary to introduce explicit expres-
9

sions for B, ¢, and —, in order to reduce the equation to a useful form;

and then one must per?grm the required integration and solve for the actual
propagation constants and fields. However, those explicit expressions

are completely general in form---that is, they are not dependent on the
geometry or the values of the physical parameters involved. As a result,
the method is applicable to any configuration for which the weakly-guiding
condition obtains. It is true that the more bizarre shapes may require

a lot of computational work---due to poor convergence of series---but the
generality of the method is not diminished by this fact. In truth, a great
many very different configurations may be treated quite economically within
this framework.

Eqn. (6) is of further importance because the procedures leading to
it are easily generalized to apply to N separate guiding regions embedded
in a single cladding. Such arrays of guides could be viewed as a single
guide with very peculiar boundaries (with infinitesimally thin "fins" con-
necting them, for example) and Eqn. (6) would therefore be written as a
sum of line integrals (over the different boundaries) instead of a single
integral. Insofar as such configurations fall into the "bizarre" category,
at least within the class of "single guides", convergence would generally
be poor. In fact, it is advantageous to introduce N separate coordinate
systems, each with its origin within a different core. This results in
N separate homogeneous equations like Eqn. (6), each one a sum of N line
integrals. Nevertheless the ideas behind this procedure, which is laid

out in Sec. II.3, are exactly the same as those givem above.

2.2 Equivalent Linear Equations

To proceed from Eqn. (6), the starting point, two of the things we
need are an assumed general form for the solution, ®(P), and an appro-
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priate representation of the Green function for Helmholtz' equation. The
Green function is

?g‘?oi‘) L "]E H.(YI-‘ ?'?‘l) (7)

where H, is the Hankel function of the first kind of order zero. The
representation we choose is one which converges for p<p”, and which can
be derived by application of Graf's addition theorem <6> to Hg:

» . A ' .
G = ~§ECH I Tbruplesstd cos2é’ s sintdsiae] @)
dze '
peP

In this equation, Jz and H, are Bessel and Hankel functions of order %.
€g is the Neumann factor, equal to 1 for %= 0 and 2 otherwise. This
Eboice is dictated by the fact that Eqn. (6) applies to observation points
p which lie in the interior region, while the "source" points, E?: lie
on the boundary. Thus, in terms of any coordinate system whose origin
is in the interior, there is at least one point, Ef, (e.g., that at the
origin) satisfying the inequality for all possible values of ??3 no mat-
ter how peculiar the boundary. The representation, Eqn. (8), will there-

fore converge for all the integration points we will choose as we perform
the line integral indicated in Egqn. (6).

The complementary representation, valid for p>p”, is needed together
with Eqn. (8) to treat the problem of multiple guides (arrays). We set
it down for future reference.

3u({,f = ‘.% ‘E. €. Talxap') Hel Yag)[c.os.N st +  smidsmid ] ")
t 1] '
g2¢

For ¢ we assume the most general solution of Helmholtz' Equation
for the interior region:

2(p) = | 2 ﬂtv.g‘)[Cg cos ¥+ 'b,;;,.,w] (o)

Sse

where the C, and D, are expansion coefficients. Of course, for many cases

of importance, symmetry considerations allow one to eliminate some or most .
of the expansion coefficients by inspection. This is discussed in Sec. 1I.2.3,
but for now we continue with our outline of the general formulation.
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In the two dimensions presently under consideration, an arbitrary
point p 1is specified by components (p,¢$). The boundary L is some curve,
p($), parameterized by the angular coordinate. As a result of this param-
eterization, the unit vector perpendicular to the boundary is given by

LT on

Using this and the expression for the gradient in cylindrical coordinates,
we find the normal derivative at the boundary to be

R

When this operator is put into the integral equation (using primed co-
ordinates, of course) the differential path length dL drops out in favor
of d¢. As a result, therefore, of being able to express the boundary as
some differentiable function (), the line integral becomes a simple one-
dimensional integral over the angular coordinate which is quite su1tab1e
for calculations.

l - Ao;
m - " ®

We have not considered boundaries for which p(¢) is multivalued or
nondifferentiable.

(Eqn. (11) can be derived by writing the tangential unit vector on
the boundary, t, as

b gh - By |f|'$“—“ < [ B{3% e d} @

and requiring t.n=0 and fA.n= 1.)

The application of the normal derivative to the infinite series for
@) and gz(p.ﬁ“) is straightforward, and the manipulation following the
introduction of these derivatives and functions into Eqn. (6) is merely
tedious. However, the fact that each term in the Green function expansion, |
Eqn. (8), is separable into a factor containing the primed coordinates
and a factor containing the unprimed coordinates is of great importance
because it allows all the functions containing the unprimed coordinates
to be drawn outside the integral. The left-hand side of the equation then
reduces to a sum of terms each of which consists of one of these functions
multiplied by a constant coefficient (a line integral). These functions

PP S
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are all of the form Jg(sz)cos(2¢) and .J (sz)51n(2¢) and as such con-

\ stitute a linearly-independent set whose coeff1c1ents because the inte-
-f:j gral equation is homogeneous, must separately be equal to zero. Thus,

}: the single integral becomes a set of simultaneous equations. The unknowns
in these linear equations are the coefficients, Cg and Dg, of the field

o expansion, Eqn. (10). It is our job to write these equations, simplify

them wherever possible, and then specify a means of solution.

: To see how this develops, we record the results of some of the inter-
bLs mediate steps without much further comment on the mathematics. The nor-
;f mal derivatives are
X
)

-a—t-r , ‘ £{"f Ig “lr )[c;md + .bssm# ] (H)
! Ll ‘ $se
2

+ ef:-é. I(y,")[css;ns‘. - b:w#’]}

5 duff) |

. .:' ‘ﬂ.
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l%‘ ﬁ Timple, {nrl-l (x.g‘)usM + 3‘" HQ(r.f)s...#}

Lse

+ {Y;f'H: (Ygr')n;\lﬁ. - %f._:_. H‘(Y.(.)COSQ*.} $vn ﬁ> 1s)
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-, where the primes on the Bessel and Hankel functions indicate differentiation

N with respect to their arguments and are not to be confused with the primes

O on the coordinates, which have a completely different significance. The

$ integral equation attains the form,

§ p’ (©)

2 2: Sie I “‘f) wsd + 2 Sa, ]'.(faf)s.i.d' = O

QLse Ave

j: As we indicated previously, equations of this form can hold in general---

Xy that is, for arbitrary points p-—-only if the coefficients are separately

o equal to zero:
I -
”

Sy = © s L2 (7h)
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(S;g is identically zero for' £= 0.) They are

| Su ,' J‘d‘v Q{[H.(’l.g')ecsﬁ'}[z L g 3:'(3nf‘){csus$‘°' + 'bssh$¢:}
) . L Sve

b

_ + ‘3’.‘ -‘;s-, 'J;(v.f'){csn'wd" - Dscus s$ }] (1)
[

E'\ x 2 ] [
'["—f. H: (¥ep!) cesé’ + % ? H,.(Yaf'):-c'u'!‘lé ];(\’nf'){csﬂté "'bss“‘#}]
159

H o ®

" = | d¥ € 4| Hitvap)sind .][ ]

* S J ‘{[ e (183)
. L _ _

R - [nf' B cap it - 35 V‘é Hollug'deos ’-"I ® 1}

3

:i' vhere the terms in brackets labelled by "2" and "4" in Eqn. (18b) are

A identical to those in the brackets in the corresponding positions in

' Eqn. (18a). They can be rearranged by grouping the field-expansion co-

i efficients Cg and Dg. In fact, if we make the definitions

o

2 )
N r f . L
E' ‘r,) = e‘{“'o H‘“‘ra)r‘ “‘P" - Y"V'H! ("f"J;"'f )} .

Ec(p %) = € Hotue) T; v, o3 / f (194)

11

N 1.'5?-5}’."'.*'.".{_ L.;-; ;f-!.{ r 'z‘:'.’.".".




b .
q'.-
-
<
o
>
>
-

.
-

AR - AR

L4
A

A

*

|- A A

L]

L
o

.

.

;:: : J@'[F;,(()Qs!«ccsb' + E,Q',g-:)sscu”'s&t#- Is.ub';.;\,ﬂ}] (202)

U ‘IJV [ﬂ,(f‘)uws.\ s¢' --Eq((',g){smﬁ'm b + Dsicad m,‘n}] Gob)
: -

Vi * Lw [Fagrtint¥ cass¥' 4 E.,Qu%'){s:.:.ﬁ‘ st + Qost cssfl] 00

Te® _{d" [ﬁ,(") b sa s - Ea.((,%){ ssin 26 cos 5P’ = ewsBlenn :“}] (2d)

Eqns. (17) become
oP

Su * £[C’R’~‘ * \‘U“] =0 2% 0,,3, ... (2/a)
‘:° < 1y w‘)
$a = £,[ CsVas + ‘bg'l}s] = 0 Le b2
,lg

In matrix form this is

R Uy)/ ¢ (22)
v T/D

The condition that a set of homogeneous linear equations, such as this
is, have a solution is that the determinant of the matrix be zero. The
final equation in the general analysis is therefore

Y
O

dr AR B (22)

vV T

2.3 Symmetty Considerations

At this point, we pause to assess the simplifications which can be
made if the contour representing the boundary between the core and the
cladding demonstrates certain symmetries, as happens in most practical
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guides. The preceding discussion is general, and as a result the equa-
tions are a little more cumbersome than is usually necessary. The only
reason for writing this section in this manner is that all our previous
publications, particularly those on arrays, have taken the simplified
approach from the start, thereby avoiding setting down the general
formulation. :

The most important simplification occurs in guides which have a single
reflection axis, which we may define as the x-axis or the ¢ = 0 direction.
In this case, all the matrix elements uls and Vg's are identically zero.

This can be seen, with some travail, from the fact that the integrands
change sign as ¢ goes to -¢, causing the O to 7 portion of the integral
to cancel the 7 to 27 part. Because of the resulting block diagonal form
of the matrix, Eqn. (22) splits into two separate systems of equations
which can be solved for the C; or the D_ coefficients. Equivalently, we
could have started at Eqn. (10) with either the cosine or sine expansion in-
stead of the more general combination, using the rationale that the field
function can only be a symmetric (cosine) or antisymmetric (sine) function
of position.

1f there is a second orthogonal reflection axis (the y-axis), a fur-
ther simplification derives from the fact that unless the indices & and

s are both even or both odd, the matrix elements Rls and Tls are also

zero. In this case, the O to 7/2 integration cancels the n/2 to T part.
Then, to solve the matrix equation

(R)(c) = o, . (a%)

for example, one could reorder the rows and columns so as to group all

the even coefficients together and all the odd coefficients together.

Again what results is a block-diagonal form which breaks apart into two
separate systems of equations, one solving for Cgs €2, C4>-.-- and tﬁe
other for Cj, C3, Cgs... Equivalently, for such guides, we"could s1mplx
have started at Eqn. (10) with any of four field functions---"even cosine’,
"odd cosine”, "even sine”, or "odd sine" expansions---and obtained the

requisite matrix equations as separate cases.

Needless to say, most waveguide cross-sections which are of interest
to experimenters---e.g., ellipses, rectangles, and special cases thereof---
have this two-fold symmetry, and the field functions corresponding to all
the modes of such guides fall into one of these four categories. .All of
the programs we developed to obtain the final results demand, as 1n?ut,
the specification of one of these categories, and then proceed to find
all the solutions (modes) corresponding to the requested expansion.

13
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f“ ' 1f in addition there is a third reflection axis (e.g., ¢= 7/4), even-

. index matrix elements for which £ and s do not differ by an integer multi-

AL le of four are zero. That is, R., =R.., =R,, =...= 0, but Rg;, Rogs-.-

-~ P ou 2 02 = Roe = Ras ut Roy» Rpgs

oo, are not (necessarily) zero. The consequence of this is that, for example

‘\$' for guides with square cross sections, the "even cosine" and "even sine"

;”f series each split into two separate series, with indices 0,4,8,... and
2,6,10... The odd series are not affected, so there are six possibile

=5 sorts of expansions for these cases.

A The last case is that of the circular cross-section for which (R)

X and (T) are diagonal matrices (and in fact are equal to each other so that
- sine and cosine series yield the same modes exactly). Each field "expansion"
therefore has only one term, which may be indexed by any integer. The
‘N integral equation formulation reduces, analytically, to the well-known

:ig set of transcendental equations whose solutions have been available for
: <7>
'ﬁb many years 7>,
o
Q:; 2,4 Computational Considerations
o
oo
flﬂ We have yet to address some of the practical requirements which allow
'wﬂ one to take Eqn. (23)---or some reduced form of it, whatever is allowed

by symmetry conditions---and solve it numerically.

ﬁi One requirement, obviously, is to truncate the set of equations and
. the series within them at a finite number, M. It turns out that, except
7{; for circular guides, three terms are generally needed for three-place ac-
ttf curacy in the propagation constant. For highly elongated (e.g., 10:1)

} cross-sections, or for much greater accuracy (six figures) it is necessary
” to go to at least six terms.

?ﬁ Another requirement is to write Fis and Els in terms of real rather
)

{5 than complex functions, and to eliminate the derivatives of the Bessel

e and Hankel functions. It is also useful to define normalized parameters
. for the propagation constants and the index-of-refraction differences,
é? since then we can specify the system in terms of fewer parameters and com-
] s pare different cases more readily. It is sensible to discuss these to-
:;‘ gether, since the normalized parameterization involves terms containing
>, i = /1.

A‘Y .
o To fully specify the problem one needs to know the vacuum wavenumber, R
oy k.; the size and the shape of the guide; and the indices of re-

Lo 0

fﬁ fraction, n; and n,.

M
Py

>
'
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It is convenient to specify the size of the guide in terms of a single
linear parameter, such as the radius of a circular guide or the length

of one side of a rectangular one. We choose to label this "characteristic 9
dimension” by the symbol b, and to take it to be the semi-minor axis of
the guide, for all cross-sections demonstrating two-fold symmetry. Defi-
nition of the shape, for most regular perimeters, can then be given by
one or two more parameters. We define the aspect ratio, R, to be one of
these. It is the ratio of the semi-major axis to the semi-minor axis.
Any ellipse or rectangle, for example, is defined by its semiminor axis,
b, and its aspect ratio; a square is a rectangle with R= 1. Later in
this section we describe a particular function which we have used for the
perimeter.

SRS S L

We define a normalized frequency, B, by

v Lk - e s - bhn us) -
: L A - :
i If we give a value for this quantity at the beginning of any calculation, 8
‘ we eliminate the need to independently specify k, n;, mn,, and b. (B .

. is positive and is related to the commonly-used parameter, V, by V = 7B;
! 6, which is defined by Eqn. (25), is also common notation.) We also de-
) fine the normalized propagation constant,

{ bs - ht -
‘ P 3= " v = e !

which satisfies the relation 0< P? < 1, With these definitions and
Eqns. (1) and (2), one can show that the arguments of the Bessel and
Hankel functions appearing in Fhs and Els are given by

7of. - wB(- P.)k(i:) (27,)
V' . wBPEE) (274)

]
-~
3 Thus the matrix elements are complicated functions of the unknown propa-

PN o PSP

gation constant, P?. The problem is then specified when B and what-
ever parameters (besides b, which drops out) define the shape of the guide
are given. It can be considered solved when suitable values of P? are
found that the determinantal equation is satisfied.

There is still some algebra to endure before the matrix elements are
cast in real form. The derivatives of the Bessel functions in Fls and

¥y
; : Els are eliminated by the use of recursion relations:

-‘l LY
i ’ 2 2§ ?
E Te ) = Jpy 00 - ;'.T.u) (2%a)

H

]

H: ") . Hl" Gy T ‘3‘ Hq_(x) (28'.) -
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- We also use the Modified Bessel functions of the second kind instead of
the Hankel functiuns:

)
a,

al
D~ . 2 ..
oy Hl(u} T FA (2e0) K; (x) (29)
o

\_.
e

v, With these substitutions and modifications, Fls and Els can be written

as

e ‘ $ . ("BP¢ wBe'r, _payi

eov . - s e~ ~P1)a
b Faa () : cwig |ags (PR K (S )T (B (-73)

29

B9

o B P! (TB ' a)d

N + PK, (RF) 3 (5B (- %)

N

g

- wBPe) T /%Be'¢\_p*

+ 20-9K, (B T, (Br'(-p) | 300
|..n"

.l"

) ' nBy a)d ! b)
2 cung 2o (T8RP T (RBr(LPUR) 2L fpe w0
Eulgt$f) = o6 TK () LITA(-P ) wlt

#

N The matrix elements, Eqns. (20), are computed directly from these expres-
- sions. The powers of 3 are dependent on £ alone. Consequently they
- are a constant factor in each row of the determinant, and can be ignored.
." ' A few further comments will ser\-re to describe the specific choices
™, we have made for the evaluation of the elements of the determinant and
:xjj the solution of the determinantal equation.

¥

First of all, we have concentrated on guides with two-fold reflection
" symmetry. In fact, throughout our work we have used for the perimeter
- the function <8,9>

3 N AN
o P(ﬂ < L[(g.;¢/ﬁ):ﬁ + (S;n¢)a ] ’ (30)

:.' where R 1s the aspect ratio and N is a parameter defining the actual
5 shape. This gives a figure with a short axis (along ¢ = m/2) of 2b
R and a long axis (along ¢ = 0,n) of 2Rb. 1In general, for arbitrary R,
ol
3
b
.
o,
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% Eqn. (31) describes a rectangle if the parameter N is chosen to be
{, infinity and an ellipse if N= 1. Shapes with 1< N <= are called

N "superellipses" and can be regarded as a continuous deformation of an

'{2 ellipse into a rectangle as N increases. Those with N< 1 givea

:3 variety of other shapes <2>. From Eqn. (31), 36 can be obtained an-

\“: alytically. A quick inspection of Eqns. (30a) and (30b) also reveals

- that b drops out of Fls and Els everywhere, making the numerical

N3

e specification of this parameter unnecessary.

2

£ . .

e Rectangles are well represented by Eqn. (31) when N is chosen to

be 20 or greater. The rounding of the cornmers is barely noticable for

f:y = 20 and the numerical results for the modal parameters differ negligibly
o from those found using larger values of N.

J';‘

%: Since we concentrate on guides with two-fold reflection symmetry,

P we are solving, at any time, either of the equations

s 4

:{; det(R) = 0 (32a)
o -t

e det(T) = 0 (32b)
S where (R) and (T) are M by M matrices and, in each case, the matrix ele-
N ments are evaluated numerically and are indexed either by even values of
o 2 and s or by odd values. Because of this symmetry, the integral: need
e  be done only over the interval (0, 7/2). With the transformaticm, z = cos{2¢)

they become susceptible to Chebyschev integration <10>, which takes equally-
spaced points over the range (-1,1) with equal weights. That is, to eval-
uvate any integral like those of Eqns. (20), we take

:;: 5.%‘3“)‘“ = JI 1- z‘ 1(6(1)) " .Iz 3(4‘&’) (33)

iz

v
l' N

'..l.
400

— where

S us( (2i-1 v) (%)

an

. Thus the n values of ¢(z ) which we need to evaluate the integrands
< B in Eqns. (20) are

N by = oo (2n-41) (35)
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‘ﬁ- and the integration is especially simple to perform. Generally, 50 inte-

] gration points are sufficient for accurate results, unless the truncation
. order is high. The correctness of the roots depends most strongly on the
N order of truncation, and secondly on the number of integration points taken.
~
N

by Since all the possible roots, P2, corresponding to guided modes are

limited to the range 0 to 1, one chooses a small number of points spaced
throughout this range and tabulates the determinant at these points. In -
our programs, the determinant is found with a standard matrix-inversion
subroutine using Gaussian reduction with complete pivoting <11>. The roots
fall between pairs of consecutive points at which the determinant has op-
posite signs, and can be found accurately by using various root-finding
algorithms.

It is important that the table entries be spaced closely enough to-
gether that two roots not fall within one interval.

The root-finding algorithm we have developed works well when con-
secutive tabulated values of the determinant are of approximately the same
magnitude, as is the case with M < 3, and also when they change extremely
rapidly with P2, as is typical with M > 3 (and for the array problems).
1f (and only if) consecutive table entries differ by more than two orders
of magnitude, a half-interval search <12> narrows the range within which
the root may fall. Then we use a bracketing version of Muller's method
<13,14> to locate the root to any desired accuracy. Muller's method,
which is an inverse parabolic interpolation scheme, converges very rapidly
in the neighborhood of the root. The method of Regula Falsi <15>, using
inverse linear interpolation, is almost as fast for most examples we
tried.

Once each root (P2?) is determined, the matrix elements are recom-
puted and the coefficients (Cs or DS) are determined. Since the equations

are homogeneous, one coefficient is arbitrary (and is set equal to unity)
and M -1 equations are solved by matrix inversion. The arbitrary co-
efficient is chosen to be the one correspouding to the largest diagonal
matrix element, since this coefficient (as it turns out) almost always
appears in the most important term in the field expansion. Usually, but
not always, the first term in the series is the most important one.

A FORTRAN program to perform these calculations (program TRUNCN, the
use of which is described elsewhere in this report) required about 20000 CM
words and was run on a CDC-6600. The minimum execution time for a single
root occurs when l-term truncation (exact for circular guides) is used
with only three or four table entries (as when the root location is known
approximately beforehand). For four-place accuracy, less than a second
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may be required. For higher orders of truncation, the cost in time in-

! creases much less rapidly than N? because of efficient recurrence compu-

- tations for the Bessel functions. Twelve modes of a 2:1 elliptical guide
(4-term truncation) have been located in 1.7 times the time required for

- 12 modes of a circle.

»
oy
.
'
Ca"a L A LA SEm 2o & .0

’ 2.5 Results
<
}f The numerical results which we have obtained mainly consist of plots
1 of P? versus B for different cross-sections, and curves giving the field
intensity in the interior. We also demonstrate the efficacy and economy
. of the method by considering the effect of truncation at various numbers
; of terms, and compare our results with those of other authors.
>
: We concentrate primarily on rectangular and elliptical guides. We
N have used a special notation to designate the various modes. For rectangles,
it has the form R: where X indicates one of the four field expansions
? discussed in Sec. 1I.2.3 and n specifies which mode, among all those de-
2 rived from that field expansion, is being considered. X = 1 corresponds
- to the even cosine expansion; X = II, to odd cosine; X = III, to even
& sine; and X = IV, to odd sine. Within each group, the modes are ordered
according to the value of B at which they cut off. R{ designates the
. fundamental mode (even cosine expansion, "cutoff" at B= 0). For ellipses,
,: this notation is E:E
L]
N 2.5.1 Rectangular Cross-Sections
‘. For rectangular waveguides having aspect ratios 1 < K < 2 we have
h located all the modes in the range 0< B < 4. The first dozen or so are
2 plotted for B < 2.5 in Figs. 2-5 for different aspect ratios.
: Due to the considerations of Sec. 1I1.2.3, we can write the field
o expansion, Eqn. (10), for the R} mode of a square-—-the fundamental mode,
\-
N _ which does not cut off---as
. ER) = Colotng) + CoTetnpless(8h) & CoTlupleest®) + ... (3¢al
:: whereas for a rectangle with X > 1 the expansion is
- a {36t)
‘ Q) = QTNp) + CTep) () + Clplnp) cos(4f) 4.
L
N
N
’
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The convergence of these expansions is rapid for both the square and rectan-
gular guides. For the square guide, Table 1 gives the values of P? obtained
for this mode after truncation of Eqn. (32a) at 1, 2, or 3 terms for selected
values of B. Clearly, the two term truncation is only a small improvement,
in terms of locating the roots, on the single-term result, which is obtained
by setting R00'= 0 in Eqn. (32a). Moreover, the extra work involved in

taking three terms leads to no gain whatsoever. In view of this, it is
reassuring that the ratios of the second term of the field expansion to
the first (C4J4/C0Jo). and the third to the first (CBJBICOJO) show that

the Jo term is dominant for this mode. The term ratios listed in the S5th

and 6th columns of Table 1 were evaluated on the perimeter at the middle
of one side (that is, p=b, ¢ = 0). Since Ja and J8 become smaller as

P decreases, the term ratios are generally greatest at the perimeter and
as such constitute the "worst case" for convergence. (For B = 3 at (p,9) =
(0.5b,0) the term ratios are -0.007 and <10-3, respectively. The intensity

is 0.576.)

Table 1 also lists the field intensity at p=1b, ¢ = 0, normalized
to a value of 1 at the center of the guide. For the more tightly bound
cases, (higher B), the field drops off to a few percent at the edge, where-
as for weakly bound cases (smaller B) the intensity is still appreciable
there, indicating that a greater fraction of the beam is extending beyond
the guiding core. One can also see that for those cases in which the
second term (CQJAICOJO) makes the largest percent contribution to the

p? PZ:l:tnet'::t::s:.;) Intensity at
B 1Term | 2 Terms | 3 Terms C‘J‘/C(,Jo CBJBIC‘,J0 (¢ = 0)
3.0 | 0.9511 | 0.9546 0.9546 | -0.314 0. 0006 0. 023
2.5 | 0.9329 | 0.837) 0.9372 -0. 266 0. 0009 0.032
2.0 | 0.9023 | 0.9072 0. 9072 -0.213 | 0.0005 0.046
1.5 | 0.8442 | 0.8497 | 0.8497 -0.153 0. 0005 0.076
1.0 | 0.71122 | 0.7178 0.7175 -0. 089 0. 0004 0.143
0.5 | 0.3263 | 0.3290 0.3291 -0. 029 0. 0003 0.371

Table II.1. Results for the dominant (noncutoff) R} mode of the

weakly gulding square guide. Listed values of P? were
obtained after a 1-, 2-, or 3-term truncation of the
field expansion. Term ratios derived from the 3-term

solutd
olution give cth cosb@/CoJO and C8J8 cosS¢/CoJ0 at

P=Db, ¢ = 0. The field intensity at p=b, ¢ =0
is also given. The intensity at p = 0 is 1.
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- for the R%II and either Rll or T

field, the total field is small; whereas for weakly bound cases the second
term is a much smaller fraction of a considerably larger field. (Similarly,
in the interior, the percent contribution of the second term drops quickly
as the field intensity increases.) Viewing the guide as a whole, therefore,
all terms beyond the first one make unimportant contributions to the total
intensity for the dominant mode of the square guide. The same holds true
for rectangular cross sections. :

In Fig. 6 the field intensity is plotted as a function of p/b for
this mode both along a line through the center of perimeter (¢ = 0°) and
along a diagonal (¢ = 459).

We also obtain good convergence of the field expansions for the re-
maining (cutoff) modes. Table 2 compares the 1-, 2-, 3-, and 4-term
truncation results of Eqn. (32a) or (32b) for the first several modes
of the square. Comparing the 2- and 4-term truncations, we see that only
two terms are required for an accuracy of 0.0l in P? for 7 of the first
13 modes of the square. As for the remaining modes, three terms are
sufficient to bring the accuracy to within 0.01, except fo the degener-

11 IV

ate RZ—RZ mode, which is accurate to within 0.02.

Table 2, which also lists the mode designations, specifies in its
last column which term is dominant in the field expansion. This is indi-
cated by the underlined value. Thus, we see that for most of the modes
the first term does dominate, and it is this term used alone in Eqn. (32a)
or (32b) which produces the l-ter? truncation result in Table 2. For ex-

= = 111 =
ample, R22 0 was used for the R3 mode, T22 0 for the Rl ’ T44 0
n- 0 for the degenerate R%F—R}v mode.
The observation stated above concerning the R{ mode is generally applic-

able to these other modes. That is, for many modes the higher terms in
the expansion are comparable in magnitude to the first term only where
the field intensity is small; otherwise, they are negligible.

However, there are some modes for which the second term in the field
expansion is the most important one. For example, the field intensity
of the R,
at two different radial distances from the center. In the peak near the

origin, the COJ0 term turns out to be the dominant one, but in the second

peak the first term ratio has values ranging up to 20 and is consistently
greater than 1, showing the CkJa cos4¢ term is the most important one

there. For this mode, setting “44 = 0 produces the l-term truncation

mode of the square guide is plotted in Fig. 7. It shows peaks
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hgt result shown in Table 2. Another example in which the second term pre-
. dominates is the degenerate R%?—R%g mode. Here, the l-term truncation

4

,'
A

result was obtained by setting either R33 or T33 = 0. In such cases as

these, it is obvious from a perusal of the Table 2 results that a l-term

I‘...- ',
e truncation is inadequate for proper convergence and that a least three .
N terms in the expansion are necessary.

The mode RI;I

dominant, the other terms are still making a significant contribution.
From Table 2 one can see that here, also, three terms are required in the

is an example in which even though the first term is

expansion.
Mode
Designation 2
This 2 B at P atB-=2 Expansion
Work | Goell Cutoff | 1 Term | 2 Terms | 3 Terms | 4 Terms Indices
R | %Y ) 0.9023 | 0.9072 | 0.9072 | o0.5072 | 0,48
1 11 . . . . Y%9 ...
Ry | B 1,3,5,...
0.70 | 0.7546 | 0.7614 0.7688 | 0.7695 | —
v x, Y
Ry | EF) 1,3,5,...
R | EFY [ 1.08 [ 0.6107 | 0.6321 | o0.6323 | o0.6323 | 2,6,10,...
Ry | ¥ [ 110 | o.5037 | 0.5410 | o.s5457 | o.5a58 | 0,4.8,...
1 X,y
Ry | EF'J ] 117 | 0.5390 | 0.5446 | 0.5646 | 0.5046 | 2,6,10,...
Ry | £33 1.3,5,...
, 1.41 | 0.3383 ] 0.3754 0.3850 | o0.4071
1 K, Y
R, 1-:; 4 | 1,3,5,...
R? ' 1,3,5,...
1.62 | 0.2300 | 0.2230 0.2461 | 0.2447 |~
v
Ry 13,5,...
Ry 1.7¢ | 0.0784 | 0.1508 | 0.1892 | o.1902 | 0,4,8,...
n;n 1.81 | 0.0591 | 0.1118 0.1240 | 0.1243 | 2,6,10,...
R 1.87 | 0.0914 [ 0.1001 | o.1089 | -0.1089 | 4,8,12,... -

Table 11.2. Values of the propagation constant, P2, for B = 2 for the first
13 modes of a square guide, obtained with determinants up to
order 4. Modes are ordered according to the value of B at cut-
off. Our mode designation and Goell's are listed, and the domi-
nant term in the field expansion is indicated by an underlined
expansion index. With l-term truncation, the dominant term only
is used.
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Tables 3 and 4 give the same type of information for the R = 2 rec-
_tangle as Tables 1 and 2 did for the square. One would expect the con-
vergence at a given order of truncation to become increasingly worse for
higher and higher modes. This is borne out in Table 4. Here are shown
the effects on P2 of truncating up to seventh order for the first 13 modes
of the R = 2 rectangular guide at a fixed value of B. These results
demonstrate that either a 2- or 3-term truncation is sufficient for an
accuracy of 0.01 or less in P? for 7 of 13 modes of this rectangle.

Furthermore, for the first mode of each family (that is, RT), the single-

term truncation provides accuracies in P? ranging from 0.04 to 0.14. As

in the case of the square, the l-term truncation results shown in Table 4
were obtained by utilizing only the dominant term in the appropriate deter-
minantal equation, Egns. (32a) or (32b).

For rectangular guides, our results agree quite well with those of
other authors <16,17,18>. 1In Figs. 2 and 5 we show some points taken from
Goell's paper <16> which appears to use the most reliable approach other
than ours. For the 2:1 rectangle and the dominant mode (E¥s¥ in Goell's

notation) there is no discernible difference between his curve and ours.
For several other modes there are nearly uniform differences of less than
0.07 in P2. That is, the curves are adjacent and parallel, and certainly
correspond to each other. For the square guide, the same type of results
have also been found.

Many qualitative features which can be seen in our Figs. 3 and 6——

such as the splitting of R% and R; (square) near cutoff and the crossing
of Rﬁy and Ra (rectangle)--are also present in Goell's curves, although
there are numerical discrepancies. Only with the Rﬁ?I(E;’g) mode of the

rectangle are there discrepancies greater than 0.1 in PZ2.

Pz Intensity at

2 1 Term 2 Terms 3 Terms 4 Terms ¢é=0 é=17/2
3.0 | 0.9512 0.9732 0.9726 0.9711 0.007 | 0.023
2.5 | 0.9333 0.9628 0.9607 0.9597 | 0.009 [ o0.031
2.0 | o0.903s 0. 9444 0. 9406 0.9402 | 0.013 | 0.047
.5 | o.8488 | o0.9074 0. 9022 0. 9021 0.023 | 0.075
1.0 | 0.7354 0. 8170 0.8116 0.8118 0.047 | 0.142
0.5 | 0.4456 0. 5149 0.5122 0.5124 0.155 | 0.355

Table 11.3. Results for the dominant (noncutoff) RI mode of the

weakly guiding 2:1 rectangular guide. Listed values

of P? were obtained after a 1-, 2-, 3-, or 4-term
truncation of the field expansion. The field intensity
at two points on the perimeter is also given. The field
intensity at p= 0 is 1.
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With the square guide, all the odd modes are degenerate in pairs
X (sine and cosine) because of symmetry. (See Fig. 2 and Table 2.) More-

results of ellipses with R = 1.2, 1.5 and 2 are depicted in Figs. 9, 10, and

Es, over, except for R} and R}II. those even modes in which the first term
\
Hk - dominates are degenerate in pairs away from cutoff. This can be seen clearly
g'] in Fig. 2 for the R%—Ri modes. Furthermore, if the B-axis were extended to
. larger values, then this degeneracy would be more apparent for the RiII—Rigl
,.;; modes, as well as for higher modes which are not shown.
a4,
:ﬁ: : As a result of the foregoing, one could take a linear combination
o of the field expansions for two of these modes and derive an intensity
pattern corresponding to neither of the individual modes, but rather to
- the combination. In fact, with our technique this would automatically oc-
T cur if one did not recognize the simplifications implied by the symmetry and
:}f therefore effect the separation of the field expansions at the beginning. In
uix: : Goell's Figure 5, intensity patterns for those modes which are degenerate re-
N flect this combination of what appear—especially for the even indices—to be
W distinct modes. For rectangular cross sections (R > 1) our field intensity
o patterns agree with Goell's (see his Fig. 6).
Cd
)
" -:
o 2.5.2 Elliptical Cross Sections
\:; The same calculations which were performed for rectangular guides were
ﬁ:_ repeated using circular (R = 1) and elliptical (R > 1) cross sectionms.
-;ﬁ The propagation constants of the circular guide, which are the same
) (that is, degenerate) for the sine and cosine modes, derive from single-
' term truncation. They are shown over the range 0 < B < 2.5 in Fig. 8.
" As R increases from 1 to 2, the sine and cosine modes split and shift. The
e
;L} 11, respectively. These modes are qualitatively very similar to those of
T their rectangular counterparts shown in Figs. 3, 4, and 5. In fact, if one
N
makes correspondence E: ~ R:, then the order in which the first dozen modes
v of the elliptical guides reach cutoff is nearly the same as the order for the
e rectangular guides. Moreover, the actual values of B at cutoff are similar
E&g for the two shapes for all_ R. Table 5 gives the actual values of B at cut-
qu off for ellipses with 1 < R < 2 and also, for comparison, for the rectan-
L gular guide with R = 2. Furthermore, the correspondence between the Ei
oy -
e and R: modes extends to the field configurations, which comprise very similar
fl#ﬁ patterns.
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ool Values of Bat Cutolf For i
Y Mode For Ellipse Rectangle | Mode
L Designation [ K =1 | K=1.2 | K-=1.5| K=2.0 | R=2.0 | Designation
E} 0 0 0 ) ) R )
= .‘ EJ 0.78 | 0.68 0.58 0.48 0.42 RY
E}Y 0.78 | 0.74 0. 72 0.67 | o0.60 RV
E | 23| 1.01 0. 92 0.77 R
E) 1.23 | 1.07 0. 89 0.72 0. 64 Ry
Ej 1.28 | 1.22 1.18 1.15 1.08 Ry
EY 1.65| 1.48 | 1.30 1.13 0. 95 Ry’
Ey 1.65 ] 1.59% | 1,48+ | 1.37¢ 1.18 RY
Ey 1.77 | 1.46¢ | 1.22¢ | 0.96* 0. 87 RY
Ej’ 1.77 | 1.72 1.68
Ej 2.03 | 1.82 1.52 1.20 112 R}
E 2.03 | 1.83 1.60 1.35 1.14 R

Table I1.5. Values of B at cutoff for elliptical guides with
different aspect ratios and for a rectangular guide
with R = 2. Asterisks indicate where the designa~

I
tions EZI and EgI should be interchanged.
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The qualitative similarities between modes of the rectangular and el-
liptical guides approach numerical agreement as the aspect ratio becomes
large. 1In fact, for R = 10 the first few modes of either shape guide are
virtually indistinguishable for B > 1.5. 1In general, the propagation con-
stants for either differ by more than 0.03 only very close to cutoff.
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In Figures (12a) through (12u) we present contour plots of the field
intensity, lO(ﬁ)I’, for a variety of modes of circular guides and 2:1 el-
lipses. The field maxima are in the center of the oval or circular shaped
contours.

X o mimma e -

In Figures (12a-c¢) the fundamental Ei mode of the circular guide is

drawn for different values of B. The most tightly bound mode (12¢c, cor-
responding to the largest B) shows the greatest concentration of the field
within the core. For smaller B (12a) th: field does not diminish greatly
between the center and the core-cladding interface, indicating that a sub-
stantial field intensity is found in the cladding. Figures (12d-f) indicate
the same thing for elliptical guides.

Figures (12g) and (12h) demonstrate, using the Eﬁl mode of a circle,
that even a substantial increase in B (from .79 to 1.27, for a mode that
cuts off at B = .78) does not change the field intensity pattern greatly.
This is generally true (e.g., Figs. (12i-j) and (12k-%)) for modes other
than the fundamental mode, and it is even true of the fundamental mode for
values of B which yield propagation constants, P2, greater than about .2.

For circles the Eﬁy mode is the same as the Eﬂ} mode, except that the
pattern is rotated 90° and the maxima appear on the y-axis. Obviously there
is no physical significance to this difference. However in Figures (12j)
and (124), which of course do represent distinct modes for the elliptical
cross~section, a qualitative similarity can be seen when comparison is made

with the corresponding Eﬁ? and Eﬁ' modes of the circle.

In Figures (12m-u) some higher-order modes are depicted for various
values of B.

Our results for circular cross-sections are the same as those previously
reported <7, 19>. This is the result of the fact, noted earlier, that the
one-term truncation of our equation set is analytically equivalent to the
simple transcendental equation derived for circular guides. For elliptical
cross~sections, however, there are discrepancies between our work and that
of Yeh <19>. The problem is that Yeh lists what appear to be two different,
but degenerate, modes for the circular guide; eHEll and oHEll in his notation.
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Fig. I1.12 Contours of constant intensity inside the core
region for various modes of the circular and 2:1
elliptical guides. The regions near the centers
of the oval or circular shaped contours possess
the maximum intensity, with each successive re-
ceding contour denoting a 10% decrease in in-
tensity. The B values corresponding to
each figure are (a) 0.25, (b) 0.5, (c) 1.27,

(d) 0.18, (e) 0.33, (f) 0.85, (g) 0.78, (h) 1.27,
(1) 0.49, (3) 0.73, (k) 0.68, and (2) 0.85.

The modes of the circular guide which are de-
generate are designated within parentheses.
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addition, our results for this single noncutoff mode agree very well with
a perturbation calculation of Eyges <18>. Furthermore, Yeh's data for an .
elliptical guide having an aspect ratio of 2.164 do not correspond at all
to our results for either an R = 2 ellipse (plotted in Fig. 11) or an
= 2.164 ellipse. Hence, we are unable to correlate our results with
his.
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; T Then, as the circle deforms into an ellipse, he shows each of these modes
\ becoming a nondegenerate mode, with the propagation constants of one mode
R being greater in magnitude than those of the circular guide and those of
-l the other mode being less. However, we find just one dominant mode (EI)
RIS

SRS for the circle which does not split into two modes as R increases. In
N

2.5.3 Other Results

We have used our technique to study the propagation modes of guides of
certain other shapes obtainable from Eqn. (31), mostly with R = 1. Among
.these are superellipses with N=2andN=25, and a cusped shape deriving
from N = 0.3. These are described in Reference 2. They show few quali-
tative differences from the results described in Sections 2.5.1 and 2.5.2.

There are many similarities between the elliptical and rectangular
guides, so it is no surprise that all the measurable characteristics of
the intermediate superelliptical shape (the propagation constants, field
configurations, cutoff values,.order of the modes, dependence on R, con-
vergence of the series) fall between those of the former shapes. In fact,
for N=2 and R = 1, the superellipse is closer to the square than the
circle in all respects, and for N =5 it is practically indistinguishable
from the square. For R = 1 the modes all shift in a smooth and orderly
manner as N changes from 1 to 30.

The convergence of the series is marginally better for the elliptical
shape than for the superellipses and rectangles.

The cusped shape (N < .5) is quite different in appearance, and the
characteristics of the modes reflect this. The order in which the modes
cut off is quite different, as are the propagation constants themselves.

In view of the fact that our results for the rectangle and square
agree quite closely with those of Goell and the fact that his point-matching
method requires the evaluation of a determinant of order 4M, with 3 <M < 9,
the economy of our method becomes obvious. Furthermore, unlike the differ-
ential equation approach utilized by Goell, our integral representation
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technique avoids the necessity of having to use a coordinate system
dictated by the guide's cross-sectional shape as well as the special
functions characteristic of that system. This means that in the case
of the elliptic guides, for example, one need not be forced to use el-
liptic cylinder coordinates nor the complicated Mathieu functions as-
socjated with such coordinates.
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3. Arrays of Step-Index Guides

a2 KA s

-, -'_l' g

3.1 Introduction

-
Ly

3

We wish to consider a general array of N parallel guides embedded
in a uniform cladding of infinite extent. The guiding regions, dis-
tinguished by the superscript or subscript i, have indices of refrac-

1)

-
O

tion n) and cross-sections A; . The cladding region has an index nj.

Any or all of these regions may guide electromagnetic energy. The prob-
lem is to calculate the properties of all the waves which can propagate
in the entire system.

Rl -
gy Uy My Ry 4y Y

The traditional way of approaching this problem is to first cal-
culate the properties of the regions, Aj, individually by some means
and then to account for the influence of the evanescent fields of each
individual region on the waves in any other regions which they may over-
lap. This two-step process, best exemplified by coupled-mode theory
<20,21>, is successful in predicting the properties of some arrays with
two guiding elements, e.g..two adjacent circular cylinders. However the
“ difficulty of doing this for arbitrary geometries is twofold: it re-
quires the fields of the individual regions, which may be difficult or
W] ' impossible to obtain in analytical form---or even numerical form; and
ot it then requires the integration of these fields over the areas of all
the other regions. Moreover the boundary conditions may be satisfied
for each region separately in the first step, but there is no such re-
quirement for the array as a whole at the end. The resulting solutions
are therefore approximate field amplitudes rather than the normal modes
of the system. This means that the poorest approximation occurs when
two or more regions are quite close together, which is generally the
configuration which is most important and interesting.

e ol e’

: ‘.. ..l'.l" ;, l‘
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The integral-equation technique does not have these disadvantages.
= One does obtain the normal modes, and they are found in a single step
ﬁ . without separate procedures for separate regions. 1In fact, a solitary
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waveguide is a special case of the general array, or any array can be
viewed as a single guide with a very complicated cross-section. Be-
cause this technique is indifferent to the cross-sections, these really
constitute a single kind of problem, at least in principle.

This is not to say that the technique solves every possible problem.
There are probably very extreme and peculiar geometrical configurations
for which the field expansions will not converge. And the analytical
and computational cost of calculating the modes of large arrays lacking

any convenient symmetry simplifications might be prohibitive. Nevertheless

it does yield the normal modes of a great many configurations which can-
not be otherwise solved at all, and it generally does so quickly and
efficiently.

The general procedure of the integral equation technique is, as
for single guides, to derive an integral representation for the field
components which is equivalent to the differential equations inside the
guiding regions and in the cladding and which guarantees that the bound-
ary conditions are satisfied. The principal difference comes about in
the assignment of separate coordinate systems to each core rggion. This
allows the line integrals about the locus of source points, p_, on each
perimeter to be performed without heroic efforts. BHowever, in order to
reduce the integral equation to terms containing the basis functions in
the observation points, p, (e.g., Eqn. (16)) it is necessary to express
these basis functions in some commonly recognized coordinates. It is
therefore crucial to have transformations which relate the basis func-
tions in the various coordinate systems to each other. It is obvious
that the more complicated these coordinate transformations are, the more
difficult it is to write down and solve the linear equations for the
system. Symmetry considerations are therefore very important.

The most common problem is that of two guides with reflection sym-
metry. This problem is simplified considerably if the line joining the
origins of the two coordinate systems is coincident with a reflection
axis of each guide. A further simplification of great importance oc-
curs when the two guides are identical---that is, they have the same
shape and the same index of refraction. Therefore, at the point where
the basis function transformations must be introduced, we will special-
ize the analysis to the two-guide problem and then indicate how the two
above-mentioned simplifications make life easier. Later on, we will
write down the formulation for the general array.

3.2 Equations for a General Array

Since, at this stage, we wish to consider a general array of
guides, the problem can initially be written as N+1 Helmholtz equations,
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! almost exactly as in Eqn. (3):

» 4 « - - -

(v« ~"'i‘)!‘(’) =0 p inA, i=1,...N  (37a)

qy wha

] &

3 (V* » “‘3)1((‘) I P in cladding (37b)

_ . The notation will be to place a superscript or subscript (i) on each

X quantity which is uniquely associated with the ith guide, and to denote

e the coordinates of the ith system by subscripts---e.g., (pi,¢i)-——so

? as not to conflict with the primes. (Both the notation and the analysis

- follow Section II-2 quite closely.) The scalar function

S b 14 3 - - 0

T = -2 (- Y,)Y £ 4. F.7 4R Bt

3 i A

W : satisfies all these equations. For p inside some core region, Aj s this

- is equivalent to

U 'Y

b~ - ?I( ‘) ( ) : a . .

. g {9*‘Y'f')—g— - §€’-LU" L =0 po R, @D

\ !

n s :

. li

ﬁ

Eqn. (39) is quite similar to what we had before except that now there is
a separate line integral equation for each of the N possibilities de-
noted by j, and the left-hand side of each equation consists of a sum of
N terms. We have already put the subscript i on the normal derivative,
indicating the implicit dependence on the particular contour over which
each integral in the sum is to be performed. The general solution, &(p),
will also be written as a different expansion in each coordinate system:

TG = LT[0 ity « Dsin(adD] ()

$zo0

LPCPLPOA PP

It is the representations of the Green functions, Eqns. (8) and (92: that

o4
$|
~ nmust be considered carefully since it is here that the coordinate p
. appears. :
: Consider, among the N equations, the jth one, in which the ob-
N servation point is (near) the origin of the jth coordinate system. This
: same point, p, appears in each of the line integrals which, of course,
- are each performed in the coordinate systems centered in their respective
= guides. The geometry of this situation, which is illustrated in Fig. 13,
— ° makes clear the need for representations of the Green function which
< converge regardless of whether p >p” or p<p”. That is, in the jth
term of the sum appearing in the jth equation, we have the situation o
' vhich characterizes the single-guide problem: the observation point, p, is
d
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closer to the origin than all the source points ﬁ’,and Eqn. (8)
is used for gz(ﬁ,ﬁ”). But in the N-1 terms in this sum for which

i#j, the opposite situation occurs: the source points 7, which
lie on the other perimeters, are closer to the origins of the co-
ordinate systems in which these integrals are being performed than
the observation point, which is still within the jth guide. 1In
these cases, Eqn. (9) must be taken for gZ(S:E”).

(It is possible to imagine closely-spaced elognated guides in
which p>p” for only some of the points on the ith perimeter, and
p<p” for others. For most geometries, this does not occur.)

From the foregoing, it is clear that for each equation there is
one line integral in which Eqn. (8) is used for the Green function,
and N-1 in which Eqn. (9) is used. The formulation involves ali N
equations simultaneously, and each of the N guides becomes the special
(jth) one in one equation.

Before pgyggeding, it is worth noting that the two represen-
tations of gz(p,p') are the same algebraically except that the Bessel
and Hankel functions are exchanged. In Eqn. (8) the unprimed coordin-~
ates are in the argument of the Bessel functions; in Eqn. (9) they are
in the Hankel functions. One can thus write the analog of Eqn. (15)
by inspection.

Consider, once again, a single one of the N equations, Eqns. (39),
denoted by the index j . To proceed, one inserts the expressions for
®(ﬁh) and its derivative into this equation using a separate expansion
for each line integral in it. One substitutes the expressions for’gz
and its derivative into each term, using the appropriate representations.
The obvious analogs of Eqns. (14) and (15) are used for the derivatives.
After much manipulation, the result for this single equation takes the
form

Z S;‘: n(r,fg)cos(ﬂg) + ‘é S';‘: Tetsupidsin (06;) “41)

L3e
N ) : @
(o \
r L [2 See N.(nf:)mtﬁ;)* Z Sus HJKMS«A(N}% z o
(¥ Lse (E1

The first two terms, of course, result from the jth term in the sum

and are exactly the same as the corresponding expressions in Eqn. (16),
except for the superscripts and subscripts which distinguish the jth

coordinate system. The last terms, on the other hand, come from those
integrals performed in coordinate systems other than the jth one, and
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' 1 as such constitute the departure from the single-guide analysis pre-
o viously considered. Also, the basis functions in the unprimed coord-
- inate appearing in these terms are Hankel functions instead of Bessel
- functions, as a consequence of the exchange of By and Jg in the
o second representation of the Green function.
O
2 ‘i (3) (1) _
The coefficients Su and S,y are exactly the same as before, hav
\ ing been derived by an identical analysis. They are given, respectively,
.':;1 by the right-hand sides of Eqns. (18a) and (18b) with the understanding
“,. that superscripts (j) should appear on the coefficients C; and Dg and
: on Yl’ and furthermore that all references to the coordinates (p7,¢7)
. imply the jth coordinate system. (E.g., the integration is over d¢ .)
Y
AN The other coefficients are
.‘:_j o ) U
5 [ PN ) o ) ‘. N S¢‘)
v - s(sP)+ D¢ s (s¥¢
- 93:) - j ‘¢: eL [I(Kzg )m(m)][z* f ];‘Y ){c‘ o S’.) bt

Le

'

2 M AV { Ooi(sh)) - B m(s{az)} (424 )

:'_:’ ] I} '; . (\‘, .
- -1 % ;];'(’ta. Deos 06 + 'B*PT——, (¥ 0 ) s 24, T(x“' ') C‘ “tos (P ) + Dy Sn(st)
AR ) f:
-5 a’i f‘ 1]
-
(I'.’ ] .

X Swe = |d¥i €L [J’Jng‘d»(ﬂ#b“_ ©) ] (42b)
%] &

':; YT Y en (M Qe L ' ‘

s ftI(nf;)sm D) - 24, ?' J;m(;)m(om @

.‘ ~

5‘ .

):; where "2" and "4" in Eqn. (42b) are the same as the corresponding terms
': in Eqn. (42a).

: Before introducing the basis function transformations, we make some
N definitions which allow us to write the coefficients 512. through SML
-'"

::.: more compactly. First of all, quantities ng(p') and Els(p ’8: ) are

N

':::. defined exactly as in Eqns. (19) with the exception that Y, now carries
-
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;\t the superscript (j) and the coordinates have that as a subscript. 1In
addition,
.'.'1

. o), , . «)
o Hyg (p2) = éa.{\'&; dhlae)], (\" 0e) - “%ch(Y.{.)T(t.“('} (430
: SV Y de' (43b
N\ 6., (ee'.-a‘.') = € Ilne;‘)T,(v.‘“(;)-fj'.' / fi
' e |
S S s .

)‘_ Furthermore the matrix elements R’(LJ), Ul(l,i)' V’(Li), and T!(Li) are defined

4: as in Eqns. (20), except that superscripts or subscripts (3) apply to

F.Q.s’ Els’ and the coordinates whenever they appear. To deal with the

) nonprivileged terms designated by (i) rather than (j), we write

‘\'; ) '
] “ «) Y] . '
:'; j’1+ H ('.) CDSL“ ms# + Gu ((, ,){803 Q";S'm “( —h‘.lc‘w“;}] (‘f"s)
by

:

»

.. l.;n'\q. (AL AN

0:‘ , L«:‘I Y (et sl = G @ %f’{s con OF: cas s + 9,::..!4:-&:6{-}] (44b)

% | \‘h‘:) j é{[ Hﬁ (?'t)s‘uﬁ sty + G.‘:'(ﬂ ,9&){3 cofbisiesbr + Qeast¥: cas s{,"}] )

-5 A ,
—_— 4] . o .' [

2 T::’ . j&b&[ﬂ; (e thisnsd, — GL’((L%& S L8 con 59 - 106!*"-85:*.‘}] )

) L X

l-.

.\J Then the coefficients can be written in compact form:

o .) L/ (. o . .
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3.3 The Two-Guide Problem

3.3.1 Linear Equations for Two Guides

In order to make use of Eqn. (41), or rather the N equations which
~all have that form, it becomes necessary (finally) to introduce the trans-
formation functions for the unprimed coordinates' basis functions. Since
the general transformations make things quite complicated, we begin with

the example of just two guides.

Assume that the central points which are chosen for the origins of
of the two coordinate systems are separated by a fixed distance d. We
may then without prejudice choose the x-axes of these systems to be co~
linear, as in Fig. l4a. With this choice, one can take advantage of the

following expansions <6>:

Ht(‘&g‘)us[l(l‘dﬁ,)] - ki‘ Huk(k‘”j.k(“‘-fl)c’s“*.) (%)

Hotwedunltt-6)] + £ Hao bed) Ty (g sinlhtl) Heb)

hl-”
A
to relate the functions containing the Hankel functions and Py with
those containing the Bessel functions and Bl' This is another form of

Graf's addition theorem, which relates cylinder functions of integer or-
der to Bessel functions of the first kind, when the arguments can be
given in terms of the sides and interior angles of a triangle such as

is drawn in Fig. l4a. :

Alternatively, we may wish to not restrict the orientation of
the two guides' coordinate systems with respect to the line connecting
the origins. In this case, illustrated in Fig. 14b, the same theorem
has the more complicated form

Hetape) cos [Q, (rex -4, )] = é “H enud) i v, p) cos[k( 4 ’Y)] (¥Te)

Hotea ¢a) sinfatve1-4,)] « ‘Z’ Hor ) T tvap s [ (0] 74 )

For the two-guide problem, there is no advantage to the second choice
(unless, possibly, the guides have reflection symmetry about the two
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Fig. II.14(a)
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>
- E N
Fig. 1I1.14(b) The coordinates of a point p in a two-guide
array with the x-axes chosen to take advan-
tage of the symmetry of the individual cross-
’ sections.
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The coordinates of a point 3 in a two-guide

array with the x-axes of the coordinate sys-
tems chosen to be co-linear so as to simplify
the transformation functions.
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x-axes; even then it is marginal). For cases in which there are more
than two guides which are not in a line, however, the more complicated
expression must be applied.

E Y
Eqns. (46) allow us to express the requisite function of p, given
in coordinate system #2, in terms of coordinates (p1,¢1). By making use

of trigonometric identities and properties of the Bessel and Hankel func-
tions of negative order, we convert these equations to

Hettug)entt, = kg dyy Tulhep,) eos b, (¥5a)

)
Hg (\'zga ) S l#a = 2 Ptl T& (v, c.) son &¢. (¥¢b)
koo

where the constant coefficients depend on the distance, d:

Yo - %(‘.)QQ{HH-&“")("f + u\ul‘:&\} (%)

B+ R b - f, ] 434)

These expressions can be used in Eqn. (41). TFor the two-guide case, how-
ever, there are two such equations to be considered. For the first one
(3 in A, j=1, i=2) we need S(l) S(l) S(Z) and S(:\and functions of 3
1’ ’ 12 * 20 * "3 4%
given in the first coordinate system (as in Eqns. (48)). For the second
A
equation (p in AZ’ j=2, i=1) we not only need Sffz..sjé)-—-that is, the
same integggnds integrated over different perimeters---but also the func-
tions of P must be written in the second coordinate system. This re-
quirement forces us to obtain a parallel set of transformations by ex-
changing the coordinate systems, or by letting ¢l go into n—¢2 and vice
versa in Eqns. (46). The result is

Hotvep)eos i, = ?'ln:’;"‘-gd cehb, (Soe)

HQ“’;(.\““. ® ér" Tl(‘;ea)&ﬁ-‘; {Soh)
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'* Now, with the introduction of the Kronecker delta le’ the two ver-
":;.. sions of Eqn. (41) can be written down as

i D tl) o p’ y,

) .

N 2y 8 Juﬂ“&p.)cos“. s 5 2 f Jn:ﬂ(nmmhb. (52)
;‘ ' =0 k=e Lse hse

3 ' 2 p, () %
29 +JSV8d Ny
N 2% 5. uj;.(\’gg.)mhﬁ-o é: Sre é‘.?hx“’f')“"‘“bu = o
(...j Z‘ »
1554 g(o) )
I 30" “) .

% & cg. \q.:ﬂ(ngg)cos“; + és,. g.)*ujl‘hfa)&w“, (52h)
YD k3
o

2 | ‘ ) S ey A .

}j These equations can be satisfied in general only if the coefficients of
P: each of the basis functioqs, Jk(yzpl)cos(kttl), Jk(szl)sin(kd)l).
Jk('yzpz)cos(kcbz), and Jk(yzpz) sin(kcbz) is zero. For each value of k,
fg':.-’ therefore, there are four separate equations. (In principle, k runs
“J from 0 to @ .) Inverting the summation order in k and £, this leads to
:j o 3
= O )

= Z(Su. Jn + Ss; efu) = 0 ke DATEIE (53)
N2 ~ tae
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Now, in a manner not much more complicated than that leading to Egn. (16),
we have converted the two integral equations into a 4-fold infinity of

4'
,5;5 linear equations in the coefficients Cgl), D;l), Ciz), and D;z). With
~:$: truncation at some suitable number of terms, M, the use of Eqns. (45),
Ty and some algebraic manipulation (e.g., exchanging the £ and s summations,
reordering the coefficients) the linear equations work out to be, in .
R matrix form,
-:f: ' ' | \
'-\::\ ()] ! ol & -~ ) ! Z T c‘n
(i VLTV A VAR Sl A W ) s
e 1 | o _ A ] _—
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where we have symbolized each submatrix by its (ks) matrix element and

N each vector by its (s) element. In Eqn. (54) each of the submatrices is
:3' M by M, and each of the four vectors of coefficients is of length M.
g This equation has a solution when the determinant of the matrix is zero.
o Thus, as before, we will vary the propagation constant appearing in the

" matrix elements until the determinant vanishes, and then evaluate the
coefficients for those conditions.

(4

’
‘;3 The summation over % which appears in each matrix element in the
3] upper right and lower left quadrants must also be truncated at some value,
nY M”. We find that a value between M and 2M is usually sufficient. _For _
P circular guides, M” = M because of the diagonal property of (R), (U), (V)
. and (T).
b =52
20N
N
L Y
'}ﬁj 3.3.2 Normalized Parameters for the Two-Guide Problem
A When we considered the single guide, we were able to specify the .
ol physical parameters of the problem by giving the normalized frequency,

»
"

B, and the parameters (N, R) describing the guide's perimeter. The
“"characteristic dimension", b, conveniently dropped out.

A}

, l.
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In the array problem the two guides will in general differ in their
indices of refraction, sizes, and shapes. It thus becomes necessary to
specify several additional parameters: a second normalized frequency, a
second set (N, R) for the shape, a second "characteristic dimension" to
determine the size, and also a distance d separating the (origins cen-
tered within the) two guides. Moreover, the question of how to define

(1 _ (@)

the normalized propagation constant is reopened, unless n, 1

With these considerations in mind, it becomes convenient to define
a "special” guide, which is identified by the super- or subscript (1)
and is the one with the greatest value of n.,. Thus with the definition

1
T [ §

Pl s k‘ M - __._l:— (55)
- Wl

P2 retains its range of 0 to 1, since the limits on the propagation con-

stant, kg » of the normal modes of the array are k., and k‘l), the latter

2 1
being greater than kgzl Moreover, the characteristic dimension of this

special guide, bl’ will appear in the different normalized frequencies
vhich are defined to account for the index-of-refraction differences:

'B,‘ = Lo'i (n(t)‘l-_ n) ch.ﬁ t=1,2 (S‘)

With these definitions one can show that the quantities Y( ) and Y, are
2
2
< L) " )
.‘C) : —‘-B'[-B—‘ - ?I] (= 1,2 (570)
b R
Y, : (W8P | 6T
b :
vhere i= v¥-1 in Eqn. (57b) should not be confused with the index i desig-
nating one guide or the other. Thus, if nfl) = n§2), the two values of Y,

are the same. The differences between the guides enter when Ylp is calcu-

lated. Let us write, for the ith perimeter,

f(M = bigudd)

(se)

-
')
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vhere gi(¢1) might be the "superellipse"” formula indicated in Eqn. (31)

wvith parameters ﬁi and i:l , or some other function. We define the ratio

of the semiminor axes by

nos b:/“ {s1,2 (5%)

Then we have, for p on the ith boundary,
4 ’ -t 2 " (Go
AL L ) L X
_ B!

7{;( = ilrnga(ia)B,P (6ek)

Moreover, the argument of the Hankel functions appearing in the trans-
formation coefficients Qe and Bkl is

B P,

From the above, one can see that bl serves as a "unit distance", with

bz and 4 appearing only in their ratios to bl' From now on, we will

assume that d 1is in units of bl and drop the latter from Egn. (61).

v = (3))

. Reduction of the quantities in the matrix elements to real form is
only slightly more complicated than in Section II-2.4. As before, the
recurrence relations, Eqns. (28), eliminate the derivatives of the Bessel
and Hankel functions. The Hankel functions of complex argument are con-
verted to Modified Bessel functions of the second kind using Eqn. (29).
The Bessel functions of complex argument are converted to Modified Bessel
functions of the first kind by using

Jl(ix) = 1"12(:‘) (62)

Then Eqns. (19) and (43) become




RPGE) = Mad (B L(BE[E ] %/ T

- PI&, (n’B' )J‘(_Eg.f. ::i _.ﬂi))] (6w

* (hs) T, (TREEY (23 __,?”

- St e )

- n ‘ . -!;_g_,_?_! nB, - ) / X (6“’5)
6L 5) ra LR (TJ w7 e | f
The transformation coefficients become
gy » SO Le L, (rBP 4 K\.,t(wB.'P&)} (652
P (0 2 L (8P - Kun (BN («

with nkl and ukl related to them as in Eqo. (51).
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N Now the only remaining task is to combine the powers of i properly.
Consider, for simplicity, a reduced form of Eqn. (54):
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We note from the definition of (R), Eqn. (20a), and from Equns. (63) that
the (ks) wmatrix elements of the submatrices on the upper left and lower

right are all real quantities multiplied by i-(kﬂ). Similarly, from
=(2)

Equs. (44a) and (64) the (2s) watrix elements of i(l) and R
quantities times :l!', and from Eqns. (65a) and (51) the transformation
X2 and Nyp contain the (-k+2~-1) and (k-£-1) powers of

i multiplied by the real part of Qg Powers of i can now be removed
completely by multiplying each row of the matrix by i(k+1), since (it

turns out) only evem powers are left_after this operation. If we change
our notation slightly so that (R), (R), (a), and (n) refer explicitly to
the real factors which are built into these quantities (e.g., Eqn. (65a)

= (k=241) for ukR.) and if we symbolize each submatrix by

Xxs

L

are real

coefficients a

B8 s gk A
- Aty Ay ‘e
pPAPLI LS

AL .
R W W

2L

without the 1

its (ks) matrix element, Eqn. (66) can be written entirely in terms of
real quantities:

20

BoR RS

(-n)"g i Ra

|
!
|
~—-o---= ==t
|
!
'

One can readily show that (U), (V), and (T) behave 1like (R), and the
corresponding quantities with bars like (R), and the (B) like (a). It is

therefore easy to generalize from Eqn. (67) to a final real matrix equation

1 2
for the general two-guide problem, with all coefficients C: )....D: ) as

unknowns. In other words, if in Eqn. (54) we take Rks"""fks and

[ -
[EPEA

A .
::. "u"‘""‘kz to mean the real factors contained in the most recent equa-

\': tion specifying each of these, and if we multiply by (-1)2 inside each

,'_:. sum in the upper right quadrant, and if we multiply each matrix element

fa! on the lower left by (-l)k, we get the final real matrix equation for the

- two-guide problem.

© -
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- 3.3.3 Special Cases for Two Guides

33 Consider the general case once again. When the distance, d, between
N the guides is much greater than the guide dimensions the tramsformation
L N coefficients a, B, n, and YU become small because of the Hankel func-
o tions defining them. In such cases the top right and lower left subma-
¥ trices go to zero and Eqn. (54) splits into separate matrix equations for
o Cil)- Dél)s and Céz), Diz). By physical reasoning, this amounts to sepa-
"53 rately solving for the modes of two distinct isolated waveguidés. Mathe-
§§ matically, each part of Eqn. (54) is equivalent to Eqn. (22) applied to
= one guide or the other.

When one or the other of the guides has reflection symmetry about its
<L x-axis (or y-axis) the corresponding submatrices (U), (V), (U), and (V)
i: are all zero. If both guides have this property the equations split com-

o«

::ﬁ pletely and the solutions for C(l) and Ciz) (cosine expansions, as
: ‘ Eqn. (66)) and Dél) and D:z) (sine expansions) are obtained independently.
,‘2 If, in addition, both guides have a second_axis with reflection symmetry,
S\ half of the matrix elements of (R), (T), (R), and (T) are also zero and the
;ﬂh cosine and sine solutions split into even and odd series.
Ty
-~ As with single guides, these separations could all have been effected

from the beginning.

For circular cross-sections the (R) and (T) submatrices are diagonal
and the sums in the matrix elements at the upper right and lower left have
3 only one term each.

A

In the special case for which the two guides are identical, and have
a plane of symmetry between them, as in Fig. 15, we can simplify in a dif-
ferent way. We can assert, a priori, that the solutiomns, Eqn. (40), be

symmetric or antisymmetric about the plane. That is, the solutions ¢(1)(pl,¢1)

RER

must be equal to plus or minus ¢(2)(pz,ﬂ—¢2). "his can happen if and only if

<,

4

¢V - 1@ (682)
s s . .
symmetric solutions

I
LAY Ny

“ o

.

oD = (-1

s+l D(2)
s s

(68b)
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or

(1) s+1 .(2)
c. = (-1) c, (69a)

antisymmetric solutions

< _17S n(2)
1);1) = (-1) D_ (69b)

Then, if we specify which class of solutions we wish, these relations can be
used to eliminate half of the equations in the general set.

Alternatively, we can start from the general set and derive Eqns. (68)
and (69). The fact that the identity of the two guides simplifies the mathe-
matical relations expressed in Eqn. (54) and leads to Eqns. (68) and (69)
shows that the symmetric and antisymmetric solutions are implied by our form-
ulation. To demonstrate this, consider the real equation for the cosine
solutions, Eqn. (67). If the guides are identical, as in Fig. 15, the ma-

trices (R(l)) and (R(z)) are identical except for a factor of (—1)k+s which
enters the (ks) matrix element because of the transformation ¢1———)ﬂ-¢2

and has to do with the direction of integration about the cross-sections.
(This can be derived quickly from Eqn. (20a) using trigonometric identies.)
That is,

(2)
Rks

with a similar relation for the (R). Then Eqn. (67) can be rewritten as

Y taRs e R :iﬁiuRm %

"'.--—-—__—_-—- - - - __-_-_______ - —--

3 ' ' 0 .
H)é"u?.? , - Rig oy () ‘2 e R.., ' :L (—4)“ Rh H4Cs”

(-n**s gD (70)

- -— e = e

The operations leading to Eqn. (71) are purely formal. They can be carried
further by multiplying the rows of the lower submatrices by t(—l)k. Then,
. e - S() .

with Sks defined as Zz“kz 9s and Cs = 2(-1)"C ,» the equation takes

the form
+
R *5§ c)=0 (12)
z rd

An equation like this has a nontrivial solution if and only if (C) and (C")
are identical vectors. To show this, assume that they differ by an arbitrary

59

= 0
(71)
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vector, (e): (C) = (C°) + (e). Writing the matrix equations separately, it
immediately follows that

(s - R)(e) = (0) (73) )

This has a nontrivial solution if the rank of (S-R) is less than the matrix .

dimension, M. (S) and (R) being different, this cannot be. Therefore

(e) = (0), (C) and (C”) are the same, and Eqns. (68a) and (69a) follow with

the appropriate choice of sign. The relations between the sine coefficients,

(D (2)
s s

and D » can be proved in an analagous manner.

The final form of Eqn. (72) with (C) = (C”) shows how to collapse the
2M by 2M set into the M by M set (which we would have derived if we had
started by assuming Eqns. (68) and (69)) because it is equal to two copies

(ResYe) = ( RE s £ RS )e) - o (™)

This is the very important equation that is to be solved for the cosine solu-
tions of the two identical guides with reflection symmetry about the common
x-axes. The corresponding equation for the sine solutions is

(7" & 2 g (W) = o )

It must be remembered that we have explicitly written (and thereby cancel-
led out) all powers of i and thus dropped them from expressions for all
the matrices. Also, without reflection symmetry about the common x-axis,
the U and V submatrices reappear, and the general 4M by 4M system only
collapses into a 2M by 2M one. In any case, however, the identity of the
two guides reduces the size of the system of equations by a factor of two,
the only cost being the necessity of separately solving for the symmetric
and antisymmetric modes by choosing one sign or the other.

L4 l‘if{

3.3.4 Results for Two Guides

{l."\ LMY
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3.3.4.1 General Discussion

The principal goals in carrying out this work were to (1) calculate
the modal properties of some of the more important configurations in which

L
>
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‘t coupled guides are used; (2) demonstrate the efficacy of the integral equa-

v tion technique for arrays; and (3) identify situations in which this tech-

P nique is capable of providing significantly better results than other ap-

o proaches and, conversely, those situations in which other approaches are

o quite accurate. 1In view of these goals, we have concentrated primarily

2; on the two-guide problem, both because of its importance and because other

o techniques have not (with one exception) been applied to anything else.

2 We have calculated the modes of arrays consisting of circles, €l-

{5 lipses, and rectangles in various combinations, all with their axes of

:H symmetry coincident with the line between the origins (y = 0 in Fig. (14b)).

Pyt The series converge quickly for all cases we tried, including some combin-

ﬁ ations of elongated cores. The integral equation technique is clearly an
efficient and versatile way to correctly calculate these modes. We be-

& lieve that extending the effort to more complicated situations (y # 0,

T cores without symmetry) would allow us to demonstrate similar virtues, the

§; cost merely being the computation of more matrix elements znd Bessel func-

- tions. The same applies to N-guide systems, with N > 2. 1In that context,

by, we have restricted ourselves to consideration of a line of up to six iden-

o tical guides, which is discussed in Section II-3.4. We do set down the

general formulation for N guides, however.

Regarding the comparison with other authors, discussed below, we find
that we agree completely with that formulation <22> which calculates, as we
do, the normal modes of an array. We also find, not surprisingly, that
coupled-mode theory provides quite accurate results except when the guide

S Aty Y
PRI,

N separations are quite small.
.‘l
1} To obtain results for the two-guide case, two FORTRAN programs were
/ written. The first, IDGS, solves for the symmetric and antisymmetric modes
' of identical guides. The second, NIDGS, is used for the non-identical two-
guide problem. The means of using them are described in another section of
\j this report. The numerical techniques employed are virtually the same as
A for TRUNCN, and have been described in Section 1I-2.4.
5
:J Since other authors use V for the normalized frequency, we have ex-
= pressed our results in terms of this parameter also (V = 7mB). 6, given
o in Eqn. (25), is also used for the index-of-refraction differences.
o
Y,
:3 3.3.4.2 Results for Two Identical Guides
— : In discussing the normal modes of the array consisting of two identi-
N cal cores with a plane of symmetry between them, it is illuminating to re-
M late them to the modes of the isolated individual guides. Thus, if the
N : guides, numbered 1 and 2, are far apart they do not affect each other, and
;ﬁ there is a modal solution in which the wave amplitude and propagation con-
' stant are characteristic of a single-guide mode centered on guide number 1.
-
N
‘
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There is of course another solution with the
As

We label this solution ¢ _(1).
same kind of single-guide mode centered on guide number 2, i.e., & _(2).

in quantum mechanics, two solutions with the same propagation constant (en-
ergy) but different wave amplitudes are called degenerate. A linear com-
bination of degenerate solutions is still a solution with the same propa-
gation constant, and we can form two special linear combinations: a com-
bination ¢S that is symmetric under reflection about the plane of sym-

metry (interchange of guide numbers 1 and 2) and a combination ¢A that

is antisymmetric, given by

0= 0,(1) + 9 (2) (76a)

¢, =0.(1) - ¢_(2) (76b)

Thus, for every mode of the individual isolated guide, these two combina-
tions will approximate two modes of the widely spaced composite guide. As
d decreases, however, and the tails of the isolated-guide modes begin to
overlap, ¢S and ¢A will cease to be solutions in the overlap region,

and it will be found that the exact symmetric and antisymmetric solutions
will differ from the single-guide solutions, as will the propagation con-
stants. It is said that the single-guide modes split. In fact, the ap-
proximate wave functions, Eqn. (76), can be used in, say, a variational
calculation to calculate this gplitting.

In this light consider Fig. 16, in which P2 is plotted versus V for
two identical circular guides of radius unity separated by varying dis-
tances d. In the families of curves shown there, the central solid lines
represent modes for d—)» « and, more specifically, those modes of an iso-

“lated single circular guide for which ¢ = J (y,p)cos s¢. The single-guide
modes correspond respectively to s =0,1, 8nd"2 for the uppermost, middle,
and lower family of curves.

The dashed lines above and below these single-guide modes are the
corresponding symmetric or antisymmetric cosine modes for the values of
d that are indicated. The symmetric mode curves all lie above the single-
guide curve, and the antisymmetric ones all lie below. Note that the split-
ting of the symmetric and antisymmetric modes is not uniform; for a given
d, the symmetric curve is not necessarily the same distance above the single-
guide mode as the antisymmetric curve is below it. Furthermore, the domin-
nant mode is the lowest-order symmetric mode; all the other modes cut off.
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In Fig. 17 we plot the propagation constants of the first two modes de-
rived from the sine expansions for identical circular guides. Each of these
modes is degenerate, in the Yimit d— ® , with a cosine mode in Fig. 16.
For smaller separations, the proximity of the two guides clearly affects the
modal properties of the sine and cosine modes differently. This is not sur-
prising, in view of the field configurations of the large-separation modes,
which are like those given in Figs. 12g and 12m. 1In the case of the modes

. cutting off between V = 2 and V = 3, the cosine modes (Fig. 12g) have their
maximum intensity along the x-axis, which is the region where the guides are
closest together. The sine modes' intensity maxima are along the y-axes,
away from the region of proximity. There is less distortion of the d— @
fields in the latter case, and apparently this results in smaller changes in
the propagation constant. In the case of the modes cutting off near V = 4,
however, the sine and cosine modes have identical field patterns in the limit
(Fig. 12m). This undoubtedly accounts for the similar behavior as the guides
are brought closer to each other.

It should be pointed out that, if we had chosen the y-axes to be co-
linear instead of the x-axes, the behavior differences between the sine and
cosine modes we have discussed would be exactly reversed.

For comparison of our results with the work of others we begin with
that of Wijngaard <22>, who considers two circular guides, not necessarily
identical, and solves the problem by an extension of the standard matching
techniques for a single guide. Although Wijngaard's equations are formu-
lated for the general vector case, some of his numerical results are given
y for weakly guiding cases, where § goes to zero, and are therefore compar-
5 able with ours. For example, fecr identical touching circular guides at
o V = 3.5, his result for the quantity V(1 - p2)¥ for the first antisymmetric
A cosine mode is 1.9341; ours is 1.93412.

A second comparison with Wijngaard is possible in terms of a parameter
other than the propagation constant, the beat wavelength AB. We briefly

introduce it here since much of the discussion of two identical guides in

the literature is phrased in terms of it. Suppose that two identical guides
are a large but not infinite distance apart sc that they are weakly coupled.
And suppose that at z= 0 one of the guides is excited with an amplitude
characteristic of a mode of a single isolated guide. A question of interest
is how the amplitude changes as a function of distance down the guide, i.e.,
how the power in one guide becomes coupled into the other. This question

can be answered approximately in terms of the symmetric and antisymmetric
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. modes of Eqn. (76) and their corresponding propagation constants kés) and
\ kéA). Thus consider the following expression for the field amplitude ¥ as
&

\:.- a function of z: : ,
'~ ' (A

ALY . ) N (s) [ )

¥ Vim) = Z[Bap(®rz) + 3 upliyz

N (r7)
(s) WKL) )
o
B

- At z= 0 this is Y(0) = ¢°°(1) so that it corresponds to an excitation in
which guide number 1 is excited in its single-guide mode and guide number 2
»'::j is not excited at all. But, at a certain distance z= L down the guide,

- such that

I

5 AR OO} P (78)
A 4 g ’

:

04 we have

5 W) = & (2explikSL) (79)
e © g
e which corresponds to an excitation of the single-guide mode of guide number 2. _
o) That is, all the power is now associated with this second mode. This dis-
'q tance L over which this power transfer takes place is the coupling length.
..-3 The beat waveleng_g“)\B is that distance that is required for the original
N

amplitude to be restored (except for a phase factor) and is equal to 2L.

A3 Following the method of Wijngaard <22> it is convenient to define a
rd normalized beat length y by

s!

2%

P

~4 1 AB .

o where A is the vacuum wavelength. This can be expressed in terms of our
;:: normalized propagation constants, for small 6, by writing k(gs) and kéA) in
‘e

f::- terms of them, using Eqn. (55), expanding the square roots, forming [kés) -
g k(A)], and neglecting terms in 82. The result is

. »
7 2 2,-1 1 1,.2 2

», -
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38 Wijngaard's calculation of Y as a function of V for 6— 0 (presented in
: his Table 2) agrees with our results [using Eqn. (81) with &= 0] to the
three significant figures given.

Y

3

% . Although we have motivated the introduction of the beat wavelength

' by an approximate treatment, the operational definition, Eqn. (78), should

(A)

be considered as involving the exact propagation constants kés) and kg

j rather than those obtained by using Eqns. (76). Also, there is an obvious
approximation in specifying the total field as the sum of only two modes
3 (even the correct S and A modes) and consequently obtaining a simple

= periodic function of z for the power distribution. Nevertheless, this
approximation allows us to connect our results with those of coupled-
mode theory because those results are expressed in terms of constants

, coupling pairs of modes individually.
Xy
; In the coupled-mode theory, the field amplitude in each guide is ex-
by pressed as a sum of isolated-guide modes, with expansion coefficients a func-
’ tion of z. As an approximation to this sometimes intractable series, the ex-

pansion in each guide may be limited to a single term. Then, if at z= 0
' guide number 1 is excited with a single isolated-guide mode and guide number
N 2 is not excited at all, the solutions of the equations—the expansion coef-
A ficients—are sinusoidal in 2. The resulting beat wavelength is expressed
’; in terms of a normalized coupling constant K that for two identical circu-

lar guides with 66— O has a simple analytical form <20,21>. The relation-
. ship between K and )“B is
N
W]
oy -
% k= 128 7 82)
4t B

We can, of course, derive an expression for the right-hand side of
';6 Eqn. (82) in terms of P: and Pi by using our beat wavelength and the re-
4 lationships expressed in Eqns. (80) and (81). If we call this equivalent
*j coupling constant K, we find that |
3 1 4,02 o2 1 2, (1-1
- 1.2 -

~ = o - - - = 83
2 RK=2 V(s -P,) |1 -38|1-5(Pg +P,) (83)
'} We can now compare this with the results of coupled-mode theory. There is
= only one superficial difficulty: the quantity K depends only on V and the
i guide separation d, whereas our comparable result K depends on ¢ as well. |
- Happily, the dependence on § is small when & is small. Therefore our com- ;
[~ parisons with coupled-mode theory are made by setting &= 0. We note that R
b small corrections must be made for finite 6. )
%
y i
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In Figs. 18-20 we compare our results with those of coupled-mode theory
for identical circular guides. The coupling constant K (solid lines, com-
puted directly from the formula in Refence 21) and our equivalent results from
Eqn. (83) are plotted versus d for fixed values of V for the dominant modes
(Fig. 18) and the second pair of modes (Fig. 19). The complementary results
are given in Fig. 20 for the dominant modes by plotting y from the coupled-
mode theory (solid lines) and our values of (Pé - Pi)-l versus V for fixed

d.

Over most of the range of parameters that we have investigated, our
results are in excellent agreement with those of coupled-mode theory. To iden-
tify what differences there are, we emphasize small values of d in Figs. 18
and 19 because it is there that the weak-coupling approximation is most tenu-
ous. We observe that, except for the smallest values of V on each graph, the
only notable discrepancies occur when d < 2.15; that for some values of V the
agreement is practically perfect even for small 4, whereas for others the dis-
crepancies are as much as 20%; and in Fig. 19, that our points may fall above
or below the coupled-mode results, depending on V. In Fig. 20, we find sub-
stantial discrepancies only near those values of V for which the first anti-
symmetric mode cuts off, a value that of course depends on d, and for touching
guides (d = 2). 1In the latter case, the barely noticeable difference of less
than 4% at the right-hand edge of the plot, where V= m, grows considerably
larger (to 20% at V= 27) as the normalized frequency increases.

. The discrepancies associated with the smallest values of V encountered
in Figs. 18-20 are not surprising, even for guides that are relatively far a-
part, in view of the tendency of the fields of all modes to spread substan-
tially outside the core regions in these cases. This makes it risky to ig-
nore single-guide modes other than the two primary ones, as is generally done
in the coupled-mode approach.

The discrepancies in Y associated with large values of V and d-2 arise
from the fact that, although coupled-mode theory in principle expands the field
inside each guide in a linear combination of modes of the isolated guides, in
practice this combination is restricted to a single mode of the isolated guides.
For fixed V and increasing d this approximation obviously becomes better and
better. By contrast, for d fixed (especially at small values) there is no
reason to suppose that for increasing V the single-mode approximation becomes
increasingly accurate. In fact, the true field in the interaction region is
rather poorly represented by the linear combination for all values of V. This
is more obviously true for identical square or identical rectangular guides,
but it holds for identical circular guides as well.

For values of V below the value at which the antisymmetric mode of any

chosen pair cuts off, there can be no interference. Because coupled-mode
theory does not yield the propagation constants directly, however, this point,
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Fig. II.18 Normalized coupling constant from coupled~
mode theory (solid lines) and the quantity

1/4 V(P:-—P:)(points) plotted versus d

for the first symmetric and antisymmetric
modes of a composite system consisting of
two identical circular guides.
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Fig. 11.19

Same as Fig. 18 except the second symmetric and
antisymmetric modes are used. These correspond
to dashed lines of the second family of Fig. 16
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Fig. I1.20 Normalized beat length from coupled-mode
theory (solid lines) and the quantity

(P;-—Pi)“l (points) plotted versus V

for the first symmetric and antisymmetric
modes of a composite system consisting of
two identical circular guides. Cutoff of
the antisymmetric mode occurs near the
left-most dot in each case.
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at which computed values of the beat wavelength become meaningless, is obscure.
In Fig. 20, we emphasize this possible error by deliberately extending the
~ coupled-mode calculations (solid lines) to values of V below this cutoff
point, which is close to the left-most of our computed points for each of

the four pairs considered.

We have done similar calculations for pairs of square and pairs of rec-
tangular guides and compared them with published results where possible. The
best agreement is with the coupled-mode calculations of Marcatili <17> for

“ tightly bound modes of square guides. What discrepancies we find in these
cases closely parallel those indicated for V> 3 in Fig. 18; that is our
equivalent coupling constant is larger tham his for d < 2.15. His approxi-
mations are not good near cutoff, so extensive comparison is not possible.

In Figs. 21 and 22 w: show the first two cosine and sine modes, re-
spectively, of identical square guides. These modes are qualitatively very
similar to those of the circular guides shown in Figs. 16 and 17. Since for
small separations (d—>2) somewhat more of the guiding regions are in close
proximity to each other than for comparable separations of circular guides,
the splitting of the corresponding modes is slightly greater. One should
note that for d= 2 the modes plotted are identical to those of a single
rectangular guide with R= 2, given in Fig. 5. That is, the first sym-
metric mode corresponds to the R{ mode, the first antisymmetric wode to

the RfImode, and so on.

As a final example we show in Fig. 23 the propagation constants for
some modes of a pair of rectangular guides.

Also of interest are the field configurations. In the present scalar
theory we can exhibit these configurations by plotting contour curves of the
squared amplitude in the cross-sectional plane. Such plots are shown in Figs.
24 and 25 for two square guides for the symmetric and antisymmetric modes that
derive from the dominant mode of the isolated guide. What is striking about
these modal amplitudes of the guiding pair is how quickly, as the guides are
separated from touching, they begin to resemble in each guide the modes of iso-
lated single guides. For the symmetric case, for example, the field config-
uration for the touching guides is markedly different from what would exist
in each isolated guide. But separating the guides by only 2.5% of one side
(d = 2.05) produces a definite resemblance to single-guide modes that be-
comes pronounced at d= 2.5 and is practically perfect at d= 3.0. Similar,
but even stronger, remarks apply to the antisymmetric mode.
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Fig. 11.22 Same as Fig. 21, but for the sine modes.
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- ¢2 for that symmetric mode of a com-
:: posite system, consisting of two square
o guides, that derives from the dominant
> mode of an isolated guide. The ampli-
- tude at the center of the pattern has .
Y magnitude unity, and on successively
e larger contours o2 changes by 0.1.
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Fig. 11.25 Same as Fig. 24, but for the anti-
symmetric mode,
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3 3.3.4.3 Results for Two Dissimilar Guides
:‘.:: . We have found the solution of Eqn. (54) for a variety of configurations

AN involving two dissimilar guides. The most interesting case is that of circu-
\'s lar guides.of different size and the same index of refraction. Most of our
N - results were obtained for such examples. In fact, as for identical guides,
Y the general features of composite systems, consisting of pairs of guides of
_ various shapes, are similar to those consisting of two circular guides. We -

~'u;, have demonstrated, however, that the technique works quite well for dis-

\,:‘g similar ellipses, squares, rectangles, and combinations thereof.

A . .

:. e As with identical guides it is convenient to correlate the modes of the

- guiding pair at finite separation distances with the modes of the pair at in-
v as finite separation. These latter are of course the modes of the isolated in-
-\i dividual guides. Thus, for d infinite, there are two sets of solutions of
‘#1 Eqn. (54) or, say, Eqn. (66). 1In one of them, the coefficients C(z) are all
i
23'3 : zero, and the propagation constants and the nonvanishing values of C(l)

i : those that correspond to modes of the isolated guide number 1. For the second
A4
'}\E set of solutions, the C(l) are all zero, and the modes are those of the iso-

)

{::.» lated guide number 2.

¥ | |
;;‘1 ) For finite separations, the modes have properties which are exemplified
»‘ in Figs. 26 and 27. In Fig. 26 we show computed results for cosine expansions
f:f\ . in which P2 is plotted against V for various interguide distances for a var-
S:»" iety of modes of a composite system consisting of guides with radii of 1.00 and
). \:3 1.05. V is defined in terms of the radius of the smaller guide. Since the
f?'-..,' guides are only slightly different in size, the general similarity between
XN Fig. 26 and Fig. 16 (for identical guides) is not surprising. The main dif-
. : ference is that in the present case the modes at infinite distance do not ap-
y pear as degenerate pairs. In each pair of solid lines in Fig. 26, the upper
5\ line represents a certain mode of the larger guide in isolation, whereas the
N ) lower line corresponds to a mode of the smaller one.

15\ :

:\ J To give some idea of the convergence of the interior expansicns, Eqn.
' (40), as the distance d decreases from infinity, Tables 6 and 7 give C( )
.2::3 and C( ) for modes that become the dominant modes of these two guides in
A
AN isolation.

)

e : In Fig. 27 we present propagation constant curves for a pair of circles .
fo. 0% with radii of 1.00 and 1.25 (V defined in terms of the former) in order to
~'::f make some general observations. First of all, as a contrast to Fig. 16 and
:_,:.:: (to a lesser extent) Fig. 26, some of the composite system modes are barely
X
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Fig. I11.27 As in Fig. 26, except the radii are 1.00 and 1.25.
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a - 3. 00 2.25 2.05

p? . 7894 . 7894 . 7965 . 8157
cgl) 0 . 006 .106 .281
c‘zl) 0 .006 .118 352
c‘;’ 0 .010 .212 . 702
c‘(!” 0 . 020 . 495 1. 846
cgz) 1 1. 000 1. 000 1. 000
c{? 0 -0. 000 -.078 -.294
cgz’ 0 0. 000 .083 .352
cf? 0 ~0.000 -. 146 -. 693
cf’ 0 0. 001 .342 1. 824

Table II.6.

Coefficients C:l) and Céz) for the first mode of
the composite system of Fig. 26 for different

values of d and V= 4.
the dominant mode of the larger guide in isolation.
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N P 1721 | L7726 . 7688 .7626
NN

=2 ci 1 1.000 | 1.000 1. 000
| cg) 0 -. 000 -.038 -.096
NEE
b clV 0 -. 000 -.059 -. 148
% ci! 0 -. 001 -.121 -.293
g b .

A o

0 cl? 0 -.045 -.553 -. 797

: c@ - 0 -.008 -.125 -. 236
D, 1 .

) ' c‘zz’ 0 . 007 .115 .214
‘ ¥ .

| cf? 0 -.011 -.181 -.333
] (2) .376 . 691
,. cg 0 .021

&
25y
-f Table 11.7. Coefficients Cél) and Céz) for the second modes
'.: of the composite system of Fig. 26 for different
b7 values of d and V= 4. This mode evolves into
,{z the dominant mode of the smaller guide in isola-
- tion.
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distinguishable from the isolated-guide modes away from cutoff, even for the
touching distance. This illustrates the often observed fact that the charac-
teristics of the composite modes are weakly dependent on d when the isolated-
guide propagation constants are not the same or close in value. Also, there
is a gap between each pair of isclated-guide modes, and unless the two guides
have very different physical characteristics, there is no composite mode in
this region. The gaps diminish as the guides become more similar. These
general characteristics are typical of various two-piece composite systems
that we have investigated, consisting of combinations of squares, rectangles,
circles, and ellipses in certain orientations.

There is not much to be learned from plots of the sine modes of the sys-
tems described in Figs. 26 and 27. Except for the separation between the two
d = @ modes, the curves for these cases are much like those in Fig. 17. For
the modes that cut off near V= 4, the d= 2.05 and d= 2.25 (touching) cases
are almost indistinguishable, on the scale of these drawings, from the respec-
tive d= © curves. It is generally true that the greater the difference in
size (and hence in unperturbed-mode propagation constants) between the two
guides, the smaller is the deviation of the composite modes from the isolated-
guide modes. This pattern is more pronounced for some modes, however, than
for others.

A few comparisons with Wijngaard's work <22> for different-size circular
guides is possible. For touching guides with a radius ratio of 1:1.3,6 = 0.1,
and V= 3.5, his Table I gives u= 3.3609 for his IIn mode. OQur comparable

result is 3.3641, which suggests that the weakly guiding approximation is use- #
ful even when § is not close to zero. For this same configuration with V= 2,
the ratios of the y components of the field at the center of the two guides
are, for his I0 and In modes, 0.616 and -1.690, respectively. Our ratios

turn out to be 0.36 and -1.28, which are of the same order of magnitude and
sign.

3.4 Final Equations for a General Array

In this section we set down the formulation which is required to com-
pute the modes of a general array of guides using the integral-equation tech-
nique. One could use such a formulation, for example, to solve a system of
three guides arranged in some triangular pattern, or four guides at the cor-
ners of a square or rectangle. Except for calculating the modes of a linear
array of identical guides (a configuration which is greatly simplified by
symmetry) we have not made use of this derivation.

The analysis proceeds from Eqn. (41) almost exactly as in the two-
guide example, with the same definitions of matrix elements and the same
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manipulation required to convert them to real quantities. The only important
difference comes in the transformation functions. Since we cannot automatically
take Y to be zero (see Fig. 1l4b), Eqn. (47) is needed to derive the transfor-
mation functions for the various coordinate systems. The main effect of this
is to connect the chos(M)) functions in one system with the chos(kcb) and

Jksin(l«b) functions in the others, ratlier than just with the former as was
previously the case. (The same is of course true of the Hlsin(%) functions.)

This forces us to write the transformations connecting the ith and jth co-
ordinate systems as

H‘_(Ya.(;\ wslé; « ‘é‘d&m(‘ﬁg;)u& Lfc +

Mue

2, Tympo sin ks (%)

»
(-4

Mg

Bl Ty e cin b (¢0)

H‘(Uzri)&.ﬁ!—*j ’ zF;‘QX(hf:)w‘“; -
: feze

~

where the coefficients o and B of course did not appear previously. There
is an analagous set of equations expressing the basis functions in the ith

' . . X . . .. ij —ij
system in terms of those in the jth systeém, with coefficients nki’ ﬂkJQ,

“'13,’ and -ﬁ;‘; . After conversion to real form (times powers of i) the coef-

ficients are
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P“. _ i-(‘ﬂ")%r { Kt_,_(feﬂﬂus[(\.g)g]- Km(-w@.JP)m[“,g),R (95&)

(§5e)

T ("')b‘l Jﬁ
e * (%50)

(- ‘)L.“Zu
() ?u G

[

Ku =
N h
N k (35
> = {-l) -4 1]
“ )ki.’. .
‘e
‘

84
r
I I
%S A G2 ARSI Y TR IR I S e I S A P e e e e e .
m‘;f’ el e el e n T s o O aet 2 e W W e, T I IR I N I LTI B :
P ad et o e T e e e AR RSN RS T MO AT, ‘n‘f."".'..":_(:q‘:-':'»':}‘_ :'f:f:'f:‘\‘_'h&'\:"\:\'d:\“\."




........................................

(o), @t i)

T _i e o . !
\ ‘ s
! ! ‘/"[ 2 du f(:_:“ EHV "] : ! J“Om s )
1 - 1Y q W}
; l tK )h =kl " g1 Th -‘/g_
X _ 1 | . el o= -
U e R e e — -
{1~ : ;
3 " . n . !
SN VB —l—.-ﬂ - = ~ir) e
1’_ ((-.)‘)2[.'," R & ﬁ;vx. _‘) l((-o‘[: I.(L‘l T BT )L ] e I Ve
.:1,-' aze ks 1 fae 3 l i

A .
5.9
s f.A'?;ii
—
T
Py
nd
£
)
£z
IS
-
ot
]
—
N
<
—
=
g:_
‘vD
*'.‘
<
L]

B <O

'y B
<

.1

4~

N
b S T B
% . I ' I l
| efler ), (LA ) ke - ), (e 1]
s : - .________'L________ _A-__'r _________
§ (\, é[.«..ﬁ - PV '(w‘f p;T") '((.f[, Ry - pZ'V:])h!(n)‘gPG‘O:'*?:: T.‘.‘]}BE
S .(z<~>‘{4 R ) (i‘w oz 32T, \ /e

5 : --- °—t--—-—--.—---'-‘---|-—-——-——-.--——- -----

3 -(zt-u‘{ru R a]) (2«-0‘ ar + ped) || o
o SRS U | B

ey

.(zm[z R BV, ;(z(..»{l::a:h i), || e

o

2% (i(—v)[l R V"') (i (4 )‘ .({,"U"' pL‘T"D o | =0 (gl)
3 ""! : - )
X _----u---.._.__.___-_._-:________.._- _____
*{-.: cee ! R : ue cr
:‘ ' l--——_——___— -----

[}
Ye 'b; - ' ‘. . ~)
? ¥ : o o o o :' V‘.. : 'T‘:') / -bs
NG ' ’




)
~
o
iz
N3
.
e
0
l. where, for easy viewing, we have left off the (ij) superscript on all the
v, coefficients and the (ij) subscript which is obviously implied for the dis-
}_}-“' tance d between the centers of the two coordinate systems. For y= 0, these
) expressions simplify to the point where the transformations are the same as
XN in the previous section.
e
The implications of all this are that the i# j terms in Eqn. (41)
Ry are, for each value of i, twice as numerous as before. Thus when the :
';’_'.;- homogeneous equations are written as constants times the basis functions,
0N the constants contain an extra sum, involving the coefficients a, B, u, or
o n. The logic, however, is exactly as before: the coefficients of each of
the basis functio i t be separ-
N sis functions Jk(yzpl)COS(k¢1), ’Jk(szN)Sln(k¢N) ms P
"{x ately equal to zero.
£S
Y
15 It is sufficient to simply write down the final matrix equation. It
.‘,:3 appears on page 85 as Eqn. (86). With the truncation at M terms, the matrix
Aeh is 2NM by 2NM in size.
A A
;',s. Returning briefly to our discussion of the transformation functions, we
J': should point out that the formulation given in Eqns. (84) and (85), and im-
:I;- plied by Fig. 14b, may not necessarily be the simplest for all cases involv-
-, ing a non-linear array. Consider, for example, a configuration consisting
of three arbitrarily-shaped guides arranged with their "centers" at the
- apexes of an equilateral triangle. The transformation functions turn out
“-‘?: to be simpler if we choose the x-axes to be oriented at 120° with res-
. pect to each other, than if the axes are parallel as in Fig. 14b. Similar
o considerations may apply to other special cases, but the details will be
- different in each case.
>
*:-} 3.5 Linear Arrays of More Than Two Guides
L~
-f’.
g——
\. 3.5.1 General Considerations
:_'$ The simplest configuration involving more than two guides is that in
~ vhich the origins of the N coordinate systems are all in a line. The form-
M ulation of the previous section is then excessive, as (a) = (B) = 0. Never-
theless the equations can be quickly written from the general expression. If
we consider guides which have reflection symmetry about the comuon x-axis, :
- and only the cosine solutions, they are
L
T 86
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This equation can be solved directly. On the other hand, if there is a
plane of symmetry perpendicular to the common x-axis, simplifications which
are completely analagous to the two-identical-guide case are possible. Sup-
pose, for example, = 6. If the guides are numbered from left to right,
and if guides 1 and 6 2 and 5, and 3 and 4 are identical in pairs (shape,
orientation, distance from the center, refractive index) then the solutions
can only be symmetric or antisymmetric about that plane. As with the two-
guide case, one can a priori relate the sets of coefficients in pairs. Al-
ternatively, one can simply relate the matrix elements of the corresponding
guides. Viewed either way, the 6M by 6M set contains redundancies, the
coefficients are connected by relations like Eqns. (68) and (69) and the
set reduces to 3M by 3M:

(1)\

Rt 2l R 'i'tv»r-«.a«..]e.. Flerazeai \ fe

[(-lf-(u tJu]R‘, . Rt gd R“ |é[(,,)4: o ]e:‘ .C;:) =0 (%)

—-.-—-——-_———-—-———-—-——-—.

3)

¢ [t & .zu]gu f.‘ [(-0".1“ td ]e.. ' R 4 i_‘d.‘.: Ru '

where, as before, the symmetric (+) and antisymmetric (-) cases must be
solved separately. For any even number of guides the procedures, if not
completely obvious, are at least straightforward.
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%; For an odd number of guides with a plane of symmetry bisecting the

' middle guide, the equations contain redundancies as before, but not exactly

. in pairs. This is because the coefficients of the field expansion in the
o middle guide are not related to those in any other guide. Thus, for example,
:*},',: for N= 5 the 5M by 5M system collapses to 3M by 3M, with vectors of co-

s _»
2,
i,

efficients (C(l)), (C(z)), and (C(3)) to be determined. For symmetric solu-
" (3)

s

s

[

tions, however, one can see that C = 0 for s odd, and for antisymmetric

(3)

o solutions CS = 0 for s even. Therefore, the number of unknown coeffi-
'~
e . . .
Q:* cients is exactly halved by the symmetry considerations, as when N is even.
-
L

A ALY
o

From a programming standpoint, it turns out to be easier not to reduce
the dimension of the array to 24M from 3M (for N=5). The mathematical ef-
fect of this is to retain one or more equations (depending on M and whether
the symmetric or antisymmetric modes are sought) which, written out, are the
same as 0 = 0. It comes about because, in certain rows of the matrix, all
terms are zero except the ones which multiply the zero coefficient. The
result is the inclusion of one spurious root with each set of N proper
roots. This extra root is equal to that which one would obtain for the mid-
dle guide in isolation, using the same truncation order.

N
)
a

a

e % -
RN i

If one did reduce the dimension to 24M, it would be by reordering the
matrix into a block-diagonal form and dropping the portion responsible for
the spurious root. Similar considerations apply to any odd-N array with
such a plane of symmetry.

3.5.2 Results for a Linear Array

We have calculated the modes of an array consisting of identical equally-
spaced guides of various shapes. Insofar as the results are qualitatively
very similar for different shapes, we confine our discussion to those derived
for circular guides, a configuration which has been discussed by Meltz and
Snitzer <23> using coupled-mode theory as a starting point.

As for the two-guide case, it is illuminating to introduce the quali-
tative nature of the results by following the changes in the system of N
guides as it is assembled, so to speak, by bringing the guides together from
infinity. Suppose that each of the identical guides supports a certain mode,
say the dominant one, with propagation constant k:cu'Pm. As the distance

between the guides decreases and the composite guide is formed, this propa-
gation constant splits in general into N different propagation constants
characteristic of the N-fold guide as a whole:

2 2 2 2
Pm—>Pl . PZ"“’PN,
kD @ m (89)
g 8 g 8
88




Each propagation constant is associated with a mode that is symmetric or anti-
symmetric with respect to reflections about the central plane of symmetry.

Figure 28 shows the propagation constants, as a function of V, for an
array of six touching circular guides as well as the six-fold degenerate
modes corresponding to infinite separation. The "splitting" of each un-
perturbed mode into six composite modes is evident, as is the noncutoff
property of just one (the lowest-order) composite mode. For this first
set the symmetric and antisymmetric modes alternate, with the dominant mode
being symmetric. For the second set shown, the symmetries also alternate
but an antisymmetric mode is the "top" mode. Similar results are obtained
for configurations with odd numbers of guides, with the "extra" mode being
symmetric for the lowest-order group.

By steps that are similar to those used to derive Eqn. (81), we ob-
tain the following approximate relationship for the propagation constants
of a set of N wmodes:

(r) _ o 1 2 2 1 1, 2 2
kg kg_ 2 klé(Pr - P {1+ 36 1- 3(1’r + P )} (90)

Equation (90) will be used to help make a comparison between our
numerical results and the results predicted by Eqn. (7) of Ref. 23. The
latter approach associates a single-guide mode with each element of the
array, with a strength or amplitude that is to be determined. The propa-
gation properties of the array depend on the overlapping of the tails of
these individual fields. When a nearest-neighbor approximation and the re-
sults of coupled-mode theory for two guides are used, the result for a linear
array is

kT ™
._8____.__3 rn 91)
788 =cos\y+1i/° r=1,2,...,N, (

where 2AB is the coupled-mode result for the difference between the propa-
gation constants, k(s) and k;A), of the symmetric and antisymmetric modes
of a pair of identical guides. That is,

288 = k(5 _ W (92) :

g g K

The amplitude associated with the mth individual guide and the rth mode
(Eqn. (8), Ref. 23) is

(r)_ L . nrn
Am = [2/(N + 1)])* sin e I (93)
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From Eqn. (90) we can directly write an expression for k;S) - k;A).
(s) (A) 1 2 2 1 1,2 2
“g - kg @y k8P - P {1+ 8 1- 35 + 2|} (94)

1f we then divide Eqn. (90) by Eqn. (94), we have a result that is directly
comparable with Eqn. (91). Since our calculations are for weakly guiding
systems, we set §= 0 and obtain, for an N-guide array,

P g2l

& 8.z »  T=1,2,...,N. (95)
(s)_ (A .2 _ .2

kg -k, P - Py

In Fig. 29 we plot the dominant-mode splittings obtained from the right-hand
side of Eqn. (95)(solid lines) and the right-hand side of Eqn. (91)(dashed
lines) for N between 1 and 6, for four different cases. Figs. 29(a) and 29(b)
correspond to fairly tightly bound modes (V = 5), whereas Figs. 29(c) and 29(d)
give results for a smaller normalized frequency (V = 2.5). From the uniformity
of the discrepancies between the solid and dashed lines in Figs. 29(a) and
29(b), it seems clear that (for tighter-bound modes;, at least) the major source
of error is the failure of coupled-mode theory to predict the correct eigen-
values for_two guides (particularly the asymmetric splitting) rather than the
extension of those results to three or more guides. The fact that the uni-
formity is less evident in Figs. 29(c) and 29(d) suggests that the nearest-
neighbor approximation may also contribute to the discrepancies for the more
weakly bound modes. We should point out that, in terms of the actual eigen-
values, the agreement is quite good, especially for the cases with d= 2.25;
the fact that we normalize (by dividing by 2AB) in order to obtain a uniform
scale does exaggerate the appearance of the discrepancies in some cases. We

also note that the values of the maximum splitting, kéN) - k;l), agree much

more uniformly (within 0.67% for all cases considered) than the individual
values of the eigenvalues, két), do.

It is also of interest to compare the prediction of coupled-mode theory
with the present results for the field amplitudes. To be complete, this would
require a point-by-point comparison at various locations in the guide array.
Instead, we have chosen to compare the fields at the center of each guide for
N=4, V=75, and various values of d with the amplitudes given in Eqn. (93).
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W Fig. I1.29 Results for modes of composite systems consisting of
- N identical circular guides uniformly spaced along a
) line. The solid lines, corresponding to the right-
- hand side of Eqn. (95), represent our numerical re-
o sults; the dashed lines, from the right-hand side of
. Eqn. (91), represent the predictions of the coupled-
L mode theory <23>. These modes all derive from the
, dominant mode of an isolated guide. (a) V=5, d=2;
y (b) V=5, d=2.25; (c) V=2.5, d=2; (d) Vv=2.5, d=2.25.
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K Mode # ] Guide #1 Guide #2 | Guide #3 | Guide #4
Ha5e .
s
{32 2. 00 .510 1. 000 1. 000 .510
oyl . 2. 25 . 580 1. 000 1. 000 . 580
e
i 2. 50 . 606 1. 000 1. 000 . 606
5 Al . 618 1. 000 1. 000 .618
Im
s, 2. 00 1. 000 . 770 -. 770 -1. 000
L 2 2. 25 1. 000 . 660 -. 660 -1.000
o
jv? 2. 50 1. 000 . 630 -. 630 -1. 000
- > '
R A2 1. 000 .618 -.618 -1. 000
.,:__: m
o
2. 00 1. 000 -. 499 -.499 1. 000
2N 3 2. 25 1. 000 -.579 -.579 1. 000
e 2.50 1. 000 -. 606 -. 606 1..000
b A3 1. 000 -. 618 -. 618 1. 000
s :
Lo P
0y 2. 00 . 794 -1.000 1. 000 - 794
2 -’:..
o 4 2. 25 . 661 -1. 000 1. 000 -. 661
0% 2.50 . 630 -1.000 1. 000 -. 630
o A 618
. '? m L) 618 -l. 000 lo 000 - l
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Table II.8.

- .-

L

.'._.,

Field amplitudes at the centers of each guide (m) in a linear array
of four identical equally spaced circular guides, normalized to a
maximum of 1.00, various guide separations,

and V=5,
of Eqn. (93). For d= 3 our field amplitudes equal A(;) to three

for each mode (r),

Also given, for comparison, are the amplitudes A(F)

significant figures for all m and r.

----------
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Z' In each case we have normalized the maximum field to a value of unity. The

e results are given in Table 8. One would expect to find the best agreement

O for large d since then the condition of weak coupling is best satisfied.

<ﬁ This expectation is confirmed: for d= 3.0 we find exact agreement to three

tf decimal places between our results and Eqn. (93). For smaller d, however,

A discrepancies begin to appear. Nonetheless, even for d= 2.0, which cor-
responds to touching guides, the difference is not more than about 207Z.

"\ Similar results are obtained for N other than N= 4. -

Ln

™ 3.6 Summary

R We have presented an integral-equation formalism that is useful for

e obtaining the modes of a completely general array of parallel optical wave-

o3 guides, provided that the weakly guiding condition holds. The method is ap-

o plicable to guides of any cross section in any orientation. We have pre-

. sented numerical results consisting of complete propagation curves for cer-

t# tain cases of interest and have calculated beat lengths for pairs of iden-

RO tical guides, as well as field configurations. Our results have been com-

;:\ pared with those of coupled-mode theory, and our calculations indicate that

e the latter provides good accuracy in most cases. We have shown that for

b pairs of identical guides, there can be serious errors in coupled-mode cal-

_ culations near cutoff of the antisymmetric mode and for guides that are

P f touching or close together and have presented curves for K and y that

N may be used to estimate the size of these errors.

:::1

-

b 4. Multilaycred Step-Index Guides

KO

‘.._

o 4.1 1Introduction

The last class of dielectric waveguides to which the integral equation
technique has been applied is that of isolated structures containing three
concentric regions with different refractive indices. Reasons for finding

- solutions of this sort of problem vary from such simple ones as assessing
the effect of thin cladding on normal fibers to more complex ones like calcu-
lating the properties of fundamentally different types of guides (e.g., the
ring guide). We refer to such entities indiscriminately as "multilayered"
guides.

L4
o

Among the multitude of problems which fall into this category, we have
restricted ourselves to two: that in which n1>n22 n, (the "cladded guide")
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Fig. I1.30 Index of refraction profile for multilayered guides,
from the origin to the outer layer along some radial
path determined by a choice of ¢. For é= mn/2 the
boundaries are at p= b12 and p= b2

ded guide; (b) the ring guide.

3° (a) the clad-
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and that in which n2>rﬁ = n, (the "ring guide"). For these two cases, il-

lustrated schematically in Figs. 30(a) and 30(b), we are interested in guided

modes confined to regions 1 and 2, respectively. As before, the weakly guid-
ing condition is assumed, the outer medium (n3) is infinite in extent, and

the boundaries le and L23 may be arbitrarily shaped (except that each

.region must be simply connected and entirely enclosed by the one(s) out-
side it).

Unlike the work presented in Sections I1-2 and II-3, no systematic ac-
cumulation of results was obtained as part of this contract effort; rather,
we sought only those results which were needed to check programming func-
tions. References 24 and 25 can be consulted for more detail on the for-
mulation and for such results as have been gathered. We hasten to point

out, of course, that.limiting cases (e.g., n,=mn, or sz——+° for the )

cladded guide; Li,—0 for rhe ring guide) have been correlated both ana-

lytically and numerically with the single-guide results to which they reduce. :

Separate programs were developed to solve for the modes of the cladded
guides and the ring guides. These are called COAX and HICOAX, respectively,
and the techniques they embody are very similar to those described in Sec-
tion II-2.4 for program TRUNCN. In a later section we discuss the way to

use these programs.

4.2 Outline of the Formulation for Multilayered Guides

A
o
-«

The differential equations which must be satisfied by the scalar field
function, ¢, in the three regions (denoted by i) are, much as bdefore,

@2+y2)0@® = 0 i=1,2,3 (96)
X

where Y and the quantities entering into it are defined in exact analogy

with Eqns. (1) and (2). One integral representation which satisfies these
equations is

)= (v.*-*:.‘)fi(éoss(fff')dh' + (G- Y:)J T4 4. GF IR’ (97)
A Ay

where the Green function satisfies

(V2 + ¥2 )g, (3,57 = 6(p-") (98)
3
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A
For p outside of region 3, Eqn. (97) is equivalent to

0 5 { 9:Gf) " g - 5(,?')‘7'233(;7,?')}41\' (59
As

where the integration is taken over all points p” in the inmer two regions.
As before, the equivalent line-integral equation, by Green's second identity,

=~ 9T _ ‘.)w',")} ' (100)
° - jlisa(y,(') -~ TOAEELA °

with the integration being taken over the L23 boundary just inside the

second region.

Another integral representation can be written by analogy to Egn. (97)
using the Green function gl(p.p') which satisfies Eqn. (98) if Y, is re-

placed by Y- Ultimately, for points 5 not in region 1, this becones

aw i"‘u) ., 331(‘:(0 ' (1 |)
o = j {‘3'(?'?')%—:72' Y g‘“‘ ’

LN
The original area integrals having been over AZ and A3 in this case, the

line integral is taken over L12 just inside region 2. (The portion of the

line integral at infinity contributes nothing.) Thus in Eqns. (100) and

(101) we have a pair of equations both of which require a representation of
the solution, ¢, appropriate for the middle region. One of them is valid
for points 3 in regions 1 and 2, the other for points 2 and 3. This sug-
gests that in Eqn. (100) we should use a representation of the Green func-
tion (the exact analog of Eqn. (8), replacing Y, with y3) which converges

for p<p”, and apply it to points near the origin, while Eqn. (101) is use-
ful far from the origin and requires a representation (Eqn. (9) replacing
Y, with Yl) converging for p>p”~.

One principal difference between the present application of the in-
tegral-equation technique and that for simple guides and arrays is the ex-
pansion of the field function. 1In those problems the expansion was ap-
propriate for regions containing the origin, and those terms in the general
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o

R solution of Helmholtz' Equation which blow up at the origin were required,
(s explicitly, to have zero coefficients. Here we must take the full expansion:
N & o ' o '
.t \'1- - _ . . ;
L T » £ Tleap) Aecos s+ Businsh |+ SHhupCoooest o Dusinst] 1102)
x;:\': S=¢ { Swt
kY

/ Then, in general, there are four sets of coefficients to be determined, un- .

o like the simple guide problem where there are only two.

; The manipulation of this field function, the Green function repre-
:\;& sentations, and their derivatives after their imsertion into Eqns. (100) |
. and (101) is completely analagous to that encountered in Section I1I-2.2.
This time we end up with |

0 = £ SyRtupeestd + S SaTmpeltb  Gone)

ﬂ:o

3

O

Mzt

S1a Hectipless 86+ Lﬁ S o He (s o4 (103b)

~
I

where Sll’ 822, 832, and sbl are not the same as before but are just as

complicated. For each value of £, each of these coefficients must be zero,
as the sets of Hl basis functions are of equal stature with the JR ones.

Thus we obtain a four-fold infinity of linear equations in the coefficients
As,...Ds. Insofar as the analysis leading to the definitions of the coef-

ficients 512""542’—'a"d also their reduction and simplification---closely

mimics that of the previous sections, we resist the great temptation to set
it all down in detail. Rather, we will only define our parameters for the
two special cases we have considered, write the final determinantal equa-
tions for each, and wind up this section with a few general comments.
Moreover, given that most interesting cases involve guides with reflec-
tion symmetry (both 112 and L23) we will treat the sine and cosine series

and C_, or B_. and

individually, writing separate equations for the AS s S

D
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4.3 Equations for the Cladded Guides

4.3.1 Parameterization

For the cladded guides with n,>n._> n_. the guided modes are contained

1 273

i in region 1 for the most part, so the field expansions we obtain (in region 2)
;$ are not as interesting as those for other examples. We proceed by direct ana-
% logy with Section II-2.4, defining the normalized frequency in terms of the
b, - "characteristic distance" b,, of the 1-2 boundary:
o~
. k 2 kobran, r (lo#)
.)-2 B - :‘L’-z (nt-n2)* = s 5'1
hS
2% Also 2 13 )
2% ’ P‘l_ 5 k. (IOS)
i | T
:::_: Then the quantities sz' and ylp’ vhich appear in S,, and S“'(take our
::::: word for it) are

’ A X'el - TB'FL!;(“ r‘)é (106e)

: : | ' ‘
: Yig' + (B P tioct)

To deal with the third region with its differing index of refraction, an
3 additional parameter must be introduced. We write

s §..=1-

. ) 13 (107)

v-gw‘usw

which is analagous to the expression,. Eqn. (104), for 612(n$ replaces nz).

The quantity Y3p' is then

‘. S T

(no&)

[}

&

N5

hd o I B

X X4
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The abbreviation w is useful but should not be allowed to obscure the

presence of P2 (w2

2 . - :
>P7). In the special case §,=6,,(n, = n,), Y, and i
Yy are obviously the same. This corresponds to the two-medium guide

treated in Section I1I-2.

4.3.2 Cosine Solutions

Under the assumptions stated earlier, the coefficients relevant for
cosine solutions are

L)

Sil : i { AsMy, + GCsNgY = o (1e.)

S - Z{As?&b . C5®u§ . ( 103b)

Sce
where

Mos = X:f{ﬁ; (7 cos 08 cos s’ + E;(f',%‘:)[swﬂé'%ﬁ' ~ Qsan 49 cos #‘]} (1o ‘ﬂ_

Ne, = jé&.‘{ﬁu:(g')uswwd' R E,_‘((:J%%)[m,wm,d;_ ﬂuwww]} (b))

Lo

B = J‘w{“&s‘?')cesﬂﬂas#' + Gb(gﬂ%){u»%’ﬁ»%‘- Qsimb'es sﬁ']} (11ee)

Lia

- R . Voo edt - 0sl 04 s s#' (lldd)
q,jlwiummwwe ¢ G F e brinsd - 0si08 ¢ |



e el o L)

:r_Ig + (!-S)EL-% Ke (EE%U{') I, ([%EF')] (ie.)
- =
.w_‘j

N Ee2)-("e m-'f%ge')ls(ﬂ%?')%ﬁ/r' (1)

B = () etBe P ek () - wk, o2 K, ()]
X : . - L e K (B, -T—,%')] (iilc) ,
C ). etk k(TBU)K, (225 =74 (14) 1
Hulp) = [egi@{m(”—@fr')lﬁ(m) 7T B ) ;
5 + (0-)ey TP 1,3 ‘P)] (122 )
% G @ (’B‘WI(%;O;}/(, (2t

N e - oo ORI CEY) e )
: - (25)6 2T, (154'\‘1_-;9 K, (@')} (112¢ )

—

6.0, 2) - v | e 27, (Br )k e j“ (124)

b"...'". '..’ .A.,.. ‘. l. N.‘l'.l
= L‘ t.. l* l.. .ﬁ.l" l.‘t ’ :’ ‘l’ .-'ﬂ.’.:".. ‘.. .l
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Of course, the st matrix elements are not to be confused with the propa-

gation constant, P°.

vy
D

-"
o We define
~ )
1 A =i (113a)
s s
" = .S
W C =-i"C (113b)
3 s s
\‘Q
Y
:: This is done in order to incorporate the factors of i® (which, s being the
column index, cannot be cancelled across rows of the matrix) which appear in
- Egns. (111) and (112) into the coefficients. The final matrix equation is
"~ _
o~ M N A
- _J=0 (114)
N P Q C
where (M), (N), (P), and (Q) now stand for real factors appearing in Eqns. (110).
. The submatrices in the upper two quadrants consist of line integrals about the
{; 2-3 boundary; those in the lower half depend only on the 1-2 boundary. The
- solution of the corresponding determinantal equation yields_the propagation
. constant and, ultimately, the coefficient vectors (A) and (C). These vectors
N : are entirely real, since the matrix is real. The field expansion, of course,
ts contains terms like (Ast(Yz-p) + CSHS(YZD))COS(S¢)- Since Y,p is pure
W imaginary, it is convenient to change the Bessel and Hankel functions to
N} Modified Bessel functions of the first and second kind, respectively (as
‘ in Eqns. (29) and (62)). 1In the end the useful form of the field expansion
X works out to be

N A % % + (7BP, 25 5
F.:‘. §(€) = g(")szP\sIs(Tf) + ’;C;Ks(%q%) C“s‘ (5)

$=0

[YE)
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4.3.3 Sine Solutions )

-

-
v If the sine solutions are sought, the coefficients are ) t
; > |
-:: ng. = 2 Bs HQS + b; Nu} S (“Gq,) ;
v S2e
b S
! Sus Z2{37, + had - o (6L
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st The matrix elements are defined differently from Eqns. (110), with

g My =SL2;*¢'{Fu<e')&'-M'9'~54‘ - B (3 s sitibos se-zc.sw'm&']} (1172)
o Ny, __Lw{fn ()t W'slusd’ — Do (o) 98 ) seitb'eas -,Qs.swms&_‘]} (117b)
" P, - j( * { Hos () s:h 88 0056" = G (g, 2] o g/ ¥ - lm‘l"'%@} (117¢)
’» st'-Sh:\é‘{ﬂ,s((')uQ&ms# - C},(fﬁ%&')[smw Cos s&‘-lwu'u;s&]} (117d)

e but r!s,...,éls are the same as in Egns. (111) and (112). From this point

the discussion leading to Eqns. (114) and (115) has_an exact parallel, with

i;? (B) and (D) coefficient vectors replacing (A) and (C), and, in Eqns. (115),
<N sin(s¢) replacing cos(s¢). '

LA

\’:.

i | |

o 4.3.4 Special Considerations

o

o Consider only the cosine solutions for the moment. In the limiting

(: case n, = n3, the (M) and (N) submatrices are constant and zero, respectively.
LA P

NG (This is easiest to show for a circular 2-3 boundary; clearly in this limit

‘ the shape of 1?3 is irrelevant.) Because of these facts submatrix (P) in

if“ Eqn. (114) does not have any influence and the coefficient vector (A) is zero.
SO Thus the (Q) submatrix has sole responsibility for determining the modal prop-
}3. erties. One can show that its determinant is the same as that of the (R) sub-
<. matrix in Eqn. (22), which is the only relevant entity when cosine solutions

of the simple two-medium waveguide are sought (e.g., Eqn. (32a)). We thus
obtain the same propagation constants as we did for the single-guide problem

%:2: discussed in Section II-2. The only difference is that we then obtained the
N interior field expansion when we solved for the coefficients; now, as a re-

I "~ sult of the (A) vector being zero, we obtain the exterior expansion. (Note

‘\ﬂ that the (A) coefficients in this case correspond to the (C) coefficients in

the earlier derivation.) 1In fact, the cladded guide formulation, taken in
this limit, complements that for the single guide by providing this exterior
expansion.

R
RN
4,0 0,

s
4

The limit b23——-0 results, again, in a constant (M) and zero (N),

LAY
L)
»
? s
FIENE R

with the same consequences: the single-guide eigenvalues are returned.
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.- 4.4 Equations for the Ring Guide

{

-: B

:.s

;Q 4.4.1 Parameterization

Ty

o the guided modes are found

For the ring guide, where n2>tﬁ = ng,

within region 2. Thus the quantity 'sz’ which appears in the argument of .

the Bessel and Hankel functions of the field expansion, Eqn. (102), is real

rather than imaginary. It is useful to express the Hankel function in terms
of its definition as a linear combination of Bessel functionms of the first
= and second kind, the latter also being known as the Neumann function and
denoted by ‘Ys. The reason for this is the Hankel functions of real argu-

ments are complex while Neumann functions are real. Egn. (102) can thus ‘

104

be re-expressed (considering only cosine expansions) as
: ” ! (11g)
->
* Y‘el) “ g iAsI (Yaf') + C&Ys(\‘af.)% Cos #
5 >
’f where the coefficients serve the same purposes as before but are algebra-
- ically different.
i Using this as a starting point, everything that was said about the
- cladded guide applies exactly to the ring guide, up to the point where the
} normalized parameters are introduced. Here we regard the 2-3 boundary as
’j the significant one, as it is the outer edge of the guiding region. Con-
' sequently we write -
B - lLL:J (h" n: )ji. = \t.‘usn:.h’ (H?)
b —— \Na-Yi —_— 23
. ™ ™
N T (2
- Pt = G -ky U20)
‘ Wi - ks
and we end up with
\ ! -@L- 2\i 02]&) 1
- &
; ! ) ( L) |
- ! = ‘:‘"’B ’ 121
e 2‘3" ﬁ;‘? ' . l
. The additional parameter needed to account for n, is 621, from which b
v |
.':. ' TB ! 81! ‘i :
A Yt s —=F (- - ) ;
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but since our example only involves nl =n_,, this is equivalent to Y3p'

3
! and Ylp' is in fact given by Eqn. (121b).

AN 4.4.2 Cosine Solutions

o There are no differences whatsoever between the equations for the
S cladded guide and the ring guide except those due to the definitions of

o B and P2, and those resulting from the use of the Neumann function. The
,,.\..’ latter removes factors of i® which appeared in the previous example. We
- define

258 Fog) = r‘“"[eﬁf—f {JT-? K(’%')J;(‘gfﬁ) +'FI(?§WK,-.(L'3,?')}
+ (Q'S)Q%KI(LBE?.>I(%W>] (123a)

j 5:‘('.3':) - o et’?;-_ K,\(’%WI (“——'Ef m>§£/f' (123b)

N -

i Futg) -+ v 3Bk CREY,, (B )P, O U )

3

\'.\‘

\"\‘ - a2 FBP ! '

‘.E: +(Q-s)E S ‘Q(—;';f )‘r, (‘"—Ej (-p* (123¢)
XN

¢ oo 0
R
Vvt

[ S iy
——
———
\\
< o
35“5‘
S
[}

(1234 )

C e, 2 Kl(W—BP‘F')Ys{Iﬁ%' '-P)j{—'/f'

”
.
.
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oty [ B TR (B ) P B )
: | -l-(Qrs)e,_I,~ (IE'E@')‘L (%ﬁ‘)“‘ (12¥a)

Gg,(r;gf) - e, I,,(l‘%:'?)j; (—‘;—Bf'@% /f ) (24k)

;‘ [ [}
» -— . ! [ * P' ‘,B . 3
L - oo R ) o e
|4
2]

TBPel\ v (M8l (124¢)
: + ([-s\ Ce ];(_B:P)Y’( " P c
T
Iy '
" — I .0 ™ P TB ‘m D I/. ('2¥J>
. Gu (¢L585) = ¢ €L1("E:"")Y‘(;f +) <6 e
x, Then the matrix elements appearing in the fimal equation for the cosine

solution are those given in Eqms. (110) using these definitions for

" Fo »-++s6,_. There is no peed to redefine the coefficients of Eqn. (118)
fj and the result is

. M N A
r. =0 (125)

b, 4.4.3 Sine Solutions

To obtain a final equation for the sine modes (replace AS,CS, and
cos(s¢) with Bs, Ds’ and sin(s¢) in Eqn. (118)) we simply use Egqns. (123)
and (124) in Eqns. (117). The result is

7, M RN B
] = 0 (126)
Y P Q D
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4.4.4 Special Cases

The limiting cases for the ring guide do not teach us anything beyond

what those of the cladded guide did. Taking Lli——+0 yields the single-
guide results much as the limit sz——rw did for the cladded guide. The

only difference is that the lower submatrices become zero (P) and constant
(Q) rather than the upper ones, as a consequence of the le boundary being

pushed to an extreme. Letting n,—m, (using Eqn. (122) rather than (121b)
for ylp’)also yields the isolated-guide equations. In both cases the coef-

ficients multiplying the Neumann functions in the field expansion vanish.

5. A Variational Approach to Composite Systems

5.1 Introduction

The problem of two or more coupled waveguides, which can usually be
solved completely by use of the integral-equation technique, also yields
to certain simpler, but approximate approaches. One of these is a varia-
tional calculation very much like that used to solve the helium-atom and
hydrogen-molecule-ion problem in the '20s. The idea is that if the wave-
functions (modes) of the pieces of the composite system, viewed as separate
entities, are known, then the corresponding function for the composite system
can be constructed as a linear combination of these. The coefficients of
the linear combination can be determined by minimizing the energy (propa-
gation constant) with respect to the coefficients. The analogy with quan-
tum mechanics works because the time-independent Schroedinger Equation for
a particle in a potential field has the same form as the two-dimensional
Helmholtz Equation which must be solved for the waveguide problem.

In this section we discuss two simple calculations which use the vari-
ational technique. The first is the problem of a concentric core-ring guide
with circular symmetry (Fig. (31)) and the second is that of two identical
adjacent circular guides. Both of these configurations can be solved by
other methods which give results which are exact in principle (e.g., boundary-

~ matching for the core-ring configuration) or at least very accurate <3,22>.
The variational technique, however, provides insight which is often lacking

L\

~— in more computationally-intensive approaches. It is also very accurate for
1 many situations. And it can be extended to more complicated systems (e.g.,
o multiple-ring guides). It has proved very convenient for the study of

:f tightly-bound modes in core-ring guides <4> and we have used it to arrive
:} at quantitative estimates for evanescent field crosstalk for this config-
- uration <4>.
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5.2 Basic Equations

To illustrate this approach, we suppose that the composite system is
comprised of two distinct sections, A and B, whose normalized field functions,
¢A and ¢B, are known. For the moment we do not specify the geometrical ar-
rangement, but we suppose for simplicity, that the index of refraction n, in-

side each core is the same, and that that of the cladding, n2 is the same

everywhere. In general, also, ¢A and ¢B may be sums of field functions of
all modes of A and B.

The wave amplitude is written as

¥(p,2) = ¢(p)e (127)
where k8 is the propagation constant of the composite mode, to be found.

The equations which the composite field must satisfy are

Y
@ +k2 z) s = (V2+ y"l’ )&(p) = 0 inside A, B (128a)
22 22
 +id - 2) ¥ = (T + Y5 )8(p) = 0 in cladding (128b)
where 'kl = konl , k2 = konz » and k0= 2n/X , A is the vacuum waveler 3th,

and kg is the propagation constant of the composite mode. Defining, as is
conventional, the normalized frequency V and the normalized propagation

constant P2 by

- _ ¥ _ —_—
v k- d(n nz) = kod nlv/ é (129)
2 kS - k%
k|, - k2
2
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these equations become after some manipulation

[-Vz - (V/d)zl ¢(a = -(V/d)2P2¢(B inside A, B (131a)
V20(P) = -(v/a)2P%0(p) in cladding (131b)

Here d is some characteristic dimension of the guide. From this, the analogy
of the waveguide problem to that of a particle of energy —(V/o:l)zl’2 in a po-
tential well of depth -(V/d)2 is clear. P2 and ¢ are, of course, to be
determined.

We begin with known functions ¢A and ¢B’ defined over all space, 2which
satisfy equations exactly like Eqn. (131) with their own eigenvalues, PA’
and Pi. For example, ¢A satisfies an equation like Eqn. (131a) in the core

region A and one like Eqn. (131b) everywhere else. These we refer to as
the "unperturbed" fields since, for example, ¢A would completely describe

the modes of the system if region B were cladding rather than core—which
is to say, if .the second core region were absent. The equivalent potentials,
UA(b‘) and UB(EB are equal to -(V/d)2 in each core region, respectively, and

zexo elsewhere.

The composite field is taken to be

B(P) = C,0,B) + Cyo, (B = Cl6,(P) + To,()] (132)

where the constants are to be determined.

Consider the "energy" of the system under consideration:

c. [FaHpIpn C JEFRLF e s uplEpie
fl )4 f [Ep | ir (133)

This expression is exact if an exact wavefunction is used for Q(B),
and is a variational or stationary one if an approximate wave function is
used. In the latter case, Pauling and Wilson <28> show, for the quantum-
mechanical particle, that E is an upper bound on the true energy of the

110




composite system provided that ¢ is a linear combination of the field func-

tions which satisfy Schroedinger's Equation for the potentials UA and UB’

The best estimate to the true energy is then obtained by minimizing E with
. respect to the coefficients in the linear expansion.

For the waveguide problem, the coordinates T over which the inte-
gration is performed are simply the cross-sectional area; and the composite-
. mode propagation constants, P¢, are those values of -(d/V)2E correspond-
ing to the minimization condition

€ | o {:AB (134)
oCe
Briefly, to make use of this, one plugs Eqn. (132) into Eqn. (133) and e-
valuates most of the resulting terms by making use of the fact that ¢ and
¢B are normalized eigenfunctions of (- V2 + U ) and (- V + U ) respec-

tively. This leaves certain integrals which must be evaluated for the par-
ticular geometry at hand, but which are independent of CA and CB' Eqn.

(133) then reads

(135)
ESCCAy = Se6H,
s ! = Vg
b ] (o}
where the sums extend over the two terms, A and B, and Aij and Hij are
the "matrix elements" of 1 and H(-é) between ¢1 and cbj obtained by in-
tegrating over the infinite cross section. Of course, AA ABB =1 be-
cauge the unperturbed wavefunctions are assumed to be normalized. (H(p) is
given in Eqn. (133)). Then, applying the minimization conditions, Eqn. (134),
to Eqn. (135), one arrives at a 2x2 set of homogeneous linear equations in
the coefficients which is, in matrix form,
2(H
Haw - E + )-—
M 2(Hue + H, EA\/ C)
(136)

?'.(HAB" Hu) - EA“ Hu - E Ca
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The matrix elements are given by

d; 2 2 2
(V) Hy, =3, - P, =Jp ¢ opdpdd - P, (137a)
2
d -7 - p2 = 2 _ p2 137b
(v) Hyp =Jp ~ Pp = Ju ¢p Pdpdd s (137b)
2
d ~ 2 02
(V) H = K, - 82 = [, ¢,0,0dpd0 - AP, (137¢)
2
d a2 2 7
(V) Hpy = Kp = &P, = Jp ¢,050dpd0 - AP, (137d)
where A=0bp= S, ¢A¢depd0 = 4, - (1338)
- 1
. _1 1
With H 2 (ﬂAB + HBA) . (139)

the composite-system propagation constants can be calculated from

=, 2 = = k
2 (!) 2= . H,,+ Hpp-2HA + [(H,,-H )" + 4(B-AH, ) (B-00,) ) (140)
d 2(1-0%)

As one would expect, there are two separate modes. Corresponding to each of

these is a pair of coefficients, CA and CB’ which can be determined from

Eqn. (136) and the normalization condition on ¢. We choose to use the second
form in Egn. (132), and arrive at

WIS nh.' P AR

H, - E
. S (141a)

H- EA ;

2. % g

C= (1+2AT+T9 (141b) )

T

In this manner, C becomes a normalization coefficient and T reflects the
ratio of the importance of ¢B and ¢A in the composite field. This is con-

venient for examining the behavior of the composite modes as certain param-
eters are adjusted. Note that different values of C and T are derived for
each of the two composite modes.
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The foregoing is a straightforward application of simple ideas, and
it applies to any geometric configuration in which two distinct regions
guide energy. The extension to three or more such regions is a little more
complicated, algebraically, but is quite easy conceptually. The difficulties
obviously arise when evaluation of the integrals is done for specific con-
figurations, and this is as true for two regions as for three or four.

5.3 Equations for the Core-Ring Guide

In this section we record the expressions which are needed to evalu-
ate the solutions for the core-ring guide, which is depicted in Fig. (31).
Insofar as regions A and B become the core and ring, respectively, we
will denote various quantities by subscripts c¢ and r rather than A and
B. Among these are two shorthand expressions which make the equations

slightly less cumbersome,

2 -
a, v(l - Pi) i=c,r (142a)
Bi = VPi i=rc,r (142b)

where Pi and Pi are the unperturbed-mode propagation constants.

Because of the weakly~guiding condition which we hzwe assumed from the
start, the field functions ¢c of the isolated circulay té&te can be written,

using either cosine or sine functions, as <29>

Al (.(cy/a){i‘;’i}ne 0sp<a

#(p) = 4
AIW.K;(pcf/J){:: 16 02 (143)

\

where © is now the angular coordinate and d is the “characteristic distance"
appearing in V (Eqn. (129)). The factor ) is

w, = Jg(a, a/d)/K (B a/d) (144)
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The normalizing coefficient is found by integrating ¢c over all space,

and is given by

AT s am O T, (o) T (deo/d) (145)

To derive this, it is necessary to make use of the eigenvalue equation which
results from matching the field and its derivative across the boundary p= a:

oL Jga, (dc0/d) _ iﬁc’(u,(ﬁca/e{)
I(Jca-/() Ky (ﬂc &/J)

(146)

In Eqn. (145), 620 is the Kronecker delta and Pz is the normalized propaga-

tion constant of the core mode under consideration. A, is positive by virtue

L
of the fact that the two Bessel functions always have opposite signs.

For the ring guide,

[ A T@-p/ 5atre psc

by - PRl vl e cspsd gy

L RewKepepn e 024

The constants "j' w,, and uz can be found in closed form in terms of the

geometrical parameters and the ring-mode propagation constant, Pi, by

boundary-matching at p=c¢ and p= d. This is an algebraic mess and since
it is always easier to compute these quantities numerically when they are
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“w
4
-?a needed we have not gone through the manipulation required to obtain analy-

{ tical expressions. The normalization constant is given by
{
-a - q
[A‘ (HS")“] N M+ My + My (kie) ]
23 where ;
' 1
-. b = wd e (TRl - Ty (BeA) T, 4/} (110 -
W |
’( :
i H, - iéz{v':a.% T () (4 + u.(:-:!;m.m«.) (H3b) !

5 m T )V o) = T el le) + 3 (Y:u.)-‘r,.,w)‘ﬁ..u))}
-ie{:y;‘m)- Toa (e T ecll) + iy (2T i)Y (decl)

= Tar2ee) Yaon (o) =Tin e /0 Vea e f8)) + 2 (YD) Yo M)Y.Wj

: Mo v =208 K- Kt Ken(pn} (1<) i

Using these results, the evaluation of the integrals -appearing in
‘Eqns. (137) is a straightforward, albeit tedious, exercise. The results
are

ARy

[ = S$oa)
Fe Te(ea)eRined) - TLEDLED ¢

[y
a’a’a

~ AR

T - -ZEMHOW A:{K:@.H%YK:«:’:) (150b)
- KestfKen @) + (§)K 85 ke (&%)}

3 CLRA Y, . s .." '.}c".a'.: ..-'..
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Ke = -:(u&.mw,'A'..p:?‘f‘g){eriif-a%)r...(p.&)-.u;(-:.%)x,(p,-ﬂ} (t50c)

[‘ Ke = n (0 wh, (,,‘;:'(;a{&l@&(uk..._(p‘) ¢ AT lt)K(p) (50

' - SR Rl 2Tk D)
u;&[emu.)k«(peh e Voo WY () ‘
- SN $)KL05) « LT i‘)k.@e%ﬁ]} :

: Mso, A can be evaluated in closed form, as

A= M+ M) +K + N, (151)

where

- ad :
A= wedo) Aaws Re e, ‘){ Prlde )T, (B ?)—JJ._.,(&%)I,_(F?)} (1520) :

M = T8 Acwi A, {‘-‘[uc("‘:)l(t(#%)* To e 8)Keulbed e Iw@'&')“ua‘%ﬂ

- 2T K E) s T DKl ) T (08) x.,(&%i} (21)

TR {R[wm...«w AT - ORI 0D

}

+ ‘GT«@ri‘) Kt(pc‘&))] + -Alw‘ [&Yo.(a.)k«(&) + ‘TY{Q‘&)R(‘&)

- %(p‘%(‘r%)ktq(po%) + d"?l-acff%) k‘("%))]} (lﬂc)
My » =%(#{u) Agw A w, (,‘Sm { Priupokil (b - @gk...(p,w.(p,)} (1524)
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Using these results, Eqns. (140) and (141) can be evaluated. The modal
properties of the composite system derive directly from these quantities.
Section II-5.4 is devoted to a discussion of these results for the core-
ring guide and their implications for the estimation of evanescent-field
crosstalk.

Program VAR was used to obtain these results. The means of using
this program is given in Section II-6.

5.4 Results for the Core-Ring Guide

5.4.1 1Illustrative Results

We have obtained results for various geometrical configurations of the
core-ring guide which consist mainly of plots of P2 against V, and field-
intensity distributions. Much can also be learned from the dependence of the
parameter I' on the physical parameters, so our discussion will focus on this
quantity.

To check the validity of the variational results, we have compared them
with those obtained from the boundary-matching solution. The most interest-
ing modes of the multilayered guide are those constructed from a core-mode
and a ring-mode having nearly the same propagation constant. Since arbitrary
choices of all the waveguide parameters will lead to coincidences of this
sort only by chance, we have studied the modal spectra as a function of the
parameter V. As V is varied, there comes a point where Pc and Pr’ the

core- and ring-mode propagation constants, are the same. Initially, we con-
fine our attention to results from such regions.

With this in mind, consider Fig. (32) which shows (dashed lines) the
propagation constants for a pair of azimuthally-symmetric (£=0) composite
modes of the guide of Fig. (31) for which a/d and c/d equal .2 and .8,
respectively. The solid lines are the separate core- and ring-mode eigen-
values, and boundary-matching results for the guide as a whole are indicated
by dotted lines. We see from that figure that the agreement of the approxi-
mate eigenvalues and the correct ones is excellent over most of the range
considered. We have also found that at higher normalized frequencies where
higher order modes are encountered, the agreement improves still further.
Moreover, the eigenvalues of the composite system hardly differ from those
of the unperturbed system (separate ring and core guides) except in the re-
gion near cutoff (where V is smallest). The expanded scale of the insert
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‘ p?
Eigenvalues of first mode Eigenvalues of second mode
. v BM VP CMT BM VP Mt
9.5 .7738 .7733 L7741 .7015 .7009 7019
9.0 .7595 .7590 .7604 .6750 .6742 -6760
8.5 . 7445 .7439 .7461 L6441 .6431 -6461
8.0 .7286 .7279 .7314 .6076 .6063 -6113
7.5 .7118 .7110 .7163 .5647 .5629 -5711
7.0 .6938 .6929 .7008 .5138 .5110 -5246
6.5 .6744 .6733 .6849 .4530 L4484 4708
6.0 .6532 .6517 .6685 .3799 .3719 -L090
5.5 .6297 .6274 - -.6509 .2921 -2764 .3384
5.0 .6030 .5995 .6312 .1874 .1540 -2590
4.75 .5880 .5836 . 6200 .1289 .0777 -2161
4.5 .5717 .5663 .6074 .0687 - -1715

Vet
I‘- A. .

Table II. 9. Eigenvalues, P2, of the first two azimuthally symmetric modes
of the guide with a/d=.4, c¢/d=.6 as a function of V. Results
were obtained using boundary-matching (BM), the variational
calculation (VP) and coupled-mode theory (CMT).
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shows that when the core and ring eigenvalues are the same, the composite
modes are quite close to each other as well. In that region, the varia-
tional results are indistinguishable from the correct ones, even on the
expanded scale. These general characteristics also hold true for other
waveguide parameters, in particular for those for which the difference
(c-a) is smaller and the overlap of the ring and core modes is therefore
greater. It is only in the regions near cutoff, where the approximation
represented by Eqn. (132) is most tenuous, that the variational results X
deviate from the exact ones. Even here, the eigenvalues and field ampli-
tudes are incorrect by only a few percent. These points are illustrated
in Table 9, which compares the values of P2 for two composite modes as
calculated by the boundary-matching method and the variational method.
Anticipating the results of Section II-5.4.2, we also include in this
table the eigenvalues obtained from coupled-mode theory.

The amplitude functions of the composite modes are of as much in-
terest as the propagation constants. These wave functions are charac-
terized by the values of T which determine the linear combinations in
Eqn. (132). We can write an expression for I', which is

Bl U Bt MWMER A A e mwmm—— 4 A - - . .

r s YQ-8)-831 4+ v2(1-8%)] 3 (153a) :

12 a1+ y2(1-0%)) " -

|

= v ¥ QyD)S (153b) #

vhere Y is defined by | ;
P E (154) ‘

Y T X +K
c T

Recalling that the subscripts A and B have become ¢ and r respectively,
Eqn. (153a) can be derived from Eqn. (l4la) by using Eqns. (137) and (140)
and neglecting terms in (Jc_Jr) and A(Jc+Jr) compared to (Kc+Kr). Jc

and Jr always have the same sign, as do Kc and Kr’ and these approxima-

tions are good even in the single-mode region. Eqn. (153b) results when,
in addition, A is neglected in comparison to unity.
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Eqns, (153) are important because they illustrate the fact that the
two possible values of T are functions of a parameter, Yy, which changes

dramatically in the regions where P§~Pi. When v=0, T=t1. When |y| > 1,

the values of |F| are much larger and much smaller than unity, so the com-
posite modes very nearly resemble the ring and core modes, respectively.

In short, the regions which we have been discussing, which have substantial
field amplitudes in both the core and the ring by virtue of || being on

2
the order of unity, extend only to those values of V for which |P2—PIIZ|KC+KrI

or, equivalently, those for which IFIZ 1.

As an illustration of what has just been said, Table 10 lists values
of T, as a function of V, for the first two 2£=0 modes of the guide with
a/d=.2, c/d=.8. The exact values, computed from Eqn. (l4la), differ only
beyond the third significant figure from those which result from Eqn. (153a)
for these cases. Even Eqn. (153b) is quite a good approximation over most
of this range.

One can see from the results in Table 10 that the field amplitudes
of the two composite modes parametrized by the two values of I are sen-
sitive functions of V. For larger normalized frequencies, however, we en-
counter behavior which is much more sensitive still. 1In Fig. (33), we plot
the field amplitudes of some composite modes which are constructed from
2=0 modes other than the fundamental modes of the core- and ring-guide.
The guide with a/d=.3, c¢/d=.7 has a region where |y|< 1 when V~37.8.
In Fig. (33a), the separate core- and ring-mode amplitudes are drawn as a
function of p. In Figs. (33b)-(33d), the two composite modes are given for
V=37.8091, 37.8022, and 37.8009, respectively. One can see that in Fig. (33b),
the two composite modes are predominantly core and ring modes. In fact, one
mode has TI'=-.11, while the other has I'=9.3. 1In Fig. (33c) there is a more
substantial contribution from the ring and core respectively. 1In Fig. (33d),
V was chosen so that the field functions are nearly ¢ *¢_ (disregarding the
normalization constant). It is clear that the modes ié:Ffés. (33b) and (334d)
are completely different from each other despite the minute change of only
.0082 in V, a fractional difference of about .02%. It is also clear that it
is not possible to specify V to such accuracy for any practical fiber, given
the-inevitable uncertainties in the core or ring radii, to say nothing of the
uniform circularity of the cross-sections. This point must be considered
in any discussion of realizable multimode multilayered guides.

5.4.2 Power Transfer by Composite Mode Pairs; Comparison with Coupled-Mode

Theory

In the previous section we demonstrated that the variational calcula-
tion is accurate enough, in the interesting region where the core-mode and
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SR 7o

v r:-g: lvl T
Eqn. (140)
11.0 -.0215 3.1 - .17
6.859
12.0 ~.0061 1.8 - .263
3.975
12.2 -.0034 1.2 - .370
2.772
12.3 -.0022 .80 - 485
2.094
12.4 -.0009 .36 - .703
1.432
12.478 .000045 .02 - 1.019
.981
12.5 .0003 .13 - 1.136
.878
12.6 .0015 .69 - 1.896
' .522
12.7 .0026 1.3 - 2.94k
.333
12.8 .0037 2.0 - 4.180
.233
12.9 .0048 2.8 - 5.654
21721
13.0 .0059 3.7 - 7.305
.131
14.0 .0151 19.6 -37.25
.024

- .158

6.325

- .257

3.888

- .365

2.738
- .48
2.078

- .700

1.428

- 1.019
.981

- 1.137

.879

- 1.906
.525

- 2.922
.337

- 4.236

.236

- 5.751
174

- 7.459
.134
-39.25
.025
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Exact (Eqn. (140)) and approximate (Egn. (153b)) values of I for
the modes depicted in Fig. 32, for a range of values of V. The

isolated-guide propagation constant differences and parameter ]y}
(Eqn. (154)) are also given.
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a. Separate core (¢c) and ring (¢r) modes when V=37.8009

b. Composite modes from variational calculation with V=37.8091

¢. Same as b, for V=37.8022

d. Same as b, for V=37.8009. Modes are nearly propor-

tional to ¢c10r. 123
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ring-mode propagation constants cross, to construct the composite modes of
the multilayered guide. To obtain the overall power distribution (and the
power redistribution) one must invoke some initial condition on the field
at z=0 and compute the interference of these modes as they propagate along
the guide.

Before discussing power transfer for arbitrary core excitations, we
introduce a simple model which embodies many of the features which appear
in the more general calculation, and also facilitates the comparison with
results from coupled-mode theory. It makes possible the calculation of
power transfer when the guide is illuminated with an amplitude at 2z=0
which has the general features of interest: a substantial amplitude on
the core and little on the ring. The limitation of the model lies in the
very specificity of the excitation, which is taken to be some modal ampli-
tude of the isolated core-guide.

Suppose then that a linear combination of the two composite modes
propagates along the guide:

(1) 0 (2,

B2 - b B 7+ o, ee (155)

The coefficients can be chosen so that at 2z=0 the comtination reduces to

¢ OF

LR CO IR 7S (156)

It is easy to verify that the appropriate linear combination is:

ytot = 1 ik(1) .k(2)
(p,2) = T T ;F (¢, + T,0 e - T4 I‘2¢r)e1 g 2 QsD)
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N The absolute magnitude squared yields the intensity, or power distribution,
{ as a function of z (and P). One finds that
I
;':‘
)
9 totys _ .2 _ .2 |7z 2 2 (158)
N l!’ l ¢c'_ a =sin [XB] [¢c + .T1T2¢r + (rl + T2)"’c¢:ri|
-_:: where the positive constant, o, is
N AT T
~ a - - ] 2 (1593)
\ (T.-T)?
N 271
< - 1+ Y/Q=y3)7 (1599
' and the beat wavelength is
- A - 20k - 4D (160)
‘ B B
;'.'j Eqn. (159b) results from Eqn. (159a) by the use of Eqn. (153a).
"
L In the special case in which the isolated-guide propagation constants
are the same (resulting in I‘1 = +1, I‘2 = -1 or vice versa) the distribution
B
W) is:
of
! top .3
= ¥ Otl ¢2 cos? [lz—] + ¢? sin? [ZAE] (161)
: R
7
o which clearly expresses the oscillation of power within the guide.
)
. Eqns. (158) and (161) give the power distribution in the cross-section
- as a function of z. For this rather idealized situation, one can therefore
o calculate the power transfer between regions, or crosstalk, resulting from
o
%
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the overlap of the evanescent fields of ‘the isolated-guide modes. This
term requires some definition. By core-to-ring crosstalk, we mean the

amount of power contained in the ring when unit power is initially "put
into" or "associated with' the core. (The complementary definition is
appropriate for ring-~to-core crosstalk, but we are not concerned with
this at present.) The crosstalk is therefore determined by integrating
the power distribution over the area of the ring.

Defined this way, the crosstalk is obviously a function of z. It
is more useful to talk about the average crosstalk, obtained by averaging
over z for an integral number of beatlengths <30>, or an upper limit on
the crosstalk, obtained by letting Z:%AB' In either case it is necessary

only to integrate Egqn. (158) over the ring, use the previously-established
values of Kr and Jc' and evaluate the terms which result. 1In the case

described by Eqn. (161), the upper limit on the crosstalk is ¢3 integrated

compute the crosstalk without approximations. However, in most circum-

over the ring, which is nearly unity. 1In the general case we can easily
stances the ¢§ term dominates, so a crude estimate for the upper limit

can be obtained by simply calculating IFIFZQI. Because Ay is almost |
always much less than unity, T1T2~-l (as can be shown from Eqn. (153a)) |

and the upper limit on the power transfer is, very roughly,
1 (162)

Thus, we confirm that the crosstalk is greatest in those regions discussed
in Section II-5.4.1 where |y| < 1, and much smaller otherwise.

At this point it is appropriate to make a comparison between the
variational calculation and the results of coupled-mode theory (CMT). 1In
fact, the former reduces to the latter when the integrals Jr’ Jc, and A

defined in Eqn. (137) are set equal to zero, as a consequence of the fact
that (Kr+Rc) is equivglent to the coupling constant of CMT <30>. In

Table 9, the eigenvalues of the first two azimuthally symmetric modes of a
system with a/d=.4 andc/d=.6, obtained by these two methods, are compared
with those obtained by the boundary-matching technique. One can see that,
for lower values of V for which both approximate methods are in error, the
variational results are closer to the correct ones. For larger values of

V, both methods are excellent approximations, becoming better as V in-
creases. If one changes the geometrical configuration by increasing the gap
between core and ring, and hence decreasing the overlap, the CMT eigen-
values improve somewhat.
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" aj/d = .3 c/d = .7 ald = .4 c/d = .6

P BM cMT VP BM oMT
4.5 - - - - 1.99 2.29
4.75 - - - 1.98 2.18  2.48
5 2.5 3.03 3.43 2.24 2.41 2.69
6 4.85 5.02 5.31 3.57 3.66 3.85
7 8.73 8.80 9.00 4.45 5.56 5.68
8 15.95 15.98 16.12 8.22 8.26 8.33
9 27.84 27.83 27.95 11.80 11.83 11.85
10 35.74 35.72 35.77 15.89 15.91 15.90
12 30.331 30.333 30.331 23.10 23.12 23.08
14 27.169 27.168 27.169 27.64 27.66 27.63

Table II.11. Normalized beat length, {, obtained from boundary-matching
(BM), the variational calculation (VP) and coupled-mode
theory (CMT), for azimuthally-symmetric modes of guides
with a/d=.3, c/d=.7 and a/d=.4, c/d=.6.
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e In Table 11, we present a comparison of the normalized peatlengths,
“ £, obtained by the different methods. £ is defined by

POk
i 1 11;_ : (163)
e ¢ 252

where & can be found from Eqn. (129). AB is obtained in terms of the
composite-mode normalized propagation constants, Pi and P;* by using
Eqn. (130) for the two values of kz expanding the square root and ne-

glecting terms in 6 (which is small because of the weakly-guiding as-
sumption). One thus obtains

1 (164)
]P; - r;l

Use of this normalized parameter obviates the need to specify 0, M, and

A individually.

For all of the configurations we have studied, the variational calcu-
lation provides an approximation to the boundary-matching results which is
better than, or at least as good as, the results from CMT. This holds true
whether one measures the agreement by the eigenvalues, the field amplitudes,
or the power contained in the different regions. Of course, both methods
are quite accurate most of the time. The configuration used in Table 9 was
chosen to emphasize the discrepancies between all three methods. For most
modes not in the cutoff region, both approximate methods will give results
for the eigenvalues which are correct to four significant figures or better,
and field amplitudes which are within .5% of the actual values.

5.4.3 Power Transfer with Several Modes

In the previous section we discussed core-to-ring crosstalk in the
limited context of just two interfering modes and the rather specific ex-
citation given by Eqn. (156). 1In this section we relax these conditions.
The principal result will turn out to be that for many situations the
crosstalk is predominantly due to the interference between the two com-
posite guided modes which are nearest cutoff. This fact greatly simpli-
fies the task of estimating core-to-ring crosstalk due to evanescent- .
field coupling.
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We will write the initial excitation as a sum of all the guided modes,

evalvated at z=0. Without the radiation modes, these do not comprise a
complete set, so the assumed initial excitation is only approximately re- ,
produced. (With eight or more guided modes, however, quite reasonable rep-

. resentations of some trial excitations were obtained.) Also, by assuming
an ideal guide, we neglect the effects of mode-conversion as vell as all
‘other contributions to the crosstalk resulting from processes (e.g.,

- scattering) other than evanescent-field coupling.

We proceed by analogy to the previous section, Eqns. (155) - (158).
The total field is written as a sum over all, rather than just two, guided
modes. .

.. {(9)
v o (p.2) - inqoq(}S)e“‘g z (165)
L |

The right-hand side of Eqn. (156) is replaced by an arbitrary initial con-
dition, ¢°(3). The q th amplitude is, because of the orthonormality of

the guided modes,

- e (5 8 (166)
o .{ ¢, ©) ¢, (p)pdpa

with ¢q being a composite mode of the form given by Eqn. (132). The power
distribution is obtained by taking the square magnitude of Eqn. (165).
As before, the power transferred between core and ring results from

interference between pairs of composite modes. This can be visualized by
simply isolating pairs of terms in the series of Eqn. (165). One obtains,

in the power distribution, terms like Di@i as well as cross-terms contain-
ing cos(2ﬂz/AB), where AB is the beatlength for different modes, q and q .

With the inclusion of many such pairs, the z-dependence of the power distri-
bution, and hence the crosstalk, becomes very complicated. 1f, however, we
are satisfied with an upper limit on the evanescent-field crosstalk, we may
calculate the "worst case" by replacing cos(an/AB) with unity everywhere.

- Then for all values of z, the power in the ring must be less than the re-
sulting integral, X:

(167)

X = p? [o? pdpdd+ ) |pD  ]|f0o, papas]
Elq,q o'¥g 99 99

] \
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A useful and interesting example is an initial excitation consisting
of a uniform circular spot of radius a” centered on the axis;

‘ ('/;an)-l p <a' (168)
8 = 1
° o p>a’ )

& This choice eliminates from Egqn. (165) all modes with 2#0. We assume a“$a,
- so the coefficients Dq can be evaluated analytically from Eqn. (166):

Dy (ZFrl)C‘[A. T (de%) + r;.i\.w,iI,(p,-‘L')] (169)

where Ao and Ko are given by Eqns. (146) and (148) for £=0, a. and Br

are given by Eqns. (142) and Cq and I‘q are related as in Eqn. (141b).

Then X can be computed from Eqn. (167). We present the results as X in
units of decibels:

X = 10%ogX (170)

Typical results are given in Fig. (34) where X is plotted against V for
the guide with a/d=.3 and ¢/d=.7. The two curves represent two different
]: spot sizes: a“/d=.05 and a”/d=.30.

;'. In the region 35<V<44, eight guided modes contribute to the sum. In
: the region 45<V<55, ten such modes are included. The extra two modes which
> cut off at V.45 account for the discontinuities in the solid curves at
that frequency. The dashed lines represent the values obtained for X when
these two additional modes are not counted, and the magnitude of the gaps
between the dotted and solid lines (15 dB or more) indicates that the total
N . evanescent field crosstalk (the solid lines) is dominated by the contribu-
~ tions of these two modes. It is also true that in most of the region

N 35<v<44, X 4is dominated by the two composite modes nearest to cutoff: if
the other six were not even considered, the curves would shift by a few -
dB at most.
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Fig. 11.35 Upper bound, X, on the crosstalk due to evanescent-field coupl-
ing, as a function of the size a”, of the uniform spot excita-
tion. Guide dimensions are a/d=.3, c/d=.7.
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:: The only regions where these generalizations are not valid are in the

{ two "resonance" regions (V ~ 37.8: see Fig. (33) and Sec. II-5.4.1; and

o V ~ 52.6) where the propagation constants of an isolated-core mode and an

t: isolated-ring mode are nearly the same. The composite modes responsible for

“ these resonances happen not to be the ones nearest cutoff. However, even

) though their evanescent fields do not overlap as strongly as those of the

- modes nearer cutoff, the near coincidence in their propagation constants

. allows a large power transfer to take place. The narrowness of these two

- peaks is another jillustration of the sensitivity of the modal properties

;: of the guide to the physical parameters contained in the normalized fre-

b quency. The fact that these resonance peaks fall short of 0 dB is due

> to the failure of either amplitude, Dq, to approach unity for these spot
excitations.

‘: It seems clear, intuitively, that the crosstalk estimate, X, should

= be sensitive to the spot size. This is confirmed in Fig. (35), where X

) is plotted against spot size for several values of V for the guide with
a/d=.3, c/d=.7 :

i Two points about the numerical values of X need to be stressed.

? First, even neglecting the resonance regions, there is a very strong V-

) dependence in the crosstalk, with variations over many decades. Not sur-

j prisingly, then, the crosstalk is very sensitive to how near the highest-

b, order modes are to cutoff. For a given geometrical configuration, once

{ one has calculated the isolated-guide modes of the core and ring—whose

- eigenvalues are very close to those of the composite modes—the regions

7 of high or low crosstalk can be identified from the plot of these eigen-

- values versus V., That is, high cross:alk occurs when two modes are close

ﬂ to cutoff, or when the isolated-guide eigenvalues coincide. Because of

- the great variations in X, these regions can be determined simply by

| inspection.

:? The second point is that the crosstalk parameter, X, is extremely

- _ low—in the range -60 to -80 d’)—over a large portion of the curves of

. Fig. (34). For V>55, there are regions where it goes even lower still.

. Even though these numerical values are estimates rather than exact results,

e one may be confident that the orders of magnitude for the evanescent-field

.. crosstalk are correct, at least as an upper bound. Although there may be

f{ errors in the coefficients, D , as a result of neglecting the radiation

-f modes, it is unlikely that these will be order-of-magnitude errors. Also,

- mode conversion may take place, with power transferred into nonazimuthally

- i symmetric guided modes which have not been considered. In order to increase
the overall crosstalk, however, the power would have to be scattered from

> lower-order =0 modes to those few modes which might be nearer cutoff than

O the highest-order £=0 mode. 1If such preferential scattering into a new

N mode should occur quite strongly, one would expect a large increase in X

¥
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o> only if the new mode were much closer to cutoff or if (fortuitously) it were
resonance with another composite mode with the same azimuthal symmetry.

These results have been presented to indicate what factors may influ-
" ence crosstalk caused by evanescent-field coupling. 1In practical guides,
this effect may be masked by crosstalk from competing mechanisms. None-
theless, it is useful to have established an upper limit for it, and to
indicate the kind of configurations for which it may contribute importantly
to the total power transfer.

As we have mentioned, the sharp peaks in power transfer in the reso-
nance regions are due to the near-coincidence of Pz and P%. In realizable

guides, the parameters determining these quantities cannot be expected to
remain perfectly uniform over great distances. By introducing a model in
which the propagation constants vary slightly with 2z, Arnaud <31> shows
"~ (for adjacent fibers) that a significant reduction in crosstalk can result.
The same argument, applied to the problem at hand, suggests that the peaks
in Fig. (34) could be severly diminished.

5.5 Adjacent Coupled Guides

A s ']

We have applied the formulation introduced in Section II-5.2 to
another composite system, consisting of adjacent identical circular wave-
guides. Insofar as accurate solutions for this problem have already been
attained using the integral-equation technique (with program IDGS), the
variational calculation was only carried far enough to demonstrate its
viability.

Because of the symmetry of this configuration, the two unperturbed-
mode field functions are the same, as are the eigenvalues. Rather than
calling the latter Pi‘ and Pg. we denote them by the single value Pi.
The integrals JA and .JB in Eqns. (137) are also the same, as are KAi and

KB (and we drop the subscripts).

As a result, Eqns. (140) and (141) simplify considerably. It is
easily shown that the two values of ' are +1 and -1, corresponding to
symmetric and antisymmetric modes respectively. The composite modes are

£ =ﬁ—(—:—:f5(¢“ Py ) ((71n.)
o Tn (e ) ()
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and the corresponding eigenvalues are

RS

2 J+ K
2

L ™ - ('7&‘
Y s P, 144 )
.-\'
3 T-K
o~ 2 2 -
ML ‘P“ < P. - —— b ("zL)

) - A
35
-.(-'
o3
2
5 which correlates with the results of Section II-3.3.4.2 when one determines
_ that K and J are both negative, and |K| is much greater than |J|. That is.
L the propagation constant for the symmetric mode lies above that of the un-
“. 'I. perturbed modes, while the antisymmetric one lies below. One can also see
"_. from Eqns. (172) that the variational calculation predicts an asymmetric
:.-': splitting, which we observed earlier (e.g., Fig. (16)).
. The comparison with coupled-mode theory (CMT), which predicts a sym-
:: metric splitting, is easily accomplished if we observe that the integral K
“.»,' in Eqns. (137) is proportional to the coupling constant Cpp which is de-

fined in Eqn. (19) of Reference 20. In fact, the CMT result for the split-
ting between the symmetric and antisymmetric modes, and consequently for the

beat-length, is reproduced if J and A are set equal to zero in Equs. (172)
(&)

and the normalized propagation constants are converted to k;s) and kg

T
AL

-
.

X

ro We thus are led to the conclusion that while CMT and this variational cal-
o culation are both approximate methods, the latter embodies features which
-’l‘- make it more accurate. This conclusion is reinforced by recalling some of

\ the discussion in Section I1I-3.5.2, in which we observed that the main
o weakness in the linear-array calculation of Meltz and Snitzer <23> was
od the failure of CMT (their starting point) to predict the asymmetric split-
'::: ting in the two-guide case.
S
S For the record, we record the values of J and K which we used to
i calculate the approximate composite modes. They are
% $ )
Lo 3 ) “) 1 ("3
b K= ~Ac()w K(8=) + Ky(pd)|
ot
— oo 2
sy w T (d) d
¢ Ts-AY § 32 76K, (09)+ K, (69 (T20)
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where the Bessel function arguments o and B are the same as in Eqns. (142),
V is defined in terms of the guide radius, a, the normalizing constant is

Alz = = —"211'(“8“)0.2?)‘-‘& -J;,‘(OC)IM (d) (17%)

and d is the center-to-center separation of the guides. Since these integrals
both require the integration of the external field representation of guide #2
over the area of guide #1, it is necessary to introduce basis-function
transformations like those we used in the array problems (e.g., Eqn. (46)).
This accounts for the presence, in Eqns. (173) and (174), of the Modified
Bessel functions of the second kind with the arguments Bd/a.

The full analytical evaluation of A is difficult, and was not deemed
worth the effort for this example. An approximate result, involving the
overlap integrated only over the areas of the two cores rather than all
space, was used for such resulis as were obtained. In view of this ap-
proximation, however, and the scattered nature of the results, we choose
to omit them from this report. The principal result we derive from this
exercise is that the variational technique, like CMT, is a viable approx-
imate approach to the coupled-guide problem.
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6. Use of the Programs

6.1 General Comments

In this section we describe the means by which one may use the various
FORTRAN IV programs relating to the modal properties of waveguides. That is,
we describe the input parameters for each program and give the job control
language required to run them on the CDC-6600 at AFGL, the machine on which
they were developed. Many of the programs are quite similar in structure, l
a fact which is reflected in similar input and job-control requirements.

The program listings are given in Volume 2 of this report. The user [
may refer to comments found in the listings for supplemental information.

All of these programs require Bessel functions of one sort or another.
To obtain them, we have selected a package of subroutines from the AMOSLIB g
library <26>. These subroutines were developed with the 60-bit CDC word in
mind, and return values which are correct to at least twelve significant
figures. Even with such great accuracy (which is unnecessary for our pur-
poses; 5 or 6 figures is usually sufficient) they are faster than subroutines
from other packages we have tried. They have been used in all programs ex-
cept LIDGS, which has not been converted from the Scientific Subroutine
Package (SSP) routines previously employed <27>,

6.2 Function

The purpose of all these programs is to solve for the modes of various
guiding systems. The program output is therefore the values of the normal-
ized propagation constants, P2, and the sets of coefficients which specify
the field expansions. From this the power distributions can be obtained, as
can the unnormalized propagation constants, kg’ and other quantities of

LSO, S

s

is.

interest.

* .

Program TRUNCN solves for the modes of isolated two-medium step-index
waveguides having reflection symmetry about the x- and y-axes.

LA R

Program IDGS solves for the modes of an array consisting of two iden-
tical guides having reflection symmetry about their common x-axis, and about
their respective y-axes,

L Sy YR
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¢

137

. -}_ o . S ST R T, .
s s k\ s 1.1.2\1. ﬁ.{l.‘ -~ ;* L‘ Lw,:\\_-‘ 'n,k, AT NN AL, ) e e e e e e et




NN
o
TN
..'- '\
E W
o
-"‘\..
RN
I Program TWOGS solves for the modes of an array consisting of two guides
L'u of different sizes and shapes, having the same index of refraction, nl, re-
Y
E\i flection symmetry about their common x-axis, and reflection symmetry about
N b? their respective y-axes.
o]
Ly Program LIDGS solves for the modes of an array consisting of N iden-
tical equally-spaced guides oriented in a line, each with reflection sym- -
DG metry about the common x-axis and about their respective y-axes.
..
*}ﬁ Program COAX solves for the modes of the isolated cladded guide, as-
k- suming reflection symmetry about the x- and y-axes.
= Program HICOAX solves for the modes of the isolated ring guide, as-
jmﬁ suming reflection symmetry about the x- and y-axes.
:?%; Program VAR solves for the modes of a four-region core-ring waveguide
*;;. system with circular symmetry using a variational calculation. The index
-~ of refraction is assumed to be the same in the core and the ring.
A\ & ;
. 1
’ ..
AN |
o : ,
‘] 6.3 Input Parameters for the Integral-Equation Technique Programs
. "‘-
-l |
|
\
-, L, . . 1
o 6.3.1 Organization |
5% |
e !

0f the programs listed in the previous section, all but VAR perform cal- !
culations based on the integral-equation technique. As a result, many of the 1
input parameters are similar or identical. The following discussion, which !
does not apply to VAR, identifies them and provides a brief description of

L AL

»
:’ them. |
’ '

/¢ |

;iaj The input parameters are contained in a single data record which is

‘QE, part of the input stream. They can be loosely categorized either as program

T parameters (quantities which govern the numerical procedures utilized in the |
N program) or as physical parameters (quantities needed to describe the phys-

1x§ ical configuration which is being considered). 1In each program the program

¢:f parameters are read at the beginning of the code from the first data-card

f§§ image in the data record. The physical parameters are read (at FORTRAN

Lo statement number 1) from the second card-image.

- After these first two data cards are read, the problem specified by

«C- these parameters is solved. Control then returns to statement 1 and another

»“2
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card-image containing physical parameters for another configuration is read.
Each successive physical configuration is solved using the original program

parameters.

When a blank card-image is encountered at statement 1, control skips
to the end of the main program, where the previous results are tabulated.
Then control returns to the original read statement at the beginning and the
" whole process repeats. A blank card at that point directs the program to
cease execution. Thus, the programs can deal with any number of cases in
one job. (Actually, only 20 separate configurations fit into the arrays
reserved for tabulating results, so this limits the number of sets of phys-
ical parameters that can be treated before a new set of program parameters is
read.) Note that the proper means of terminating execution is with two con-
secutive blank card-images in the data stream.

All the program parameters and physical parameters are input with for-
matted read statements.

6.3.2 Program Parameters

Table 12 lists the program parameters required for the six programs, and
the format in which they are to be read.

NOT is the number of terms and equations taken before truncation of
each submatrix. It is denoted by M in the text. The maximum values of NOT
and the size of the determinant (using integer arithmetic) are given in
Table 12. There is no default for NOT. Typical values range from 1 (cir-
cular cross-sections) to the maximum for isolated guide programs, and from

5 to the maximum for array programs.

4
.

NT2, which applies only to the array programs, is the number of terms
in the sums over £ appearing in some matrix elements. 1t is denoted by M-
in the text. (See the end of Section 11-3.3.1.) Permissible values lie be-
tween NOT and 2*NOT. When all perimeters are circular, NOT should be
chosen; otherwise NOT+4 is typical. Default value is NOT.

LA AL

,l

e

v‘

"%

I (S in several programs) specifies the minimum accuracy, IO-I,to
within which each root is to be determined. The root-finding algorithm is

>
" good enough that the uncertainty which actually results (and which is printed)
% is often considerably less than this. Default for I 1is 3.
3 NP2 is the number of entries in the initial table of determinantal
- values., (See Section II-2.4.) Permissible values range between 2 and 50,
!
s
i 139
!
;”ﬁﬂi\:ﬁi';\‘iﬁ':i';j:_’;{i‘;"'*;: - \';.::.:-:‘::\::\':._-:..'.;,_.:,. e e )
A IATRPL R L A W et s T e e




M L A R Y 2 ™ o M S

‘v
Y
.'

..........

e e

Default is 10. Larger values should be used if roots are likely to be closely-
spaced, to prevent two or more roots from falling between consecutive table
entries.

OO N I Y S

NOP is the number of points used to do numerical integrations. Maximum
value is 200 points. The default value is 50, and this is generally suf-
ficient unless very high accuracy is required. For cases in which all cross-
sections are circular the numerical integrations can be done analytically.

In such cases NOP can be set equal to 1, and the programs will compute the
matrix elements properly.

N} ARV

.
L
-

o

IDIAG is a diagnosis code, used mostly for troubleshooting, which acti-
vates or inhibits the printing of quantities calculated at various stages of
the computations. These quantities are different for different programs.
Pernissible values are 0 to 5. Program listings should be consulted for
details.

NOG (LIDGS only) is the number of guides in the linear array. Per-
missible values are 2 through 6. There is no default.

K (LIDGS only) gives the accuracy, IO-K,to which the Bessel functions

are calculated in the SSP subroutines. Default value, which is usually suf-
ficient, is 5.

6.3.3 Physical Parameters

Table 13 lists the physical parameters read at FORTRAN statement 1,
and the required format, for each integral-equation technique program.

SC (integer) determines whether cosine (1) or sine (2) solutions are
sought.

L (isolated-guide programs only) is the index of the first term in
the field expansion to be used. For example, with NOT=3 and SC=1l, the
odd cosine expansion with indices 1, 3, and 5 will be obtained if L=1.
If L=0 the even cosine expansion with indices 0, 2, and 4 will be obtained
(unless the aspéct ratio is unity; then the indices are 0, 4, and 8).

D (array programs only) is the center-to-center separation between
adjacent guides, denoted by d in the text and given in units of bl' The

smallest reasonable separation is the touching distance, which depends on
the aspect ratio(s). This distance, the default, is given by RI+SZ*R2 in
TWOGS and 2*R in IDGS and LIDGS. (See below.)

N (N1, N2) (real) is the superellipse index, N (ﬁl, ﬁz for programs

with two different cross-sections) appearing in Eqn. (31). See Section II-2.4
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or Reference 2 for a discussion of useful values. Also see Table 14. De-
fault values are unity, resulting in elliptical (or circular) cross-sections.

R (R}, R2) 1is the aspect ratio R (ﬁl, fiz for programs with two dif-

ferent cross-sections) appearing in Eqn. (31). The distance from the origin
to the edge along the x-axis is R, in units of the characteristic distance.

Default values are unity.

SZ is the ratio of the '"characteristic dimensions", b, for two dis-
similar cross-sections. In TWOGS this is the quantity denoted by T, in

Eqn. (59). Default is 1. In COAX it is the ratio of the outer semiminor
axis (b23) to the inner (blz) and as such is always greater than unity.

In COAX, default is 10 or some value smaller enough than 10 to prevent
underflow in certain functions. In HICOAX, SZ is the ratio of the inner
to the outer semiminor axis and is less than unity. Default is zero in
HICOAX.

B is the normalized frequency and must be positive. Default is unity.
Values of B greater than 15 or so may cause underflow or overflow problems,
but this depends on the program and several other parameters (e.g., NOT).

PMAX, PMIN is the range of values of P2 over which the initial table
is computed. That is, values of the determinant are calculated at NP2
equally-spaced points between PMIN and PMAX. Default values are 1 and
0.

DST (array programs only) is a vector whose first element is D and
which gives different interguide spacings. That is, if one wishes to solve
several configurations which differ only in the spacing, one can put several
values of d on a single card-image. This is done for the sake of program
efficiency as well as convenience because during the initial table calcu-
lations those components of the matrix elements which do not depend on d
are used for all cases. As a result, they are not recomputed as they are
when a new card-image is read. If there are zeroes or blanks in one or
more of these fields the program ignores them.

QQ (COAX only) 1is the ratio of the numerical apertures, and is equal
to 613/612 (See Eqns. (104) and (107).) Default value is 40, which is ap-

propriate for n3'=l (air) if n1=1.675 and n2=1.465. QQ=1 implies n,=n,,

or an infinite cladding.
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6.4 Job Control Language

All of the programs described above require input data on TAPES, which
is equivalent to INPUT. A data record is therefore required in the input
stream. Results are written to TAPE6, which is equivalent to OUTPUT.

Each of these programs resides on a file in UPDATE format. These
files also contain most of the subroutines which are required for the re-
spective programs. The exceptions are the Bessel function subroutines,
which are stored on their own separate UPDATE file. (The exception to the
exception is LIDGS, whose file contains its own Bessel function subroutines.)
These files have been provided on magnetic tape to the technical personnel
at RADC.

The format allowed by UPDATE, which is a CDC utility, is useful be-
cause it allows one to make changes in the program or in one or more of the /
subroutines without recompiling the rest. It does require, however, another
record in the input stream. In the example given in Table 15 which is ap-
propriate for TRUNCN, we assume that TRUNCN and its subroutines in UPDATE
format reside on a mass-storage file called TRUN. Moreover, we assume that
the entire contents of this file and also the contents of the file contain-
ing the AMOSLIB Bessel function routines have been compiled and submitted
to the CDC utility EDITLIB, which creates a special binary or library
image of all the routines. The files containing these libraries are assumed
to be on mass storage, as TRUNLIB and BESSELFUNCT.

In Table 15 the record following the first end-of-record mark (7/8/9)
directs UPDATE to pick the main program from the original file and write
it to COMPILE. Program alterations could be specified in this record, if
necessary. The record following the second 7/8/9 is the data record.

In the example given, three single-guide configurations are to be
solved. The first is for the even cosine modes of a square guide (N-30 R-l)
with propagation constants less than .5, for B=2. The second is for all the
odd cosine modes of a square with B=2. The third is for all the sine modes
of a 2:1 ellipse (N=1, R=2) with B=2. In each case a 4-term truncation is
used, 4-place accuracy is demanded for each root, 10 initial table entries
are specified, 50 integration points are used for each integral, and no
special diagnostics are printed.

3

.Y W)

R
ata"a’s'a

To run programs other than TRUNCN the UPDATE directive specifying the
program name and the data record must be different. Also, of course, the cor-
rect permanent files must be attached. For LIDGS it is not necessary to use
LIBl because the necessary Bessel functions are all on the original program
file.
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In Table 16 a possible data record for IDGS is given. Four cases are
solved. They all seek all the cosine modes of an array of two square guides
the center-to-center distances being 2, 2.25, 2.50, and 3. The first of
these is the touching distance and therefore results in the modes of a 2:1
rectangle., (Note that one does not specify even or odd expansions for array
programs.) The matrix is 5 by 5, and internal series are truncated at 9
terms., Some diagnostics are printed.

Memory requirements for each program in octal words are given in
Table 12. The time requirements depend on the number of cases and the trun-
cation order, but single cases can usually be run in a few seconds on the
CDC-6600.

6.5 Program VAR

Program VAR solves for the modes of a four-region concentric core-
ring waveguide system with circular symmetry, using a variational approach.
The input parameters are L, A, C, B, PSl, PS2, and IDIAG, and are described
in the following paragraphs. They are read at FORTRAN statement number 1.
The format specification is (I5,2F5.2,F7.4,2F9.7,15). One card-image spec-
ifies all the information needed to solve a single physical configuration.
Up to 40 cases can be treated in one job. The record containing the data
card(s) is part of the input stream. A blank card terminates program ex-
ecution.

L, anon-negative integer, specifies the order of the unperturbed
modes.

A (ain the text) is the radius of the core (see Fig. (31)). This is
given as a fraction of the outer radius of the ring, d.

C (c in the text) is the inner radius of the ring, also given in
units of d. Obviously O0<A<C<l.

B is the normalized frequency, equal to V/m.

PS1, PS2 are the normalized propagation constants, Pz and Pz , of the

two unperturbed modes which contribute to the composite modes being sought.
They must be determined by some procedure such as boundary matching or by
use of TRUNCN and HICOAX.

IDIAG is a diagnosis code which can take on the values 0, 1, or 2.
It activates or inhibits the printing of various quantities which are cal-
culated at different stages of execution.
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Program VAR has been delivered in UPDATE format, so the procedures
for using it are practically identical to those given in Section II-6.4. The
Bessel functions are from AMOSLIB. In fact, Table 15 is a completely satis-
factory example, except that permanent files containing the UPDATE source
and EDITLIB binary versions of VAR (e.g., VAR and VARLIB) must be attached,
the UPDATE directive is *COMPILE VAR, and the data record is different.
Table 17 gives an appropriate data record for three configurations involv-
ing the unperturbed fundamental modes of the core and ring guides (2%=0).

In each case the core radius is .3 and the ring inner radius is .7. Sep-
arate values of B are selected in each case, and different intermediate
quantities are printed in each case.
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R=1

~

R#1

2z
A
v

.
]
[¥,]

5
N=1

N> 1

2
]
8

Cusped
Square
Subcircle

Circle

Supercircle

Square

Cusped

Parallepiped

Subellipse

Ellipse

Superellipse

Rectangle

Table II.l4.

Cross-Sectional Shapes Resulting

from Different Choices of the
Superellipse Index, N, and the
Aspect Ratio, R.
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{ JOBO1. 1234 USER
B, ATTACH(OLDPL,TRUN, ID=USER,MR=1)

N UPDATE(P,C,D)

e FIN(I,SL,R=3)

:.: ATTACH(LIB1,BESSELFUNCT, ID=USER,MR=1)

) ATTACH(LIB2,TRUNLIB, ID=USER,MR=1)

LIBRARY(LIB1,LIB2)

) - ) LGO.

o 7/8/9

s *COMPILE TRUNCN

-3 7/8/9

o 4 4 10 50

1 0 30.0 1.00 2.00 0.50

o 1 1 30.0 1.00 2.00

» 2 1 1.00 2.00 2.00

g 6/7/8/9

Yy

:j Table II.15. JCL for Program TRUNCN
M

:‘

N | 7/8/9

Y 5 9 4 10 50 3

: 1 2.00 30.0 1.00 1.50 1.00 0.00 2.25 2.50 3.00
2

< 7/8/9

~

A

2 Table II.16. A Data Record for IDGS
\

.

- 7/8/9

N 0 0.30 0.70 1.0000 .0273 .1959 0

-5 0 0.30 0.70 1.5000 .1934 .3271 1

[/ 0 0.30 0.70 2.0000 .3774 4384 2

-

‘ -~
z; 7/8/9

5 Table 1I.17. A Data Record for VAR
i
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III. QUANTITATIVE STUDY OF A MECHANISM FOR PRODUCING
DIFFRACTION GRATINGS IN CRYSTALS
EXHIBITING PHOTOREFRACTIVITY

1. Introduction

The following report summarizes the work which was done on the photo-
refractive effect problem during the summer of 1982. The first section
outlines the physical problem in a qualitative manner. The second gives
the mathematical formulation, while the third describes (briefly) the soft-
ware, the implementation of the boundary conditions, and various procedures
used in the program. The last section gives some of the results obtained.
How to use program GRATING is described in the program listing; examples
and listings have been furnished under separate cover.

The physical problem and the beginning of the mathematics involved is
presented in Reference 1. An attempt has been made to avoid repeating con-
tents of that report, except in a cursory manner when necessary.

The problem involves the "writing" of a permanent diffraction grating
in an electro-optically active crystal by imposing a laser-beam inter-
ference pattern upon it. The grating can also be "erased" by imposing a
constant illumination upon the crystal. We assume that the material under
consideration has both occupied and unoccupied optical donor levels well-
isolated within a forbidden gap. Electrons can be excited from occupied
levels to the conduction band by the incident light. The conduction-band
electrons can diffuse through the crystal, migrate under the influence of
" an electric field, and recombine with empty donor levels. The problem is
one dimensional: no spatial variation occurs except in the z direction. .

The photovoltaic effect is not considered here.

A simple picture of the processes occurring is as follows. At time
zero, when there are no conduction electrons, light with a certain spatial
intensity pattern begins to shine on the crystal. This produces conduction
electrons due to photoexcitation, with a greater density building up at
places where the light is more intense. These electrons drift (under the
influence of an applied field) or diffuse away, and also recombine with
empty donor levels. Because the net effect of the drift is to remove elec-
trons from the regions of higher density, recombination occurs preferen-
tially at points of low light intensity. This upsets the initial charge
neutrality of each local region, causing a net negative charge density in
regions where recombination occurs faster than photoexcitation, and a net
positive charge density in the other regions. The distribution of '"space-
charge" which is thus built up modifies the local electric field and the
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resultant drift of the electrons. Eventually an equilibrium is attained, -
with a large z-dependent electric field existing inside the crystal. This o
slightly modifies the refractive index of the crystal, due to the electro- q

optic effect.

The stated problem is to evaluate the local electric field in the
crystal as a function of space and time, so as to be able to determine
the modification of the refractive index. This is to be done by setting
up and solving the nonlinear differential equations for the conduction-
electron density, and the occupied donor-level density. The solutions are
to be determined numerically for various values of the physical parameters.

L aex

2. Formulation

2.1 Definitions of fields

n(z,t) = number of conduction electrons per unit volume
Né(zot) = number of occupied donor levels per unit volume
N+(Z-t) = number of empty donor levels per unit volume

- p(z,t) = space-charge density
E(z,t) = local electric field
J(z,t) = local current density
I1(z) = light intensity pattern

2.2 1Initial Conditions

(no thermal excitation of conduction band)

n(z,0) -0

Ne(z,O) - Neo (independent of z)

N+(z.0) =N, (independent of z)

p(z,0) -0

E(z,0) - Eapp = constant applied electric field
J(z,0) -0

153

.-_..-_~ . .. --'.......'...“ IR

K
OO P S I L ST R A A A




AR PP ACLE O AL AL LNIA D | S WA S A 2L Al vt

MR N L TN

Ria’s s " e s 0

2.3 Basic Equations (see Reference 1; 2 and t-dependence are assumed for
all fields) :

Ne + N+ Neo + N+o (donor levels do not migrate) 2: _

p=e(N -N _-n) = e(N , - n) (definition of space-charge) (

e'g_g = 47p (Gauss' law; € = dielectric constant) (3)

3t 3t T3z e A (charge-continuity) (4)
= on 5

J = +eynE + eD 32 (5)

_a_N‘l' - . _3_§e - - F_..,

ot 3t - Y1 N, Yen Nio (6)

The last of these equations(6) represents changes in donor-level densities
due to photoexcitation and recombination; vy_(z) and Y% are the respective
rates for these processes. The next-to-last equatior‘s) gives the current
due to drift and diffusion. D is the diffusion constant and p is the
electron mobility, also a constant.

2.4 Differential Equations

Combining the basic equations leads to

2 .
an =Db- 4 ug?ﬂ.,.(ﬂl'_e_)(nn _nz) +Y1Ne‘ - Y 1 nN, (7a)

9 9z2 oz € + x\N
diffusion drift photoexcitation recombination
ot : ' ) r\N +

The photoexcitation rate, Y, (z), is proportional to the light intensity.
Assuming I(z) 1is an interference pattern,

'YI(Z) - <Y1> (1 + Mcoskgz)- <YI> F(z2) (8)
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The photoexcitation process leaves its imprint on the final spatial distri-
butions, so ultimately we will take 2'rr/kg as "unit distance". Similarly,

Iy

-

«. the dielectric relaxation time characterizes the duration of the process,
ey so the inverse relaxation rate (Ydi)'1 will eventually be taken as 'unit
:}‘:::: time". (See Reference 1, and below.) Meanwhile it is necessary to elim-
e inate N+ in favor of Ne. and evaluate the electric field due to space-
) . - charge. The dependent variables are normalized by taking
™ n Neo = Ne (92)
o u = <n> v = <n> (9b)
!
N
L
vhere <n > is defined in the list of quantities given below. Then the
space-charge field at z canbe found by integrating -g—l;‘, or p, from -» to z.
The result for the total field (t-dependencé understood) is
.z
™ drnecny - lme<n>f ( '
Y] —_— —_— —u(z' ' 10)
= + € X(z) = E + € v(z') -u(z')] dz (
o ) = Eupp e app %
by
:.-: where -z, is the left boundary. This makes the first equation into a non-
{ i linear integro-differential equation. To avoid the difficulties accompanying
s a complete treatment of the space-charge contribution to E, we will merely
S write it as X and evaluate it at each step based on information from the
#::. previous steps. This approximation will be discussed in III.3.5. The equa-

tions become

'\- du 9%u =. du

o L =pt 4+ (E__+ Xy ¥ —u?)+ F - - <11>

.::.:: 3t 3z 2 appT Ya1X) 3z + Ygy(wv -uT) + F(2) (v, <yy> V) YrU(l+LY._r v) (11a)
DY

! v = <vp>

- ot F(z) (Yr—<YI>V)-Yru(l+R—7;— v) (11b)
j:;lj'v ‘Tey

::..E: where Ydi - € "~ (12a)
> <Yy>

- <m> =y N, (120)
o

I'..

b N

..; R =22 (120
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- The mean excitation rate, <YI> can be written in terms of the mean intensity

Q;. <I> plus the optical cross-section and wavelength, but for the purposes at
:ﬂ hand it is sufficient to specify it independently (in units of Y41° of course).
I% The same is true of the recombination rate Y- It is also convenient to
~0

L4 specify Eapp and D in terms of drift and diffusion distances, AE:and AD

k

- respectively' (defined below). Then, letting z and t go into _Ei and Ydit’ .
XX 2w

f:- and thereby scaling distance and time to the units given above, the final

e equations become

~ | :

N du 2, 32u G,B + X(z))3u 2 vl -Gyull Ga (13a)
Py — = — -— - - u +R'——V a
N 3t A C]—a?i -+ ( 1 3z <+ uv u® + F(Z) Ga .Gz b1 cl

1oN d

.-: . 1
!‘.‘ av G
:_-:: eTY = l-"(z)[(;1 - sz]-cxu[l + Rcf v (13b)
pY ‘ )

:':1 where

- Y
-n:. cl - —r (143)
- Yai

A <Y.> )

G, = S (14b)

12 Ya1
5 kA
- A =838 | (14c)
. 27 :

Y
;3 k AE
o - l“d
h . B T;E- (14d)

X(z)= /:z'(v(z') - u(z'")) (l4e)
-2z
o

: F(z)= 1 + Mcos2nz 0<HM<] (14f) .

-
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The diffusion and drift distances have been introduced through the use of

HE

app (1l4g)

A2 (14h)

pY

r

One can see that the coupled equations can be solved if the constants Gl’ GZ’

A, B, M, and R are specified, if the boundary conditions and initial con-
ditions are given, and if adequate provisions are made for incorporating
the space-charge contribution, X(z). These six normalized input parameters
are the only physical parameters the program will need for input, except
for those defining the boundaries.

3. Software and Numerical Procedures
3.1 GRATING

The complete software package consists of program GRATING and associated
subroutines which were written during the term of the contract, and packages
PLOTN and PDECOL. PLOTN is a general-purpose line-printer plot subroutine
written by ARCON personnel some time ago. PDECOL (described below) is a
general-purpose partial-differential-equation package obtained from the
International Mathematical and Statistical Library (IMSL). It consists
of subroutine PDECOL and 18 other subprograms. PLOTN and PDECOL have
been incorporated into the overall program structure with as few changes
as possible. In fact, the only changes in the IMSL routines appear near
line 825 of subroutine PDECOL and are surrounded by comment-cards consisting
of "$" symbols.

Instructions for the use of GRATING, PLOTN, and PDECOL are included
in comments in the program listings. Listings and examples have been
provided under separate cover.

3.2 PDECOL

The package PDECOL is being used to solve the coupled nonlinear eq-
uvations. This package, written so as to take advantage of the 60-bit word-
size in CDC computers, is described in Reference 2. The class of problems
amenable to solution through its use are those with N coupled equations in
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the form
-
-
g—: = f(c,z.a‘.a‘z_,t.‘u) (15)

with boundary conditions which can be written as

bEd) = Z(v . (16)

for each boundary. In these equations, U stands for the dependent variables
to be determined:

2
u

= (“1’“2""“N) (17)

'ﬁ; stands for the space-derivative of each component of '\:, and ﬁzz is the

second space derivative. Initial conditions are of course also required, and
they must be consistent with the boundary conditions.

In the problew at hand, N = 2 and U= (u,v). The two equations at the
end of the last section are clearly of the required form.

PDECOL is a package designed to take advantage of some very general
and successful algorithms which have been developed to solve ordinary dif-
ferential equations (ODEs), to solve the general class of partial differ-
ential equations (PDEs) described above. A very much-simplified description
is as follows. The user defines a spatial discretization appropriate to his
problem. Certain spline basis functions, with an order which the user may
select, are used to approximate the dependent variables in each of these
intervals, separately. That is, each component of U 1is written as the
product of certain coefficients, c, which depend only on time, and the
known basis functions which depend only on z. These approximate solutiops
are required to satisfy the original differential equations at certain
"collocation points”. The result is a set of ODEs in the form

(m§==§u£) (18)

The number of these equations is proportional to both N and the number of
spatial intervals chosen. The coupled ODEs are solved by integrating in

time, using well-established procedures. One thus obtains, for a single - .
output time, a set of coefficients, c. These are used to evaluate the

actual solutions, U. One then advances the output time to a larger value

and repeats the process as often as is desired. The end result is sets
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N of solution values (u,v, in our case) evaluated at whatever points, z,
{ the user chooses, with each set corresponding to a user-selected instant
2 in time. In the present case, it 1s necessary to utilize well-chosen
*3 sets of solution values at the end of each step (at least) in order to
~. perform the integration for the space-charge field which is indicated
N in Eqn. (lé4e).
- - " We refer to the user-selected times as "output times" to distinguish
o, them from the "working times’” selected by the package. Further discussion
b of these appears in III.3.7.
.
N
R~
N ]
. 3.3 Boundary Conditions
‘{ In the present formulation of our problem, we assume a periodic illum-
¢ ination function F(z) which is symmetric or antisymmetric about zero. The
:f initial thought is therefore to impose periodic boundary conditions at the
.- endpoints (—zo,zo). These are four separate equations represented by
% W(-z) = T(z) (19a)
s > =
-~ - =
\ - uz( zo) uz(zo) (19b)
: So long as z, is (at least) half integer and F(z) has the form given in
:: Eqn. (14f), such conditions will properly describe the physical situation.
: The asymmetry introduced by the applied field may cause physical distributions
2 (e.g., p) to be shifted in phase with respect to the illumination. (See
Fig. 1). However, for half-integer or integer values of zZ)» these distri-
L butions will still satisfy Eqns. (19). We note that closed circuit conditions

prevail so that currents flowing out one end enter again at the opposite
h, boundary.

Unfortunately the equations above do not fit the form demanded by PDECOL,
Eqn. (16), since they combine the requirements at the left and right bounda-
ries. There are no known solutions or constraints valid for all time at any
point where the illumination varies with z, unless diffusion and drift are 1
absent. Indeed, the whole objective is to obtain solutions resulting (prim- 1
arily) from the combination of drift and a spatial variation in illumination. )

e s 8 o &
tatatat e

ra
. b

- Therefore, in order to use this package, it is necessary to specify the prob- i

f: " lem a little differently. We may modify the illumination function so that it
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hardly varies in the region adjacent to the two boundaries, as shown in
Fig. 2 and in this equation:

1+ Mcos (2mz+ ¢ ) |z]
F(z) = (20)
1 + M exp (—n3|z—zB|2) zniﬁlzl

IA
N

IA
N

In Eqn. (20), ¢, z , and the signs in the lower expression must be
chosen so that F(z) is continuous and F“(z) is zero at * Xp+ ¢ may take

on the values zero and * m/2, 1In the former case, the pattern is sym-
metrical about zero; in the latter, antisymmetrical. The argument of the
exponential is such that the integral of F(z) from z_ to « equals the
integral of a quarter-cycle of the sinusoidal portion of the curve.

With the use of this light-intensity pattern, it becomes logical to
stipulate that Neumann conditions hold at the boundaries; that is, the space-
derivatives of all the fields must be zero. This supposes that the boundary
is "far enough" away from any region where spatial variations do exist for
an equilibrium to be attained. To establish just how far is "far enough"
it is necessary to ask what process could cause a gradient in the electron
or donor-level densities in the first place. The photoexcitation and re-
combination processes depend on the populations themselves, but not on their
gradients. (If gradients already exist, these processes may change the
populations at rates which depend on z—for example, recombination occurs
faster where n is greater—but if the illumination is constant they will
not produce gradients by themselves.) On the other hand, diffusion and
drift do have a directional preference. For example, if there is a high
concentration of electrons at z < 2y they will diffuse preferentially

toward the right boundary. As they do some of them will recombine with
empty donor levels. The resultant electron population will therefore de-
crease with increasing 2z. The diffusion distance AD can be seen, from its

definition, to incorporate the recombination rate. Only if the recombin-

ation time is small compared to the time required for electrons to migrate
to the boundary will the effect of the higher concentration be dissipated.
Therefore, if the diffusion distance is much less than (zo - zB), the

gradients will be small at the boundaries. As similar considerations ap-
ply to electron drift under the influence of the electric field, the con-
ditions

Ay << (z -z (21a)

b B)

A <« (z° -z (21b)

E B)
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& are sufficient to establish the validity of the boundary conditions at tz :
du 0 vz 0 (22a)
oz 0z (22b)

The preceding considerations suggest a different formulation of the
boundary constraints. The existence of a nonzero net charge density, p,
at any point in the crystal depends on the possibility of the migration of
electrons from a region where the photoexcitation rate is higher to one
where it is lower. Since the photoexcitation rate does not vary with z
near the boundaries, it follows that p = 0 at the boundaries. This can
be expressed as

u(zo) - v(zo) =0 (23a)

with a similar requirement at “Z . In addition, however, we can specify

that the gradient of either u or vbe zero at tz , e.g.

du -
32 = 0 (23b)

z
o

This (Eqns. 23) is the form in which we will write the boundary conditions.
Referring to Eqn. (16), we find

bl = ye-v (24a)

b, = u (24b)

= 3
and Z = (0,0).

3.4 1Initial Conditiomns

From the definitions of uand v, and the conditions listed in III.2.2,
one can easily see that at the initial time, t = 0, the requirements

u(z,0) = 0 (25a)
v(z,0) = 0 (25b)

“must be satisfied.
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3.5 Evaluation of the Space-Charge Field

_ We have pointed out, in the discussion prior to Eqns. (11), that it
is necessary to evaluate the space-charge field at the nth step (corres-
ponding to time t) based on information from previous steps. That is,
X(z,t) appearing in Eqns. (lla) and (13a) is the integral of p(z,t), but
p is known only at previous steps corresponding to earlier times. The
manner in which values of X(z,t) are selected is very important because
these values affect the convergence of the PDE package results. In fact,
poor estimates of X(z,t) cause an accumulation of errors which either de-
grades the solutions directly or causes the time increment selection pro-
cedure to use inappropriate jumps. In either case, execution terminates
with an error flag.

At the beginning of the nth step, an array of "anticipated" values of
X(z,t) 1is used in Eqn. (l13a). After the nth step is complete, an array of
"actual" values is determined by numerical integration of the newly-obtained
p(z,t). (The different elements of the array correspond to different values
of z.) '

The anticipated array at step n is obtained from the actual arrays at
steps n-1, n-2, and n-3 by simple polynomial extrapolation. The results,
as measured by the average absolute difference between the actual and anti-
cipated values, are significantly better with quadratic extrapolation (three
points) than with linear extrapolation (two points) and much better than
with no extrapolation (one point). More importantly, the program operates
more efficiently when more points are used for extrapolation. That is,
fewer time increments are needed to satisfy a given error threshold, and
the program runs faster. Conversely, with no extrapolation, convergence
may simply not be obtained.

This is a point which is important enough that one should consider
making improvements in the extrapolation procedure even beyond what has
already been done. As we shall see, the time-dependence of the space-
charge field during both the write and erase modes can often be approxi- -
mated quite well by an exponential for all values of z. For short times,
even a.linear approximation is quite good, but the largest errors come
for later times when (1) the program is automatically selecting larger
time increments and (2) the "true'" exponential time-dependence is less
well approximated by the extrapolation procedure used here. Therefore,
it might be advantageous to build in alternative schemes for anticipating
the space-charge field arrays. At least one of these schemes should assume
an exponential time-dependence for X(z). It would be a simple matter to
compare the various methods as the program proceeds and select whichever
of them is most successful in predicting the space-charge field.
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3.6 Erase Mode

The simple illumination pattern given in Eqn. (20) is assumed to have
been turned on at time zero and left unchanged thereafter while the grating
is being written. Ultimately a steady-state condition is reached. It is
possible, by changing M, ¢, or the baseline intensity (unity) to instantly
alter this pattern and thereby begin a new mode of operation. In the
program, the intensity pattern is defined in function LGT.

In GRATING, the erase mode is modelled by setting M equal to zero
after the grating has already been written. Physically, the constant il-
lumination preferentially excites electrons to the conduction band in the
regions where they are most numerous (p < o). The electric field removes
them from these regions, the ultimate effect being the neutralization of
the space-charge and the consequent erasure of the grating.

Numerically, the solution arrays obtained in the write cycle are ac~
curate to 4, 5, or even 6 significant figures at any time. (This depends
upon the program parameters and the physical parameters which have been
selected.) Since the field and the charge distribution are increasing
monotonically in time, the accumulating error reflects only the most re-
cent steps. In the erase mode, the opposite is true: the overall decrease
in these amplitudes causes the relative errors to increase considerably,
even if the absolute errors, which are mostly built in during the write
cycle, remain approximately constant. The end result is that, by the time
the space-charge and the space-charge field have dropped off by 3 or 4
orders of magnitude, the program results for the details of their z-depen-
dence become questionable. Nevertheless, despite the appearance of this
noise in the late-time erase results, the overall picture of the erase
mode is quite accurate.

It would also be possible to "rewrite'" rather than simply erase the
grating. This could be accomplished by any number of means. One simple
way would be to change ¢, in Eqn. (20), by m/2 or m so that the bright and
dark regions are shifted from their original positions. This facility has
not been built in to GRATING, however.

3.7 Vorking-time Increments

The process of integrating the ODEs in Eqn. (18) is done in discrete
steps of working time, which are usually selected by PDECOL. These incre-
ments are chosen to be as large as possible subject to accuracy constraints
imposed at the beginning by the user. In normal operation, they never de-
crease; rather, they remain fixed for several steps until certain criteria
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‘working time steps can therefore be used to reach the same conclusion in

are met, at which time a larger step size is tried. The fastest operation
occurs when PDECOL is allowed to run freely with its own choice of incre-
ments. In such cases, the working time and output time never coincide.
Once the working time skips past the current output time the program pauses
to obtain the solution arrays by interpolation, and then proceeds as before
upon assignment of a new output time.

It is possible (by use of the input variable INDEX - see PDECOL listing)
for the user to cause the working time to coincide with the output time at
the end of each output time step. The difficulty here is that the last
working time step is then simply what is required to hit the output time
exactly. This may happen to be a very small increment, and in such cases
the succeeding working time steps are scaled upward from this rather than
from the much larger previous increment. An unnecessarily large number of

the end. N

It could be desireable to do this if certain difficulties are being en-
countered—for example, if the anticipated values of the space-charge field
at certain steps are sufficiently in error to cause degredation of the re-
sults. Then, because of the smaller steps in time, the results of the ex-
trapolation procedure described in Sec. III.3.5 would be improved. For
cases tested so far, it has not been necessary to use such a scheme.

As will be seen in Sec. 111.4.2, the initial buildup of the conductjon-
electron density is very rapid. It occurs on a time scale on the order of

10 8, so the initial working-time steps, DT, must be very small (a couple
orders of magnitude below this, at least). If the user does not set DT
small enough, the program may be able to correct for it but will waste time
doing so.

The final steady state is not reached until t >>1, so it is an es-
sential requirement that the program be able to automatically graduate
from small steps to much larger steps as conditions dictate. Even when
PDECOL steps up the time increments freely, 100 to 300 steps may be required.
Since these working-time steps are normally independent of the choice of out-
put times, the latter can be set only for large values (t > 1) if desired.
By so doing, however, one loses the ability to study the early-time evolution
of the fields.

At the beginning of the erase mode, the working-time steps must once
again be constrained to be small. (The reason is the same as at the be-
ginning of the write mode—the conduction-electron density is changing
rapidly.) This is accomplished by use of INDEX. (See comments in the
program listing.)
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4. Results

2 . 4.1 Introduction
. The main results which were derived from GRATING during its testing

- . phase are presented in this section, mostly in graphical and tabular form.
) The physical distributions of primary interest are the space-charge and the
\ space-charge field, which are given as functions of 2z for various values of

t and different values of the input parameters. Many although not all of
the results are for the zero-diffusion case (A = 0) because for large t
¥ the final distributions can be checked against analytical results. The
growth of the field in time is also shown for certain parameters to il-
lustrate the time scales involved.

e, An overview of the essential results can be derived from Figs. 3, 6,

: and 8. They give, respectively, the growth of the space-charge field as a
P, function of time for different modulation factors; the space-charge field

' as a function of z for different times; and the space-charge itself as a

(- function of z for different modulation factors.

[ The results given in this section are derived using an illumination
function with ¢ = 0, zp = 2 and z_ =5 (see Eqn. (20) and Fig. 2). The
values of the input parameters used were---unless otherwise stated---A = 0,

- B=.0l6, R=1, Gl = 2.5 x 107 and G2 = ,01625. These are referred to as

the "standard parameter set"”. Except for the assumption of no diffusionm,
these values were derived by assuming initial concentrations of 100 ppm
for full and empty optical donor levels and an applied field of 10 kV/cm
and then using formulas given in Appendix B of Ref. 1. Later we demon-
strate some of the effects of separately varying the diffusion length, the
drift length (the applied field), and the initial ratio of filled to empty
traps. The results reported here do not in any sense constitute an ex-
haustive study of the parameter sets which are physically reasonable for
crystals of interest, or even for any single type of crystal. They are

w4 presented to show the simplest dependences on the various parameters.

g

" There are several input quantities, required to run the program, which
' are not physical parameters but rather are program parameters. These are

: discussed in the comments in the program listing. Default values, given

Py there, were used for all of these for the results given below-—-except

. NINT, which is the number of spatial intervals between -z and +zo. We

' ° found that for the standard parameter set and M < .6, NINT = 100 was
adequate. For M > .7 larger values of NINT (e.g., 200) were required.
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{‘ All results reported below were done with either 100 or 200 intervals. If
\ more cycles are specified in the interference region, of course, larger
N values of NINT will again be required.
LY
S Variations of the other program parameters did not materially affect
~ the results for those cases tested.
ks
;2 4.2 Time Scales
%Y
N There are two time scales which must be considered during the buildup
. of the charge distributions from their initial values. This results from
. the fact that the times required for the transport of electrons over signi-
. ficant distances is much greater than the time the individual electrons
t remain in the conduction band before recombining with empty traps.
- The buildup of the conduction-electron density from zero to a more
or less steady state is reached very quickly. The competing mechanisms
‘/ which balance each other out are photoexcitation and recombination. (At
| any instant, the transport mechanisms which serve to redistribute the i
' charge are a minor perturbation.) This time scale is on the order of
(G)_l~0(10-8), as can be seen from the following short-time approximation
which is valid for many situations (see Sec. I1I.4.6):
¥ ) :
. u(z,t) = F(2)[1 - exp(—Glt)] t << 1 (26) :
$ .
N After this initial rapid buildup is achieved, the effect of the gradual
net movement of electrons into the dark regions eventually becomes felt.
g The conduction electron density, u, remains approximately fixed at F(z), ‘
. but the positive charge density, v, is being altered continuously by the :
: steady transport of electrons until it reaches values much greater in
- magnitude than unity. The time scale on which this buildup of the space
‘: charge (v-u) occurs is that of the dielectric relaxation time---which is,
by our definition, unity and therefore vastly greater than the time scale
" on which the conduction-electron density buildup occurs.
. In the time range (Gl)-l << t << 1 the space-charge field is still
o
it swamped by the applied field and the conduction-electron density is nearly
- constant in time, so the conditions which control the transport mechanisms
f- (drift and diffusion) are time-invariant. The charge buildup therefore -
:: proceeds at a constant rate. The charge distribution and field pattern
reflect the sinusodial space-dependence of the illumination function.
]
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When the space-charge field becomes comparable to the applied field
(t ~ 1), the drift mechanism is altered and the preceding comments do not
apply. The ultimate z-dependence of the space~charge (and the space-charge
field) depends on the physical parameters used, but it is generally not
sinusoidal.

P

.
alata’e a ata

. These considerations will be discussed and exemplified in some of
- : the following sections.

Dt

4.3 Time Development of the Space-Charge Field

AR

Figures 3 and 4 show the buildup of the space-charge field as a
function of time for cases with no diffusion. What is plotted in these
two figures is the amplitude of Esc and the maximum value of Esc, re- R

¥

4L

spectively, in units of applied field. (The amplitude of Esc is defined

as the difference between the maximum and minimum values.) These quan-
: tities are given for various values of the modulation factor to illus-
: trate the dependence on the "strength" of the interference pattern.
: Clearly, for a given material, the steady-state condition is reached more
™ quickly for small values of M. Also the field strengths ultimately at-.
i tained are much smaller for smaller M.

el

AP S PR S DS

s For large values of M, the maximum field attains values many times
greater than Ea . It should be recognized, however, that for these

cases the assumption of zero diffusion is more critical because of the
extremely sharp peaks in the charge density which are the cause of these
- large values for Esc' Also, for the same reason, convergence of the algor-

DhOePh N gy

ithm is more tenuous and, as mentioned earlier, a finer spatial discreti-
zation (determined by NINT) is required.

"l

Por the case of zero diffusion, the steady-state values of Esc can

w2

be derived easily from the basic equations. Since all the time derivatives
are zero, and D = 0, one can see from Eqns. (4) and (5) that the current density
has a constant value equal to J° = eun(z)E(z). But, assuming no saturation

takes place (N+/N+° ~ Ne/Neo ~ 1 for all 2z), Eqns. (7b), (8), and (12b)
establish that n(z) = <n>F(z), so that

. l‘ (',l. J' l‘

i _ 1 o
E(z) = Eapp + Esc(z) = (27)
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This holds everywhere, including places where Esc = 0 and F(z) = 1, so the
quantity in parentheses in Eqn. (27) is simply Eapp and the space-charge
field is given by

1 Mcos k 2
Esc(z) . Eapp F(z) 1) = —Eapp 1 + Mcos kgz (28)

From Eqn. (28) the minimum value of Esc’ the maximum value, and the ampli-
tude can easily be found by using appropriate values of kgz. The analy-

tical and numerical results for these values are compared in Table 1 for
various values of M, with t = 10 chosen to represent the steady state for
the numerical calculations. Agreement is excellent except for M > .6 where
a larger value of t is needed.

Another useful result has been obtained empirically for the zero-
diffusion case. This result is expressed as

= - - t

(Esc)max 1-M Eapp (1 -e 29 (292)
B em  —— -— = t

(Esc) i TaM Eapp (1 -e V2 ) (29b)

where Y, = 1-Mand vy, =1+ M, and can be used to calculate curves such
as are drawn in Figs. 3 and 4.

For the erase mode, the time-dependence of the decaying space-charge
field is given in Fig. 5, where the ratio of the maximum values of Esc at
time t and at time to is plotted. (t is measured from to’ the moment the

interference pattern is destroyed and erasure of the grating commences.)

Unlike the circumstances during field buildup the time constant is not a

function of the modulation factor. In fact, the time dependence is given
almost exactly by exp(-t) for most cases. For values of R considerably

greater than unity, however, the decay proceeds slightly faster.

4.4 Spatial Distributions

Figures 6-10 show the space-charge field and the space charge itself
as a function of z for several different cases. Fig. 6 gives the dis-
tribution (for the standard parameter set) at t= .1, 1, and 10. At the
first of these three times the space-charge field is still much smaller
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- than the applied field and the charge buildup is proceeding at a constant
{ rate (see I1II1.4.2). The field pattern is almost exactly sinusodial, like
X5 the illumination pattern. At t= 1, the space-charge field is beginning
:; to influence the electron transport. At t= 10 the steady state has been
_uj attained and the field pattern bears no resemblence to a sinusoid.
- Figures (7a)-(7c) show, for different modulation factors, the space-

. charge field for t = 10, which represents the steady state or (in the cases
_;— of M > .7) a nearly-steady state. Clearly the greater modulation factors

‘5
.
-
M
.

o The curve with M = .7 was derived using 200 spatial intervals. The
e x appearing above each maximum represents numerical values obtained with
: NINT = 100, which gives too few intervals. The resulting discrepancies
N are all less than 2% (the worst cases are at the maxima) but close in-
‘}; spection reveals that they increase as one goes from negative to positive
o values of z. This increasing error occurs because the charge density is
) not determined on a fine enough grid in areas where its space derivative
N is very large (see Fig. (8b)). This in turn degrades the values of ¢
2% which are obtained and, additionally, causes the numerical integration
)H of p; which gives the space-charge field, to be inaccurate. The result
e is that the charge density in the negative and positive portions of the
N periodic distribution do not exactly cancel, as they should when inte-
N8 grated. Then as one integrates from -z, to z an accumulating error
i - builds up with each period. Thus, maxima which attain successively higher
N values are indication of a need for a larger number of intervals. Another
'j clear indication of such an occurrence is that the space-charge field at
- z ~+z (the "residual field'"--see Sec. III.4.6) not only be nonzero (be-
‘:ﬁ cause machine roundoff will inevitably produce some '"field'") but also be a
significant fraction of the maximum field.
Figures (8a)-(8c) give the space-charge distribution as a function
' of z for the same conditions as prevailed for Figs. (7a)-(7c). The
charge is given in units of <n>., The differences between these distri-
butions result from the different modulation factors and can be explained
T by the differences in the gradient of the light intensity, which is much
-i greater for larger values of M. That is, when M = .1 the contrast in
i intensity between the "light" and "dark" regions is small, whereas when
'}ﬁ M = .9 it (and the consequent difference in the photoexcitation rates) is
- much greater.
-7,
] . Consider the M = .1 curve in Fig. (8a). The peaks of the light
s, intensity are at z = 0, *+ 1, and * 2 and the minima are at ¢+ .5 and * 1.5.
-ﬁ' The drift distance is small compared to the interference-pattern spacing
e (unity). The applied field is positive so electrons are drawn to the left.
7
b
Y
»

cause larger maxima.
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At the intensity maxima (and minima), just as many electrons are drawn into
these regions as are drawn out of them, so the net charge there remains zero.

To the left of each maximum, the net result of the transport is to draw e-
lectrons into the region; to the right, the effect is to draw electrons from

it. Both differences result because of the gradient in the light intensity,
which produces greater or lesser numbers of photoelectrons in the regions

from which they are being drawn by the applied field than in the regions

into which they are being drawn. (The peaks at +2.15 represent the net .
movement of negative charge to the left.)

For the larger values of M in Figs. (8a)-(8c), the striking result
is how the positive and negative charge peaks build up on either side of
the light-intensity minima, and how these peaks are so much closer to-
gether for the larger modulation factors. This spatial distribution of
course explains the large peaks in the space-charge field, and the shal-
low troughs. The extremely sharp dropoffs in p near the light-intensity
minima for M > .7 also explain the need for greater spatial discretiza-
tion for these cases.

Figures (9) and (10) compare, for M = .5, the zero-diffusion case
with a case in which A = .064. This assumed diffusion distance is thus
four times greater than the drift distance due to the applied field. As
one would expect, it causes the charge distribution beyond the ends of
the interference pattern to be more negative than before. It also shifts
the positions of the maxima and minima of the charge distribution and
augments the magnitudes of these extrema. In general, for large diffusion
rates the space charge distributions become quite complicated.

4.5 Effect of Varying R

The limited number of runs in which R was varied showed that no dif-
ferences from the standard cases resulted from taking R less than unity
(down to 10~3). For R > 100, however, differences do show up. Apparently
for large values of R most traps are filled and recombination is inhibited,
at least in comparison to the R = 1 case. Preferential recombination must
occur significantly more strongly where the traps have been emptied already,
which leads to a diminished field. The charge shifts to the left more for
larger R, reflecting the difficulty of finding empty traps after migration
from the intensely-1lit regions. As a consequence, very careful consider-
ation must be given to the assumptions relating to the boundary conditions,
because for these cases a significant nonzero charge distribution may ex- .
tend into the constant-illumination region. 1In fact, future testing pro-
cedures should be devised to assess the validity of the program results
for this limit.
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Figures (11)-(13) show some of the effects of varying R. Except for
R, the standard parameter set is assumed, with M = .5. Fig. (11) shows
the growth, in time, of the amplitude of the space-charge field. Fig. (12)
shows the space-charge field for R = .001, 1, and 1000, and Fig. (13) gives
a portion of the space charge distribution for many values of R between
1 and 2000. In each case the largest values of R cause Ege and p to have
nonnegligible values farther out into the constant-illumination region than
in the standard case.

4.6 Miscellaneous Results; Limiting Case

One important assessment of the efficacy of the program is found by
calculating what we call the "residual field" at +z . Our assumption has
been that at the edge of the crystal all influences®of the varying light
pattern have dissipated, and both p and Eg. are zero. Since Eg.(z) is
obtained by numerically integrating p(z) from -z, to z, and since physi-
cally the charge must be conserved within the crystal, an estimate of the
errors introduced by the numerical procedures we employ can be obtained
by calculating the residual field, or the space-charge field at +z,, and
seeing how it differs from zero. For most cases tested, the ratio of
Egc (z0) to the maximum value atained by Eg. within the crystal was less
than 10-3,

Table 2 gives some information about the effect of varying the param-
eters on the program's performance. The column labelled Eyeg/Emax is the
residual-field ratio discussed above, evaluated at t = 10 which is nom-
inally the steady state. '"CPT" refers to the execute time, in seconds,
required for the write mode of the program to run from t = 0 to t = 10.
(The program was run on a CDC-6600.) In general, the erase mode took about
as much time as the write mode.

With any complicated set of equations, it is useful to be able to
reduce them to special cases for which the solutions can be found an-
alytically, as a check on the program and the overall procedure. In this
case, one can eliminate the drift and diffusion terms by striking out the
first four terms of Eqn. (13a). The right-hand sides of Eqn. (13) then
become identical, and it is easy to see, by using the initial conditions,
that u and v are also identical. Of course, since those terms are ex-
actly the ones responsible for the migration of negative charge, it follows
that there ought to be no separation of positive and negative charge - a
condition represented by p= 0, or u- v = 0. Nevertheless, as a check
on the program it is useful to find the solution for u. This check is
useful only for the short time-scale discussed in Sec. III.4.2.
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Substituting u for v in the second equation leads to

du
ac - -av? -bu - ¢ (30)
which can be integrated directly:

u(t) t
_/ du' _ - —-fdt' - -t (3D)
au'?2 +bu’ + ¢

u(o) ° F

We have defined a, b, and ¢, which are constants with respect to time, as

a - RG, (32a) .
b = G, + F(2)6, (32b) ‘
c = -F(2)G, (32¢) i

Since R, Gl’ G2 and F(z) are all positive, b2 - 4ac > 0 and the indefinite
integral is 3)

2au’ + b - (b? - 439)‘5
2au' + b + (b? - loac);i

(b2 - 6ac)_l’ 2n ,

After applying the initial condition (u = 0), making some convenient defini-
tions, and doing a little algebra, one arrives at

2 -1+ c'u
M1 ¥ c'u

- 2aa (34a)
A Y

- —(b? - bac)" ¢ - (33)

where

2an > (34b)
b(l1+ a) 0 >

(34c¢)

m

b(v? - 4ae)™ < 1

Y Y L.
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> If 0 < c'u < 1, this reduces to .

{ . 1 - £(t) -'

3 u(z,t) = e’ + c” £(t) (35) E

’ .

- K

' where ;

e )

¢ .

: . J
. f(t) = exp [—(b - "BC)B t] (36) !

| N

" and, of course, c' and c¢" contain the z-dependence. .j

- !

j One speclal case of interest occurs when Gl >> 62 and G1 >> RGZ' J

These conditions are typical of the crystals discussed in Ref. 1. 1In this

- case, the square roots which appear can all be approximated with a Taylor

N ' : expansion. Eventually one obtains

:: i

[ u(z,t) = F(z) |1 - exp(-G t) | (37

".: which is accurate to 0 (GZ/GI) or O(RGZ/GI)’ whichever is larger.

:: Program GRATING produced results agreeing with Eqn. (37) to at least

five significant figures for each case tested.
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—ver:
[}

e
. y MAX(E, ) wo | MINGES) M| MAX-MIN _2M
N E 1-M E 14M E 1-12
< app app app
¥ % .5000 .5 -.2500  -.25 .7500 .75
)
N .40 .6665 .6667 -.2860  -.2857 | .9523 .9524
Y .50 9975 1 -.3338 -.3333 | 1.331 1.333
y .60 1.482 1.5 -.3758 -.375 1.857 1.875
2/3 1.943 2 -.4005 -.4 2.344 2.4
<
“
N
~
~
-]
. Table TIII-1. Numerical and analytical results for the steady-
i state space-charge field for the zero-diffusion
X case and various values of the modulation factor.
N Numerical values were derived using the standard
. parameter set and t = 10.
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A
-

X

{

~

>

( L]

o NINFK M A B R CPT E_/E ..

o~ (sec)

< -7

o 100 .1 0 .016 1 140 1 x 10_6
i .3 140 7x 105

- .5 140 2 x 107,

&) .7 150 1 x 105

'-': 09 - 155 8 X 10

o

a.‘q‘

0
) 200 .7 0 .016 1 300 3 x 1073

.9 310 4 10

s

Y
A
e 100 .5 .016 .06 1 150 4x 107,
. 032 150 2.4 x 10
N .048 165 3
.064 165 3 x 1073
*2 .080 165 4 x 10
&

) 200 .080 290 4 x 1074
s ' "
'-:; 100 .5 0 .016 1 140 2 x 10_5
" 100 140 4 x 10,
~ 500 180 1 x 107,
- 1000 230 3 x 10
| 2000 315 3 x 10
N
o -6
g, 200 1000 490 1 x 10
N
e Table III-2. Peformance of program GRATING for various
'- parameter sets, as measured by execution
; time required to reach t = 10 (CPT) and by
) the residual field ratio (See I1I1.4.6).
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J
\ F(z)
5 1 ) 1 1 1 ] 1 1,
-2 -3 -2 -1 0 2 3 z
o o
Fig. 1 1Ideal illumination function F(z) with M = .5 (solid line) and
with a phase-shifted distribution (e.g., p(2)) superposed.
z = 3.5. ’
o
ﬂ
%
. F(z)
[)
(] 1 1 | ] 1 1 z
; -3 -2 -1 0 1 2
. Fig. 2 Illumination function F(z) used in the program, with M = .5,
: ¢ =0, zp = 2, and z = 5 (off scale). F(z) is given in Eqn. (20).
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Fig. 3 Amplitude of the space-charge field as a function of t for
various modulation factors, M.
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Tlg. 4 Maximum value of the space-charge field as a function of t
for various modulation factors, M.
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Fig. 5 Maximum value of the space-charge field during the
erase mode, as a function of t. Time is measured
from the moment the erase mode is initiated.
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Fig. 6 The space-charge field, Esc as a function of z !
for three times. Note that the scales differ. i
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Fig. 7(a) The space-charge field as a function of 2z for the
steady~-scate. Modulation factors are .1, .3,
and .5. '
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Fig. 7(b) The space-charge field as a function of z for the
steady-state. Modulation factor is .7. These results
were obtained with NINT = 200. The x marks above
each peak give the maxima obtained with NINT = 100
and represent the most extreme deviations in the
curves obtained in these two ways.
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Fig. 7(c) The space-charge field as a function of z for the
steady-state. Modulation factors are .8 and .9.
Note that the scales are different from (a) and

::j (b).
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Fig. 8(a) The space-charge, p, as a function of z for the
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scales used for each curve. Modulation factors are
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Fig. 8(b) The space-charge, p, as a function of z for the
steady-state, in units of <n>. Note the different
scales used for each curve. Modulation factors are

.7 and .8.
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IV. ELECTRON TRANSPORT

A. SOLUTION OF THE ELECTRON TRANSPORT EQUATION
BY THE METHOD OF DISCRETE ORDINATES

1. Introduction

Solutions of electron transport problems were obtained by the method
of discrete ordinates (S ) using both computer codes written by ARCON
personnel and discrete ordinates codes orginally written for the solution
of neutron transport problems in nuclear reactors. It was found that
developing and using our own discrete ordinates codes provided us with
the means and insight to take advantage of the powerful S_ transport
codes. available from the nuclear engineering fi?*? DeveTopment of the
ARCON S, codes led to our adaptation of ONETRAN » the finite element,
multigroup, discrete ordinates computer code (developed at Los Alamos
National Laboratory), to the solution of electron transport problems.
With both the ARCON codes and ONETRAN we were able to obtain electron
energy and charge deposition profiles in metals which compared very well
with other methods of transport calculation, Monte Carlo and semi-analytical
approximation, as will be shown. We begin this discussion with an out-
line of the method of discrete ordinates (SN).

2. The Method of Discrete Ordinates-General Discussion

The basic discrete ordinates (Sy) algorithm was orginated by Carlson
and Lathrop(z). The original work was performed to solve neutron transport
problems. 1Indeed all major efforts in S, have been directed toward neutral
particle transport (this includes photons) due to the high level of interest
in nuclear reactor flux calculations and shielding studies. Since electron
and photon transport in plane geometry are of interest here, we shall con-
sider the one-dimensional version of the discrete ordinate form of the
transport equation. This restriction facilitates illustration and does not
impose severe limitations on applicability since many experimental situations
involve infinite or semi-infinite slab geomerty.

In plane geometry, the time-independent transport equation for the
particle flux is {

o

N

y: %% + TTE) B, HSE) = fvg(/t,’/«,s)yﬁfx,ﬂjf)oﬁ:'* Plamey (1)
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b where ¢(x,U,E) is the particle flux (particle number density times their
{ speed; in the formulation of the electron transport equation, ¢ is the
s number density), x is the position coordinate in the transport medium
o (see Fig. 1), u is the direction cosine of the particle trajectory with
3{ respect to the x-axis, and E is the particle energy. The total interaction
N cross section is denoted by O(E), while the cross section for scattering
b4 from direction yu” to direction p is denoted by os(u',u,E). The last term,
] Q(x,u,E) is the inhomogeneous source term to account for particle sources i
~s which are independent of ¢.
viQ‘ In the method of discrete ordinates (or S, method) the angular variable,
N U, is discretized into a small number of direc¥ions or rays. The transport
- equation is then written for each ray. Each of these equations, which in-
. cludes the scattering or re-direction terms for ray-to-ray transfer, can
N then be solved by either a finite difference approximation scheme for the
;' spatial derivative terms. (An alternative, discrete ordinate method other
X than S, involves the treatment of the spatial dependence by a procedure in
f: which §he set of discrete ordinate differential equations is solved directly
= by the matrix eigenvalue method.
J .
-~
j\j Discretization of the angular variable is accomplished by selecting a
;:: set of, say, K discrete directions or rays, u,, k=1,2,...,K and corresponding
N quadrative weights w;, w,,...w,, which will be used for numerical integra-
tions over angle. (The iost fre uent choice for this set of directions and
\ - weights is the Gaussian quadrature set since the angular integrations are
-5} exact for the order of Legendre series expansion of the flux. The transport
}5 equation, (Eqn. 1) is then evaluated at each of the discrete directions, Wy»
", so that the K discrete ordinate equations are
-
o
[ ."-
e
i -_‘.-

A4 ;9; BX M €) + Tle)F (%, ) = (2)
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: Figure 1. One-dimensional slab geometry
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Figure 2. Spatial mesh for discretization of
discrete ordinates equations
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N At this point it is opportune to suppress the energy dependence of the
. variables in Eqn. 2. 1In fact, energy dependent problems are solved using
EE, the multigroup approach in which the range of particle energies is divided
\ into a number of energy groups and the discretized transport equation is
gu then solved using "group-averaged" quantities (flux, cross sections and
}‘j sources) for each group. The down-scatter or up-scatter of particles from
o one energy to a state of lower or higher energy is accounted for by the in-
o clusion of group-to-group transfer terms which are treated as effective .
in absorptions in the transport equation for a particular group from one group
N and reappear as source terms (in accordance with particle conservation con-
?ﬁx siderations) in one or more of the other group transport equations. Multi-
{*: group S computer codes are structured in such a way that the sweep through
} N 111 . 0 []] . .
i all energy groups is called '"outer iteration'" while the iterative process
-~ for the solution of the spatial dependence of the flux (to be discussed
A next) is known as "inner iteration". If only down-scattering is present,
até i.e. scattering from a group of higher energy to a group of lower energy,
j&ﬁ as is the case for electrons and photons, only one outer iteration is
A necessary. It is by this method of energy discretization that explicit
energy dependence is removed from the discrete ordinate equations.
s 4
(o
:ﬁ; This multigroup approximation method then allows us to focus our
a:: attention on the numerical solution of the one-speed or "in group" transport
_isj equation. If for simplicity we omit an index denoting the energy group
i@ under consideration, Eqn. 2 now takes the form
% &
¥ A 5 Elx, pu) + (%)) =
- .- .
.
.
s-‘. . - - x L ( 3 )
. i‘”; V-;[/"g,/‘.tj 9{/'('/’.)) + QI '/'">)
b, j:l
N kz1,2,.-.,K
b N
-E:
.'\
‘;:’ where it is to be understood that the notation ¢,0,Q now refer to quantities
o for a particular energy group, and the source term Q includes "in-scatter"
"t sources from other groups.
“a?
{i The spatial discretization of Eqn. 3 is accomplished by the introduction
e of a spatial mesh x sXos e e o Xy, where x. is the midpoint of the i-th mesh cell
o (see Fig. 2). The %oundaries of the i-th cell are denoted by x.,, . These N
}; must also be made to coincide with material boundaries, for obvié S reasons
;;: (i.e. variation of cross section values with material; imposition of boundary
~"
[
"
>
>
N
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conditions). If the spatial cell width is defined for the i-th cell as

AXe = X“*i - X,~_£ (v)

then the finite differenced form of Eqn. 3 can be written as

CEE A g

Ax( ' (s.)
K

Zov; Ts (/‘7'/’”4')¢7°l a é‘ll )

J=1

where the superscripts refer to quantities in the i-th spatial cell, and

the subscripts refer to the k-th angular ordinate. The quantities ¢11%
are the flux values at the edges of cell i, while the quantities ¢ and Q
are the average values of the flux and source terms for cell i. Clearly
Eqn. 5 cannot be solved without further information, since it is a system
of IK equations with (2I+1)K unknowns [(I + 1)K values of the cell edge
fluxes plus IK values of the cell average fluxes]. What is needed here is
a means for relating cell-edge fluxes to cell-average fluxes.

2.1 The Diamond Difference Approximation

The simplest scheme for reducing the number of unknowns is given by
the "diamond difference"(2) approximation in which the cell-center flux is
taken to be the simple average of the cell-edge fluxes, or

& 5 (47470 . ©

Then Eqn. (5) becomes

/ﬁ“‘f" ;4"’{) + O /¢"“£# ¢”“’> = S/,i (7)

4 x; R

A4
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, i, .
where the source term on the right, S;, is the sum of the in-scattering
source term plus the fixed source term; that is

S0 (s, ) § - Q0. oo
PEX

The solution process of Eqn. 7 is an iterative one. It is assumed that st
is known. Eqn. 7 is solved for the edge fluxes with either a forward or
backward sweep through the spatial mesh, depending on the boundary conditions
and direction of u, . The diamond difference approximation is then applied,
to obtain the cell center flux values from which an updated estimate of Sk
is obtained. Then the entire process is repeated as many times as is
" necesary for convergence of the flux to be achieved. The convergence
criterion is usually of the following type:

¢l"t£,4l
- 7 < € (G)
¢(t‘,'ﬂ’/

iths,n

Max

where, for the n-th iteration, ¢ is the cell edge scalar flux given by

(-zo - I:‘!{ A
¢ = ﬁwff{a ’ (re)
k=t

and € is a small number, usually in the range 10-3 to 10_5.

Because of the spatial differencing approximation (Eqn. 6), there are
now (I+1)K unknowns in the set of IK equations given by Eqn. 7. This to-

gether with K boundary conditions (values of the angular flux at the
boundaries) provides sufficient information for a solution. One may solve

i+ i+,

or ¢ :

ul o?/(“ oAX: -5 2 AX; S}L‘ o Crrad
¢ .2/(4- +0"AX; ¢4‘ L4 2y 4 T OX; ’

Eqn. 7 explicitly for either ¢

‘
m¢l'-£’ (.Z/(,,,U‘Ax ) ’/wl o BX; S)lc - (1é)
AT\ 2u,.T8x ~U, + Tax, ¢

198




The choice of which of these equations to use, the positive sweep, Eqn. lla,
or the negative sweep, Eqn. l1lb, depends on whether the particular angle e
is forward or back directed. That is, if one knows the value of the

incoming flux, ¢k, (uk>0) at the left boundary of the slab (x=0), then it

is necessary to use Eqn.lla to obtain ¢:/2, ¢i/2,... i+% for uk>0. Then on

I+y

the reverse sweep (u, >0) the known flux value on the right boundary, ¢ .

k 1% 1-3/2 %
is used to initiate this sequential calculation for ¢k » ¢k ....¢k. In
general, it may be said that Eqns. lla, 11b are used on an alternating basis,
the first for uk>0 and the second for uk<0.

The above solution scheme, utilizing the diamond difference approxima-
tion, is the basis for many discrete ordinates computer codes. The ARCON
transport code, BEAMSRC., makes use of it in calculating charge distribu-
tions, backscatter and transmission current fractions, and energy deposition
profiles resulting from an electron beam incident on Aluminum. Another

ARCON SN code, UNISORC, also utilizes the diamond difference approximation

to calculate particle fluxes resulting from distributed sources in one and
two material region slab geometry. Some results obtained with these codes
will be shown in a later section.

2.2 Coarse Mesh Rebalance

ARCON discrete ordinates codes as well as most standard Sy codes make
use of a convergence acceleration device known as coarse mesh rebalance.
The principle employed here is that of invoking particle conservation at
coarse spatial mesh intervals to correct for accumulated spatial discreti-
zation and flux extrapolation errors. The rebalance computation is usually
done after every iteration early in the Sy calculation and then on an
intermittent basis, perhaps every five or ten iterations, for the re-
mainder of the calculation. We have found that solution convergence speed
can be increased by as much as a factor of two when this procedure is

employed.
The particle conservation equations for coarse mesh rebalance are

obtained as follows(3): the fine mesh grid is divided into a number, M,
of coarse mesh intervals of equal size &x such that (see Fig. 3)

Ax (12)

i)

6x =

where, as before, I is the total number of fine mesh cells of width Ax '
(for the sake of simplicity we restrict ourselves to a one-material medium

* . ~ ‘e “~ R T Tt TP RIFAN T
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of constant fine mesh width Ax - extension to multilayered media is
straightforward). The particle

:-z—-&lt-——>|<—-— <25x—>f<-— Gx——y'ﬁ——ﬁx——)i 1
3 4 .
{ J

(1 .2 .
I+ 3+ iy - | ii—bs

1 | | \ |
| ' | 1 |
|

——
L it A NER. .. . A a

Figure 3. Coarse mesh overlay configuration
I=16, M=4

a

m
currents crossing the m-th coarse mesh cell boundaries are given as j*

where the (%) denotes crossing the right (4+) and left (-) boundaries,
respectively. The j? are defined in terms of the angular fluxes at these
boundaries by

340 = S upean, and 37 - fuGh an . (13)
=1

In our Sy programs, these integrals are evaluated by Gaussian quadrature.
Then for the configuration of Fig. 3 the particle balance equations
" are

2
Gl -3-')+3- + o ¢ 6x=s" &x (cell 1)
s 2 _ 32 _ 1 _ <3 2 = a2
G&-37) - G, J2) + o 0% 6x = 5%6x  (cell 2) .
«: 3 _ 3 _ (352 _ 4 3 = o3
Gy -37)-G0G.-37) + g% 8x = §°8x  (cell 3) -
LS « b + 9 4 _ [N
Gy-3) -G2) + o % dx = S" 8x (cell 4)
—— T ~——— [ ——
net flow across removal sources .
cell boundaries term (scattering

plus fixed)
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were, in the above equations, oa is the absorption cross section and the

ahHEp "R L2,

m m )
¢ and S are the sums, over all fine mesh cells in coarse mesh cell m,

of the cell - center scalar fluxes and sources. These balance equations

L

m m
would be exact if the ¢ 6x and S 6x were defined as true integral quantities

P AP

RN
(] ;l

Gxtbdx and stdx, but since spatial discretization is inherent in the

.
-~

flux and source computations on the fine mesh, such integrations would
not significantly improve the calculation.

In actual fact, the j*_m do not satisfy Eqn. (14) due to discretization
errors. They can however be forced to satisfy a similar set of relations
if they are multiplied by a set of rebalance factors, f, which are
actually measures of the extent to which deviation from particle con-
servation is present. When this is done, the balance equations become

£2(3,7 - 3.1 + £,3.7 + 0 f, ®16x = sléx
fz(j+2 ol I T 3% FEEECE 38 A oaf2¢26x = 526x (15)
£300,° = 320 + £,347 + £,3." + 0 f 0%6x = s%6x

b _ by _ s 3 LY = 4
£,(3," - 3. - £,1, + O£ 06x = 5“6x

In these equations the unknowns are the rebalance factors fm, and the
solution is readily obtainable via matrix inversion. The next step is

to multiply the fine mesh angular flux values by their appropriate re-
balance factor. The SN calculation then continues using these 'corrected"
flux values.

In the ARCON S codes one has the choice of using or not using the
coarse mesh rebalance option. If it is used, one may then choose the
number of coarse mesh intervals desired as well as the number of iterations
between rebalances. An interesting consequence of using coarse mesh re-
balance is the following: the iterative solution of Eqn. (5) can be
thought of as an order-of-scattering development. That is, each iteration
corresponds to an order of scattering. This, however, is no longer true
when coarse mesh rebalance is used, and while convergence of the solution
will in general be obtained more quickly with it, the converged solution
itself may be slightly different (4th place and beyond) as a result.

The Los Alamos code, ONETRAN, implements coarse mesh rebalance only
by specifying the coarse mesh cell boundaries to be coincident with the
material boundaries of the scattering medium. Thus, for a one material
medium, coarse mesh rebalance actually amounts to whole system rebalance.
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:’E 2.3 The Finite Element or Linear Discontinuous Flux Extrapolation Scheme

&' -

- There are, in addition to diamond difference, several flux extrapolation
! schemes of higher order approximation. The principal advantage in using

pﬁ_ these schemes is that converged, stable flux solutions may be obtained

;{ using a coarser spatial mesh than that required for the diamond difference

¢§ solution of the same accuracy. Another advantage is that the computation

of negative fluxes (an obviously non-physical numerical artifact), while

not uncommon in the diamond difference case, occurs with much less frequency
when a higher order scheme is used. When negative fluxes do occur, in

diamond difference codes the standard fix-up procedure is to reset the
negative flux values to zero and then proceed to the next iteration. The
number of iterations required to achieve convergence is increased accordingly,
thus prolonging the length of the overall computation time. This problem

can be particularly severe when the flux is sharply increasing or decreasing
over a short distance, such as may occur at or near a material interface.

;o;'.

Since we make extensive use of ONETRAN in our electron transport
calculations, the linear discontinuous scheme, implemented in ONETRAN,
is briefly discussed here. The flux and source functions within a mesh
cell are expanded in terms of a set of piecewise linear basis functionms.
It is also assumed that the flux and source functions are discontinuous
at the mésh cell boundaries. Eventually, in practice after a sufficient
number of iterations, the magnitude of the discontinuity becomes small
as the problem converges and is in fact inconsequential particularly if
cell center rather than edge fluxes are of interest. The explicit
equations for the cell edge fluxes as they are coded in ONETRAN are (for
B> 0)

. ; 1
(6/“/} - 'z/‘LV'AX.')ﬂ: 4 O“/Ax‘-)‘f:‘, 34,8 Xi [&'5 + S;‘ )

, (16)
J
(é/(k‘.,_ Y Uprax; + O 2&)(()‘)

B
ol
o~
1\

A ]

-4 “‘“i -4
(G i+ 4 4, T2x) I, + T(ax)'Sy . e dxi(% - S )) (17)
(4/(,,’* YT BY; + Tiiox)*)
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where the quantities ¢§tk, ¢:, are as shown in Fig. 4,

{
# ~
/; .k <)/
‘-
¢h
cewr ¢-1 cELL ¢ CELL (4
xl-,‘ ‘ Xcd‘

Figure 4. Linear discontinuous representation of the angular flux
in the i-th mesh cell. The e indicates actual value of
angular flux on the mesh cell boundary. ¢b is the
angular flux from the previous mesh-cell boundary.

with ¢: being the cell edge flux (right edge) calculated for the (i-1)the
cell and 5i7%, si72
Eqn. 8. Similar expressions apply for the left-directed sweep (uk<0).

are obtained from their corresponding ¢ values as in

In general, higher order flux extrapolation schemes are either positive
(negative fluxes never occur) or near-positive (negative fluxes very seldom
occur). Thus negative flux fixup is unnecessary. Since the linear dis-
continuous scheme is near positive, ONETRAN does not perform negative
flux fixup. (There is an option in ONETRAN where diamond difference is
used in which case negative flux fixup is done.)

2.4 The ARCON Discrete Ordinates Code Collection-SNARC

Discrete ordinates codes were written at ARCON for the purpose of testing
discrete ordinates algorithms and investigating the feasibility of applying
S, techniques to electron transport problems. Since most, if not all,
pre-packaged S . codes such as DTF69(5) and ONETRAN(1) were written to
incorporate a ﬂigh degree of flexibility (i.e. the inclusion of plane,
spherical and cylindrical geometries, elaborate cross section mixing
packages) for use in a large number of neutron applications, it was found
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that these codes were unnecessarily large and complicated to use (for
rapid job turn-around) as a test bed for electrou transport algorithms.
For this reason, a collection of smaller codes, SNARC, was written.

This set of codes can be classified into three general categories, a

code for handling problems involving particle beam sources (BEAMSRC),
boundary sources with specifiable angular distributions (ONEDSN) and
uniformly distributed sources (UNISORC). The beam source code is con-
structed to perform multigroup calculations. All three codes employ the
diamond difference approximation and apply only to plane or slab geometry.
These codes can accept as input either a scattering or redistribution
probability function in analytic form or Legendre coefficients of series
approximations to the redistribution function. Validity of implementation
of the S algorithm by these codes has been tested against published
benchmar§ solutions. We will now show examples of the results obtained.

2.4.1 Program ONEDSN

Our first example is a comparison of the results of ONEDSN with t?e
analytical calculations of Ishiguro(4) who obtained transmission f?actlons
and flux distributions through single and double slabs for isotropic and
anisotropic scattering using Case's method. Table 1 shows our‘results
alongside those of Ref. 4 for the case of anisotropic scattering in two
adjacent slabs, each of unit thickness, with unit incident flux whose

angular distribution is given by
SZGCLL) = 9£‘(z crg)

on the vacuum surface of the left slab (Fig. 5)

- o, @
P >§ b,,Cs

(2] \ 2z
X —>

Figure 5. Problem geometry for comparison of ONEDSN
calculations with Ref. 4 .
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b2=0.5; bléO.S,b

2

=0

TABLE 1

Comparison of ONEDSN calculations with those of
Ishigurc (Ref. 4 )

The two media are characterized by their different albedos,
c,=0.8 and coefficients of scattecing anisotropy, bl and b2'
angular redistribution function is given by

fluu) =2 (resan’)

dur

c,=0.

9,

C72)

Four cases were studied: b =b2=0.0 (isotropic scattering); b1=0.0,
.0; b1=6.5,b2=o.5 ]

bjz0.0,b, =00 }b:20.0,b,:0F |b,z08,byz0.0 | bi=0S,by:0.5

X |weBSN | Rer. 4. JONEDSN | Ref. 4. JONEDSN Ref. 4. JOneDSN | Ref. 4.

0.0 |2.762% |2.263¢ (L1450 (2. €] \R.//78 |R./IRF |R.092/ |R.6732

0.4 |2.0092 |2.009C |/ 9720/ 9729 |2.0163|2.0/67)).9P/9 |).9523

0.8 |/5L8C|1Sth0 15218 | 16222 |/.039€)/635D ). 5862| /. SFUL

§ /2 |13 | L1nT /@f’of S o805V /.1842 |1 78Y£ )/.7532|/./$37

‘ )b 0.7527\0.752¢ | 0.75%0 |0.756 3 |0.800€ |0.800F #0.3’05«/ 0.80S7

2.0 (04131 |0413/ |0-9393 |0.9373 |0.5/381 | 0.-4367)0- %75 |O. Y€K

@:::fﬁ:”a.u,pf 0.2b09 |O-R763|0.2763 0.2767 0.27(7io.273r 0.293¢
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The transmission results are identical to the fourth decimal place. The

flux error tolerance used in the ONEDSN calculations was 10 .

o
:3 In addition to these cases, ONEDSN results were also obtained for
.}: a plane isotropic flux source and a plane cosine flux source on the

R left surface of both single and two slab media. The flux and emergent

currents were compared with Ref. 4, and agreement was found to be ex-

N cellent. It should also be pointed out here that neither coarse mesh *

‘3% rebalancing nor negative flux fixup was employed here. ONEDSN represents

N our simplest SN code version. A code listing is provided in Vol. II.
3'.

tﬁ 2.4.2 Application of Program BEAMSRC to Henyey-Greenstein Scattering

\l

3

:J The next example of the performance of the ARCON SN code is a comparison

. of results obtained using BEAMSRC for a monodirectional particle beam inci-

N dent on a slab with published data (Van de Hulst, Ref. 6 ) obtained with

:} Case's eigenfunction method. The angular redistribution function is given

0 by the Henyey-Greenstein formula( 6)

Cal
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X where g is the asymmetry factor (0<g<1.0),
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In Table 2 we present comparisons of transmission and backscatter fractions
for the cases of a normally incident beam on two slabs of thickness T=1.0
and T=2.0 mean fuil paths, for two g values (0.5 and 0.75), and two albedo
values (c=1.0, ¢=0.4). The notation (a,b,c,d) in this table refer to the
following four cases of spatial and angular discretization:

a) 1I= 50, K=12
b) 1I= 50, K=24
c) I=100, K=12
d) I=100, K=24

where I and 1 are the total number of spatial mesh cells and discrete
angular ordinates, respectively (as defined earlier in Sec. 1.1). 1In ]
these, as in all BEAMSRC calculations, coarse mesh rebalance and negative u
flux fixup were used. 1
4
3
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TABLE 2.

-

Comparison of BEAMSRC transmission and
backscatter fractions for Henyey-Greenstein
scattering with those of Van de Hulst (Ref. 6)
for a normally incident beam.

oA :".-'.A‘/. .

ALBEDO = 1.0 ALBEDO = 0.4
. 1
N TRANSMISSION BACKSCATTER TRANSMISSION BACKSCATTER ]
A 1
Lo BEAMSRC REF. 6 BEAMSRC  REF. 6, BEAMSRC REF. 6| BEAMSRC REF. 6
< ~§ | a) 0.82596 a) 0.17404 a) 0.48875 a) 0.02769
: o| o b) 0.82597 b) 0.17403 b) 0.48865 b) 0.02751
v =l 0.82389 0.17612 0.48244 0.02688
b ol ool ©) 0.82491 c) 0.17509 c) 0.48862 c) 0.02789
bt “ d) 0.82492 d) 0.17508 d) 0.48853 d) 0.02770
X 4]
> gl nla) 0.92292 a) 0.07708 a) 0.52289 a) 0.01074
3 2l S1b) 0.92325 b) 0.07675 b) 0.52300 b) 0.01060
N Bl 0.92126 0.07874 0.51656 0.01050
- g eo| €) 0.92194 c) 0.07806 c) 0.52297 c) 0.01083
) A d) 0.92227 d) 0.07773 d) 0.52308 d) 0.01069
o o
- Yl w|a) .68367 a) .31633 a) .22850 a) .032160
A ol o|b) .68375 b) .31625 b) .22844 b) .031963
X ~l .67970 .32030 .22021 .03100
w| efc) .68163 c) .31837 c) .22805 c) .032514
. » d) .68170 d) .31830 d) .22800 d) .032314
4 g,-‘l |
‘_3 % a) .84140 a) .15860 a) .26738 a) .012605
b, 2 2lb) .84196 b) .15804 b) .26754 b) .012451
L. S P , .83682 .16318 .25710 .01228
g ujc) .83885 c) .16115 c) .26718 c) .012778
- o oo|d) .83940 d) .16060 d) .26734 d) .012622
o
t
‘8
X
Pt The listing of BEAMSRC provided in Vol. 1I is the final version and con-
-,

tains screened-Rutherford rather than Henyey-Greenstein cross sections.

s's‘a"s"a s a
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2.4.3 Application of Program BEAMSRC to Electron Transport Problems

In the treatment of electron transport problems, program BEAMSRC was
run in both the one-group and multigroup modes. The one-group calculations
were performed for two reasons. The first of these is that a set of
calculations by Morel( 7) exists in the literature for the case of an
electron beam normally incident on Aluminum, so that direct comparisons of
flux and transmission fractions are possible, thus further validating the

'SN algorithm used in the ARCON codes. Secondly, the successful operation

of a multigroup electron transport code depends in large measure on the
validity of the one-group algorithm.

2.4.3.1 One-Group Calculations

The model assumed for electron scattering is given by the following
expression for the screened Rutherford cross section for elastic nuclear
scattering(s-).

(E;(ﬁj,uo)'z

R NG I WA 1 @
e —i-(aﬂw“n" Ttﬂl)] - Crap-wy ‘

where

= kinetic electron energy in mc2 (electron rest-mass) units
Z = atomic number of the transport medium

N = Avogadro's number

r = ezlmc2 (classical electron radius)

= atomic weight of the transport medium

= atomic screening constant

€ 3 » o

= cosine of the scattering angle.

The units of the cross section are (cmzlg). The screening constant N is
given by the Moliere formula
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The angular dependence of the scattering cross section has an anisotropic
character which increases with electron energy. This anisotropy is
severe enough to cause either numerical instability or very slow con-
vergence in S, calculations. In order to circumvent this difficulty, a
device for removiqf the anisotropy known as the '"extended transport cor-
rection is used.(7) Briefly, the effect of the transport correction is
to separate out the delta function component (no angular deflection) from
the scattering cross section, leaving behind a more manageable (weak
anisotropy) angular behavior for the cross section. To demonstrate this,
we -expand the angular part of the scattering cross section in a Legendre
series as follows:

o0
05 (fa') = 2 (DG RGRME) | @)
A =v

where the 02 are the Legendre coefficients of o(u,u”) given by

02 = [ 0L Relad (27)

and the P, are Legendre polynomials. Then if we resolve the series in
three terms such as

=1 .
G5 4") = == (414 )05 -00) B () P ()
-0
- gmum -0 ) Pels) F2 fu) (25)

() RO ()
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o we find that if the value of L is chosen such that (0,-0.) is sufficiently

{ small for 2>L, a condition not difficult to satisfy, then the second term K
- is negligible compared with the first. The third term is identically

\¢ OLG(u-u'), and we have
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l Since the § function does not contribute to the scattered flux (this can be

vi verified by substituting the above expression into the transport equation), it

? need not be considered further. If we then define the transport corrected

' cross section coefficients as

o,

‘ * R'

A Oc™ = U5- U S (27

"

”,

i then '
: = 01 Bfat) + 0 Flu-pt)

: T’ S (PTG Bali olh) + Ot Ca)

3 £=0
Q¥

& The Legendre coefficients for the screened Rutherford cross section are

" most easily evaluated using the following expressions

: =0 [1~7Crg/2)cel (29) '
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where the total scattering cross section oo is given by

a5 - f(']"[lj/u)a(/., ‘ (30)

NN AKX

DN NENL N

;k: n is the screening constant (energy dependent), and the Cz are related
" by the recursion equations

‘J'

'\: C' ‘:o ’

o
oo C,=nlregn) - (1+7/2)

. (31
'~

‘.L

52

a
| = (2+4)(19)Ce ~ (114 )Cry - (243)

_'ti le, ( 1)[ 7) 4 (/ ,()ll 2

~ .
R (149 /2)

- *

<. The expression for the Oy is then

s

.- , l
N 0e* = Ty (1+9/s) (G -Ce) . (32
.

" Given that the anisotropy of the scattering cross section can be

handled in a feasible manner as shown above, the problem of dealing with

n a monodirectional beam source requires attention. The difficulty arises
s when one tries to relate the purely mathematical representation of a

" delta function in angle to a numerical representation suitable for in-

;f corporation into the S,, discrete angle formulation. In fact, the delta
> function requires an impractically long (if not infinite) Legendre in
- angle for an adequate representation. To circumvent this difficulty, the .
'% unscattered beam source is replaced by a once-scattered source, spatially
~ distributed across the scattering medium, thus removing the problem of
_:. having to devise a numerical method for handling delta functions. The

o once~scattered source is introduced into the SN calculation as any other
L~
J
e
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spatially distributed source would be, and the unscattered flux due to the
incident beam is treated separately analytically. The expression for the
once-scattered source distribution, Q,(x,u), is obtained by direct
substitution of the unscattered flux, ¢ (x,u ), into the collision
density kernel integral. That is u

QM) = fﬂl“/ﬂ,/«');ﬁu R/ [3)

* - , .
where 0 (4,u” ) 1s the transport-corrected scattering cross section. (The
subscript 'u' is intended to denote "unscattered".)

The expression for the unscattered flux resulting from a monodirectionally
incident beam along direction pg(=cos 0,)is(see Fig.6)

%u{"//x) =€-x/)«,¢,, [T o ue) , (29)

*
where A is the total transport-corrected electron mean free path given by

\¥ - £ -

T oa (57

LATIER ING
MEDIOM

E tECTRON
Ve

D—.__

Figure 6. Geometry for electron beam discrete
ordinates transport calculation
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where 0, and C are the electron absorption (actually energy downscatter)
cross section and albedo, respectively.

Then

s

Q,(x,,u)= e /""Zﬁf Te* Pe (1) 22 [t0) , (34

Wy, R 4
ERAASNAAA " X

5

P

where the Legendre expansion

0 Y, ) Z/m) YR Pelx) , (37)
<o

has been substituted for the scattering cross section. The expression,
Eqn. 36, for the once-scattered source is not difficult to evaluate.
Furthermore, the unscattered flux expression as given by Eqn. 34 is
already in a useful form for obtaining the dose contribution due to direct
N radiation. The once-scattered source formulation for handling monodirec-
- tional beam sources is not only used in program BEAMSRC. We also employ
it in conjunction with ONETRAN. In fact one of the principal functions

of BEAMSRC 1s that sections (or subroutines) of it provide pieces of

code that serve as input data preparation modules for our ONETRAN electron
transport calculations.

A set of nine BEAMSRC runs were made for three electron source energies,
0.01, 0.1, and 1.0 Mev, normally incident on three thicknesses of Aluminum.
These runs correspond exactly to the set of runs reported in Ref. 7.
Comparisons of scalar flux values calculated using BEAMSRC with Morel's
results are shown in Figs. 7, 8, 9. The agreement is excellent for all
three source energies.

2.4.3.2 Multigroup Calculations .

g In multigroup S,, calculations the energy group widths, AE, are :
usually obtained by Eividing the total energy range of the particle by the
M., number of groups. This simple criterion need not necessarily apply in the

-~
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case of the electron transport. For a given change AE in electron energy,
the average distance or change in pathlength that the electron travels
within that energy interval can differ by as much as a factor of 20 in
Aluminum over the electron energy range 200 keV down to about 3 keV.

This is due to the variation of the material stopping power with energy.

Program BEAMSRC was used as a test bed to determine whether or not
adoption of a variable energy group width would be of significant ad-
vantage. A criterion was devised for determining the energy group widths
in BEAMSRC for which the probability of absorption was the same for all
groups (i.e., a constant albedo). Results are shown in Figure 10 for a
20 group test run of BEAMSRC. A 200 keV electron beam was assumed normally
incident on an Aluminum slab approximately one electron range in thickness
(0.04 g/cm2). A Gaussian quadrature set of 12 angles (S,, calculation)
and a 50 mesh cell spatial discretization were used. The curve shows the
BEAMSRC results for the energy deposition profile, while the histogram
was obtained with the Monte Carlo code, TIGER of the Halbleib and
Vandevender (10), The TIGER calculation was made using 10000 electron case
histories. The maximum estimated standard error was 4 percent.

It can been seen from Fig. 10 that the energy disposition profiles
obtained by the two methods, SN and Monte Carlo, agree fairly well until
about 0.15g/cm? penetration depth. Beyond this point, the SN curve is
consistently higher than the Monte Carlo histogram. This seems to in-
dicate that the variable energy group width scheme may not be optimal
at least when used in conjunction with the diamond difference and coarse
mesh rebalance of BEAMSRC. As will be shown in section 2.5 a constant
energy group width used in conjunction with the finite element spatial
differencing scheme of ONETRAN produces better agreement with the Monte
Carlo result.

In addition to energy disposition profiles, it is also possible to
obtain flux curves as a function of electron emergy with the Sy method.
An example of a BEAMSRC multigroup flux calculation is shown in Fig. 11
vwhere a 20 keV electron beam was assumed normally incident on a gold
target of thickness 0.75 g/cmz. The calculation was performed with 20
energy groups, each group having the same albedo. The direct, or un-
scattered, flux, a decaying exponential is not shown. It can be seen
that as the electron energy decreases, the flux asymmetry also decreases,
a consequence of multiple scattering.

Program listings of ONEDSN, BEAMSRC and UNISORC, an Sy code for
spatially distributed sources, are given in Vol. II.
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Figure 10, Comparison of Energy Deposition Profiles as Calculated
by BEAMSRC and TIGER for 200 keV Electron Beam normally
incident on Aluminum.
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2.5 Electron Transport Calculations with ONETRAN (1)

Perhaps the most important benefit that was derived from the writing of
the SNARC programs (BEAMSRC in particular) was that it greatly aided us in
applying ONETRAN to electron transport problems. The process of writing
and debugging our own Sy code enabled us to decipher workings of the
ONETRAN code by comparing, iteration-by-iteration, the results of ONETRAN

" (using the diamond difference option) and BEAMSRC for the same problem.
Furthermore, the BEAMSRC code provided us with a set of routines for calcu-
lating cross sections and source distributions, which we have combined with
a set of interface routines to translate these quantities into a ONETRAN
compatible input data form. Thus, we have the capability of running ONETRAN
for electron transport problems with a minimum of complication. For example,
to run a single slab beam problem, the only input data required are the incident
beam energy and angle, slab thickness and material, the number of energy
groups, the number of spatial mesh cells, and the order of the angular dis-
crete ordinate approximation. With slight variations of this "front-end"
code (which we have named ONETRIN) for ONETRAN, we are able to run spatially
distributed electron source problems, problems with electron sources with
uniform and non-uniform angular distributions located on slab surfaces, and
two material interface problems. A program listing of ONETRIN is provided
in Vol. II.

Minor modifications were made to the ONETRAN output routines to print
out the results in compact form and to generate data files suitable for
CRT plots, printer plots and energy deposition calculations.

Examples of energy deposition profile results obtained with ONETRAN
for electron beams normally incident on Aluminum slabs are shown in
! Figures 12-16. The incident beam energies are 0.01 MeV (Fig. 12), 0.05
MeV (Fig. 13), 0.20 MeV (Fig. 14), 0.50 MeV (Fig. 15) and 1.0 MeV (Fig. 16).
In all cases there are three curves shown corresponding to 10 group, 20
group and 40 group ONETRAN calculations. The histograms are Monte Carlo
results obtained with TIGER(10), The Monte Carlo program was run with
10,000 electron case histories. The slab thicknesses were chosen to cor-
respond to approximately 1.1 electron ranges. As can be seen, the agreement
between the ONETRAN curves and the TIGER histograms is very good across the
entire range of source energies, and as one might expect, increasing the
number of energy groups results in improved agreement between the two
methods of calculation. 1In all cases, extended S12 calculations were

performed using the transport corrected screened Rutherford cross sections
(Eqn. 32). The down-scatter or group-to-group cross sections were cal-
culated using the stopping power formula of Rohrlich and Carlson(1l), as

can be seen, this choice of cross section and stopping power expression

seems adequate for the Aluminum calculations. However, some of this suc-
cess may be fortuitous for the following two reasons: 1) Aluminum is a low z
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material, so that errors due to using the screened-Rutherford cross section
rather than the Mott cross section are not as serious as would be the case
for high z materials; and 2) the Monte Carlo calculations take straggling
into account while the S, calculations do not. A straggling effect is pres-
ent in the Sy calculationms, but it's presence is not legitimate. There is
artificial straggling due to the energy discretization, an artifact of the
Sy algorithm and has nothing to do with physical straggling.

Figure 17 shows this straggling effect. It is a plot of the energy
spectrum of electrons transmitted through a slab of Aluminum of thickness
0.02g/cm? (~0.5 electron range units) resulting from a 200 keV slant beam
(cos 8, = .916667, see Fig. 6) incident on the slab. The histogram re-

. presents the TIGER Monte Carlo result in which physical straggling due to
inelastic collisions is accounted for. If straggling were not included
in the Monte Carlo calculation, that is, if electron energy loss were ac-
counted for only by continuous slowing down, the histogram upper limit
would end abruptly at approximately 149 keV. There are five Sy trans-
mission curves in the plot, correponding to 10, 20, 40, 60 and 80 groups.
As would be expected the artificial straggling effect due to energy dis-
cretization is reduced as the number of energy groups is increased.

Figures 18 and 19 show electron energy deposition profiles in gold
for electron beams with slant incidence given by cos8, = 0.916667. The
source energies are 0.2 meV (Fig. 18) and 1.0 meV (Fig. 19). As in the
Aluminum case, three curves are shown in Fig. 18, corresponding to 10, 20
and 40 groups. Also, as before, the Sy results are compared with a TIGER
Monte Carlo run. The agreement here is not as good as was found in the
Aluminum case. We feel that Mott cross-sections(12) rather than screened-
Rutherford would improve the agreement. We plan to install a Mott cross-
section package into our SN electron transport code in the near future
in order that high-z materials be treated more correctly.

The two curves in Fig. 19 were both obtained with 40 group calcu-
lations. The dotted curve is the energy deposition profile for an Sy
calculation with the stopping power expression given by the Rohrlich
and Carlson formula(ll), The dot-dash curve was obtained using a stop-
ping power corrected for radiative (bremsstrahlung) energy loss. Neither
curve matches the Monte Carlo result in an entirely satisfactory manner.
In fact, the addition of the radiative stopping power correction seems to
exacerbate the problem. The discrepancies shown here clearly point out
the necessity for adopting a more physically realistic model for the
scattering cross section such as Mott, particularly for the higher
electron energies (>1 meV) in high-z materials.
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IV. ELECTRON TRANSPORT

_ B. SOLUTION OF ELECTRON TRANSPORT PROBLEMS
N BY THE MONTE CARLO METHOD

. 1. Introduction

As was true in our discrete ordinates electron transport work (see
Section A), solutions of electron transport problems were also obtained
by the Monte Carlo method, again using computer codes written. at ARCON
as well as TIGER 10), one of a series of computer programs written at
Sandia National Laboratories to perform coupled electron-photon Monte
Carlo calculations. We obtained electron transmission and backscatter
fractions, energy deposition profiles and charge deposition profiles in
metals and polymers with both the ARCON codes and TIGER. Sample com-
parisons of our Monte Carlo results with experimental measurements of
transmission and backscatter fractions as well as TIGER energy deposition
profiles are given in the following subsections. Also a description of a
Monte Carlo code designed to calculate energy and charge deposition near
material interfaces at deep penetrations (~ 10 mean free paths) in slab
targets will also be described. Work on this program is incomplete,
however we believe that there is some value in describing its structure
and presenting code listings even in this developmental phase since parts
of the program may be found suitable for incorporation into future Monte
Carlo efforts.

I

We shall begin with a description of MCEL, the ARCON single scat-
tering low energy electron Monte Carlo program. Then we shall proceed with
an account of MULTSCAT, our multiple scattering Monte Carlo program which
is applicable to low energy electron transport and has been found to yield
valid results at 200 keV. The discussion will continue with a description
of MCINTF, the Monte Carlo ; rogram intended for application to dose pro-
files at material interfaces deep inside thick slab targets. Finally, we
shall show examples of charge deposition profiles calculated with the
TIGER code for a polymer, CGH9 0, and comparisons of these results with

 WARAAART . | W

]
n

experimental results obtained at RADC.
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2. Program MCEL - A Single Scattering Monte Carlo Code for KeV Electron
Transport

-

2% 2 a et

2.1 Objective

To solve the transport problem for a beam of electrons (20-50 KeV)

~ A

. incident on a metal slab using the screened-Rutherford single scattering .

:: formula. A provision is made to include the effect of inelastic scatter,

y if necessary. A listing of MCEL is given in Vol. 1II.

.Q .

3 2.2 Quantities Calculated

N 1) T(t,E) - transmission fraction (or current normalized to unit

s particle incidence) as a function of slab thickness, t, and

N energy, E. d
2) B(t,E) - backscatter fraction (or current normalized to unit .

particle incidence) as a function of slab thickness, t, and
energy, E.

AL

J 3) T(t) - transmission fraction as a fraction of slab thickness, t.

4) B(t) - backscatter fraction as a fraction of slab thickness, t. .

o
o 5) Fq(t,E) - transmitted flux (normalized to unit particle incidence) p
as a function of slab thickness, t, and.energy, E. .

¥ .
ﬁ 6) Fp(t,E) - backscattered flux (normalized to unit particle incidence) y
'j as a function of slab thickness, t, and energy, E. ’
}: K
- The above six items are calculated for 10 preset values of t over the
o ranges of 0 to 500 nm in Au and O to 1500 nm in Al. There is a provision .
. for user selection of the t values. The energy dependence of these func- X
e tions is given.in histogram form There are 20 energy bins of equal width :
A (0.05 x E Eo = source energy). .
A Every Monte Carlo output quantity listed above is accompanied by a .

. one- or two-digit integer from 0 to 99 (estimates greater than 99 :
> are shown as 99) which is the best estimate of the statistical standard :
X error expressed as a percent of the final value. ‘
h‘

-

N {
5 }
‘

‘ 'A
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{ 2.3 Principles of Operation

“\\_: This single scattering Mont? garlo algorithm for electron transport
n : utilizes the screened Rutherford‘(® ‘cross-section formula in conjunction
« with the continuous slowing down approximation. A beam of electrons of

AN energy E, is assumed incident (at arbitrary obliquity) on a metal (Al or

. . Au) target. The penetration distance, As, the point of first collision is

o calculated as

2

o As= -)A(E)Ing ’ . (38)

o where A(E) is the total mean free path of the electron with energy E, and

A " £ is a random number uniformly distributed on the interval (0, 1). The

:::; total mean free path, or rather its reci?rocal, the total cross-section

N o(E) is given by the screened Rutherford(8) formula

N

o ' oreys Jw(24+)Ny o 2/4 [—-1-( L) Ny [ )y (39)

e PP s Jdw a. T2y

6 ,- T+ L " g egfr)

'\.( . -

AN

- where the quantities T, Z, A, Na, ry, N are as previously defined in

Eqn. 22 (Sec. A.2.4.3.1),

- When the coordinates of the collision site have been determined, the
o new value of the electron energy and the scattering angle are computed.
ﬂ In the energy calculﬁtion the following stopping power formula of

::, Rohrlich and Carlson{!1l) is used

4

' 43 2w Naflo? mer o ¢ | ffl-. : (2
. be, annine o g, ol 00
0/49 p A ?’c“[z(:r/m,, + 7) )

where rnc2 = electron rest mass (. 51 l. MeV),

-

O,

B = '['l'(1'+2)]§/('r+ 1) = (elect¥on velocity)/C,
1= 10‘62(9. 76+ 58.82"1* 1%) Mev, (¢/)

and

AR 1k

Ll
e}

F(1) = 1-8%4[12/8 - (274 1)4n2)/ (T+1)% .

e
e

NS
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Then the electron energy at the point of collision, Ef, is given approxi-
mately by

Lo B S i R
.

Ec = E¢ —%\Eibs , (#%)

.,
"
“~
.‘
bl

where Ei is the electron energy at the point of previous collision.

The scattering angle is computed by Monte Carlo sampling of the
following screened-Rutherford angular distribution.

( g7 ) = G'(E,,h.) - (l'H[Iz) £
;e 1 G i-3,7ﬂj (f)

vhere |1 is the cosine of the polar scattering angle, w, and p is the azi-
muthal scattering angle.

After the first collision, when the new electron energy and scattering
angle have been determined, the electron is translated to the point of next
collision using Eqn. 38.to determine the distance As, and the above pro-
cedure is repeated until the electron escapes from the medium, or the
electron energy falls below a designated cut-off value, or the maximum
allowed number of collisions (user specified) has been reached.

2
.

~J

2.4 Description of Routines 3

¥

2.4.1 MCEL (= Main Program) i

This program calls the various subroutines necessary for the calcu- :

lation and performs the timing function for each case history. Every 3

case history is initiated by the main program, and after the user requested =

number of case histories (NMAX) is run, the main program halts the cal- . !

M culation. The time elapsed for each case history is noted. The average .
. run time for (NMAX/10) case histories is updated every time another o
f (NMAX/10) histories are completed. A test is performed after each .
v average update to determine if enough time has been allowed (on the input b
card) by the user to complete the requested number of histories. If the by

time remaining is insufficient, the calculation is terminated, and the re- !

sults obtained up to that point in the calculation are saved on a permanent g

file for processing at a later time. .,

232 P
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2.4,2 SETRUN

This subroutine initializes the various parameters necessary for the
Monte Carlo calculation. It consists of DATA statements specifying:
1) default values of the coordinates and angular orientation of the incident
electron beam; 2) default values for the material thicknesses for Al and
Au; 3) density values for Al and Au. Input data cards follow these DATA
statements. The number of such cards is variable depending on whether
some of the default values given in the data statement are to be overwritten.
Basically, the information to be read in consists of a specification of the
number of histories to be run (NMAX); the maximum allowed number of
collisions per case history (MAXCOLL); a debug printout parameter
(NPRNT : O/1 = off/on); a flag parameter (INPUT : 0/1 = no/yes) to read
the INCODE array (explained below); a flag parameter (NSLABS : 0/1 =
no/yes) to read in the slab thickness array (THICK) and override the de-
fault values (the units of THICK are nm); the target material selector
(MAT : 1/2 = A1/Au); a paremeter to elect the inlastic scattering option
(INEL : 0/1 = no/yes); time limit for the run in seconds (TLIM); incident
beam polar angle cosine (CTHO); incident beam energy in KeV (EO); low
energy cut-off value (ECUT) in KeV. The input code array, which is read
in if INPT = 1, consists of the following; (INCODE (I) : 0/1 = off/on -~ I = 1,
read random number generator seed; I = 2, read source point coordinates.

This subroutine also calls subroutine ESET to initialize the energy
dependent parameters (i.e., scattering cross-section, stopping power, etc.).
All of the input information is then printed out. This subroutine is called
only once.

2.4.3 ESET

The purpose of this subroutine is to calculate the stopping powers,
screening parameters and screened-Rutherford scattering cross-sections
(see Eqns. 39-41) for a table of 100 energy values ranging from the source
energy down to the cut-off energy. If the stopping power formula yields
a positive value before the cut-off energy (ECUT) is reached, the table is
truncated to the lowest energy value corresponding to a negative stopping
power, and ECUT is reset to that value.

2.4.4 SETHIS
Each time a new case history is begun this subroutine is called to

initialize the electron trajectory parameters such as coordinates (X, Y, Z),
angles (CTH, STH, CPHI, SPHI), energy (EGY), collision counter NCOLL,

233
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pointer index for trajectory characteristics table (LCHR), terminatjion
flag for history (IFLAG). A call to entry point CROSS is also made to
infitialize the total mean free path for the incident electron.

M2

~ o
N

o8,
-

Pl Al
L

2.4.5 PENET

The primary function of this subroutine is that of translating the elec-
tron position to the point of next collision and calculation of the new elec-
tron position coordinates. For this Monte Carlo algorithm, the inter-
collision distance is computed according to Eqn. 38. 1In addition, PENET
also performs the function of checking to determine ‘if the electron case
history should be terminated. This condition can occur in either of two
ways: 1) the electron can exit from the scattering medium (transmission
or backscatter); or 2) the maximum allowed number of collisions (MAXCOLL)
has been reached. In either case, the history termination parameter
(IFLAG) is set equal to 1.

2.4.6 ENERGY

When a collision has taken place, the energy of the electron at the
point of collision is calculated using the continuous slowing down approxi-
mation (Eqn. 42). If the effect of inelastic scattering is to be included,
the inelastic cross section(13) is calculated and added to the screened
Rutherford cross-section. A determination is then made of whether
elastic or inelastic scattering has occurred. This is done by comparing
a random number, £, uniformly distributed on the interval (0,1) with
the probability of elastic scattering, Pez as follows:

e ¢

I E <P,y — elastic scattering,

LML At % a2t e XM

§2P_, T inelastic scattering,

234 \




The total mean free path, A, is then given by
- (1)
Uee + Tiuaf ,

if elastic scattering is considered (INEL = 1) in the calculation.
Otherwvise

(76)
Gee

2.4.7 ANGLES

After the coordinates of a collision site have been computed by
PENET, and the new electron energy and mean free path have been
computed by ENERGY,- the change in direction of motion of the electron
is determined. The cosine and sine of the scattering angle, w, are com-
puted as follows:

Inelastic scatter(13) H

Let Elow = min [.02 KeV , Ecutoff] R (47a)
Kk -« B Elou A , (47b)

E-Eou
then W =k E /(k-&-E ) , (47¢)
and sin w = /%_— , (47d)
cos W= l - % R A (47e)

where { is a random number uniformly distributed on the interval (0,1).

L4
3 & .n‘

o [
:r'. v,. » '.T-. &

.'
)
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Elastic scatter;
{ The probability density function for elastic scatter is given by

t ' A C) T Z(.'_i'?_/__l) 48
R Pled = o Zv Cirgpdt 7 (

s
A where y = cosuw.
e
; :2‘_ Let the probability of an individual scattering event with scattering angle
e w be a random number, ¢, uniformly distributed on (0,1).
R
. w
e then ceo :
o (Gomge )
T =1 (r+g-40) |
::: which results in the selection of w as follows; !
W !
3 oo = RE(1+4) - (50%)
.ﬂ.. I
= 25 (1+7)
\
e
.
.-'. 7 /ﬂ é)
R . - z 4
™N et 0 = (/ 00 4—’) _ »
J'_..
“wy Inspection of Eqn. 50a shows a correspondence between cos w and §.
. That is,
N
Wl
:::. £ = 0. cosw = - 1 (total backscatter),
2 ¢ - 1
~ = 0.5 cosw = _1-'*‘—'1 »
5'": & = 1.0 cosw = 1 (total forward scatter).
::j" Since the scattering is assumed to be isotropic in azimuth, the
-\_-: azimuthal displacement p (RHO) is taken as
-
o p = 2m§, (51)
s
o
.l."
~
.::,
¥
~
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where ¢ 1is uniformly distributed random number on (0,1). The post
collision polar angle functions, cos 6, sin 8, (CTH, STH) are then com-

puted from the pre-collision values cos 91. sin 91. (CTH1, STH1) as
follows .

24)
C696-= Car®, Cooto + pon 6 A loteafo (s

wen® = (r-eoo?8) % (s24)

L

The corresponding azimuthal values cos ¢, sin 9, (CPHI, SPHI) are
calculated from the pre-collision values cos 01, sin Ql’ (CPH1, SPHI1) by

Coof = (€1)-Ceosp)~ (S0)-(#f), (s32)
o= (£0) (@) +(c)).(#p), (534)

where
Cl= (Cnt ~ Cooblol,) 1,042, (53¢)
Stz Pyl .6 . (534)

2.4.8 SCORE

After an electron undergoes a collision, the z-coordinates, incident
polar angle cosine, post collision angle information, electron energy and
collision number are recorded in the trajectory characteristics buffer
array (STO). I1f the case history is to be terminated (IFLAG # 0), this
fact is recorded by multiplying the collision number by -1.

2.4.9 PROC

This subroutine processes the electron trajectory characteristics.
It is called after each case history is completed. Each time another
(NMAX/10) histories are finished, all of the quantities itemized in sec-
tion II are calculated. A running average of these quantities and a run-
ning tally of the statistical standard error associated with each of these
quantities are maintained. After all NMAX histories have been com-
pleted, PROC prints out the final values and also writes them on a perma-
nent file which can be used later on for plotting and analysis.




2.4.10 STATS

A computation of the statistical standard error for every Monte
Carlo output quantity is performed by this subroutine. If the total
Monte Carlo computation of the quantity x, is divided into N batches
(N = 10 in this case), then the best estimate of the statistical standard
error, expressed as a percent of the final value, is given as(10),

(S-E), = !°° g“ XS <X»>ilj_é’ 657)

1¢xa>) N-1

where
2 )
<<’)(“‘:> - _is g )(L ) <S515
and
N v
(x':..> R —'J ix;’- . . (5")
C=¢

The Xi's are the values of the quantity obtained from each batch.
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2.5 Comparison of MCEL Results with other Calculations and
Experimental Data

Several MCEL calculations were made for low energy electron beams
incident on Aluminum and Gold slabs. A sample calculation is that of
a 20 keV electron beam normally incident on Aluminum. The quantities
T(t,E) and B(t,E) , the transmission and backscatter fractions as
functions of slab thickness t and electron energy E were calculated as
well as their respective totals over all energies, T(t) and B(t).
Figure 20 ghows & comparison of the T(t) calculated with MCEL, @, with
the Monte Carlo data of Reimer and Krefting(l‘) and the experimental
data of Kulenkampff and Spyra(14), Figure 21 shows the corresponding
backscatter data. As can be seen, the agreement is good.
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Figure 20. Figure 21,
Comparison of Electron Transmission Comparison of Electron Backscatter Fractions
Fractions for Aluminum Films (repro- for Aluminum Films (reproduced from Ref. 14).

duced from Ref. 14).
Incident electron energy = 20 keV.

Incident electron energy = 20 keV.
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3. ' Program MULTSCT - Multiple Scattering Monte Carlo Code for KeV

Electron Transport

3.1 Objective

To solve the transport problem for a beam of electrons incident on
a metal slab.

3.2 Quantities Calculated

1)

2)

3)
4)

5)

6)

T(t,E) -~ transmission fraction as a function of slab thickness
t, and energy, E.

B(t,E) - backscatter fraction as a function of slab thickness, t,
and energy, E.

For the above two items, the maximum slab thickness t is taken

to be approximately 1 electron range unit. The transmission and
backscatter fractions are calculated for 20 user selected t values.
The energy dependence of these functions is given in histogram
form. There are 10 energy bins of equal width (0.1 x Eo’ Eo =
source energy).

T(t) - transmission fraction as a function of slab thickness, t.

B(t) - backscatter fraction as a function of slab thickness, t.
The same t values are used here as in items 1 and 2.

W(z) - energy deposition profile (KeV) histogram for the slab of

. maximum thickness (~1 range unit). The slab is divided into 20

zones defined by the thickness values, t (user supplied). The
energy (KeV), normalized to unit particle incidence deposited in
each zone is given. The energy flow (KeV) in both the forward
and back directions across the zone boundaries is also given.

T,(t,E) - Legendre coefficients of the transmission angular distri-
bution as a function of slab thickness, t, and energy E. The

same values of t and E apply as for T(t,E). The Tz are coef-
ficients of the Legendre expansion

S
Tioe, e LD e bpo)
. ’ L=

where u is the cosine of the emergent polar angle. For trans-
mission u > 0.
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q.\:
'{% 7) B,(t,E) - Legendre coefficients of the backscattered angular distri-
f“ bution as a function of slab thickness, t, and energy, E. The same
1‘. values of t and E apply as for B(t,E). The Bz are coefficients of
{3 the Legendre expansion
DN 1Y

!. 0] -— -
% BUE A= S (Ue1) B, (4,8) T (2101-1)
o L=0

52 8) T t(E/E ) - Emergent energy distribution, Transmission. This

L)

e function is defined for the 20 slab thicknesses t used in item 1
o and 20 histogram intervals E/E° of width 0.05. This information
o is contained in the T(t,E) array but the energy resolution there

is twice as coarse as that given here.

N
':§ 9) NB(E/EO) - Emergent energy distribution, Backscatter. This
N
2 ::: function is defined for the maximum slab thickness (essentially
N infinite), and the same 20 histogram intervals E/E as defined

rs for item 8.

4& 10) F: n m(u,E) - Angle-energy moments matrix for emergent electrons
AN oLy
,Ez transmitted through a slab of thickness t.

' o

‘I

7 £ = LMETS

5‘ t .’ "
There are 20 such matrices corresponding to the 20 values of t
selected for item 1.

B
11) n m

- backscattered from the maximum slab thickness (essentially
b infinite).

2 2. = LIimler>

(u,E) - Angle-energy moments matrix for emergent electrons

mym

e - 12) Q(z) - Charge deposition profile histogram for the slab of maxi-

mum thickness. The slab is divided into 20 zones defined by the

dﬂ thickness values, t (user supplied). The charge, normalized to
unit charge incidence, deposited in each zone is given.
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Every Monte Carlo output quantity listed above is accompanied by a one-

[

. or two-digit integer from O to 99 (estimates even greater than 99 are shown
. 4 as 99) which is the best estimate of the statistical standard error ex-

;} pressed as a percent of the final value.

. 3.3 'Princ;ples of Operation

e The ARCON multiple scattering Monte Carlo algorithm for electron trans-
:ﬂ port is based on the method of Curgenven and Duncumb 15) which was further
- developed by Love, et al.(16) and Myklebust et al.(17), The Bethe range
corresponding to the energy, Eo, of the incident electron beam is divided
into 100 equal trajectory steps. The electron energy at the midpoint of

X each step is computed by a fourth-order Runge-Kutta integration of the
t: stopping power formula (Eqn. 40).
;' A beam of electrons is assumed incident on the face of a semi-infinite
N scattering medium., Every Monte Carlo case history is allowed a maximum of
= 100 collisions. The actual number may be less if the electron is back-
s scattered out of the medium. The scattering angle, w, after each collision
N is computed as
&%
N - i
L -
() = cottionss) (£ Y¢© , @)
3
~0
a
-,

where w, is the minimum scattering angle for the incident electyon with
energy E , E is the electron energy, and { is a random number uniformly
distributed on the interval (0,1). The authors{16)supply an expression for
tan (w /2) in terms of the bulk backscatter fraction, n. This expression
which Is independent of energy in the 5 to - 40 KeV range, a least-squared
polynomial fit resulting from several Monte Carlo runs for a wide range of
materials, is given as
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After every collision, the electron energy is decremented to the value
obtained by integration of the stopping power formula corresponding to the
total electron trajectory length. The electron penetration depth, z, polar
angle direction cosine with respect to the 2z direction, cos8, and the
collision number are stored in an array sufficiently large to contain this
information for the entire electron case history. The particle is then
assumed to travel in a straight line for another path increment (0.0l x
range) .along the direction indicated by the angles 6 and ¢, where ¢ is the
azimuthal angle. The above procedure is repeated unless the electron either
escapes from the medium (backscatter) or undergoes 100 collisions.

The energy and charge deposition profiles for these calculations are
computed for a pre-specified set of spatial zones by the simple device of
counting the number of particles and total energy current flowing into
and out of each zone.

3.3.1 Incorporation of Electric Field Equations

Energy loss in electron transport calculations is accounted for by
the Bethe model. The quantitative measure of the energy loss mechanism,
interaction with atomic electrons, is provided by the stopping power calcu-
lation. To within a good approximation, the energy has over a small
trajectory segment, As, for kilovolt electrons can be given by

aE :
E,n*' ZEM —/d?;éds P (‘q)

vhere E_ and En+l are, respectively, the pre-and post-collision electron
n

energles for the n-th collision, l%EIE 1s magnitude of the stopping power
n

llisions (for
at energy E_, and As 1is the pathlength increment between co
this algorigﬂm, As = 0.01 x total electron range). Now if an electric field
say 6;, is applied along the z-direction, the resulting fptce, Fz, exerted
on thée electron will be

R =et, (¢0)
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The resulting electrostatic energy contribution, Ee, to the electron kinetic
energy will be

where As” is the distance traversed between collisions. Note that the
quantity As” is used here rather than As, since strictly speaking the
intercollision distance is altered by the presence of the electric field.
However, to first order, we may take

As! ~ as . (¢

Then with the inclusion of the electrostatic energy term (Eqn. 61), the
energy equation (Eqn. 59) becomes

Enei 3 En =) 45 + R0 (¢3)

In addition to the above, we may also account for the small change in
energy due to an incremental amount of deceleration or slowing down re-
sulting from the "increase in the intercollision trajectory step size. If
the electric field is applied along the z-direction (Fig. 22),

|
then the incremental change in pathlength is approximately given by |

As’ - &S = opeovl | (¢¥)>

where Az is electron displacement due to the presence of é;. It can be
shown from elementary considerations that
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Figure 22, Diagram of electron trajectory correction
due to presence of an electric field.

where E is the electron kinetic energy. 7Tf Eqns. (64) and (65) are com-
bined to yield an approximate expression for As”, and then if As” is
substituted for As in Eqn. (63), the result is

A€ £ .
Ema = En- ‘7; . AS + J‘.— _E'_M(zss) o8

F.
+ Fy % bs +4 3“(As)‘covoj

(60

The above expression is included in the MULTSCAT program. As can be seen,
in the absence of the applied electric field Fz, the energy loss algorithm
reverts to that of Eqn. (59).
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3.4 Description of Routines

The MULTSCAT routines will be described only if they differ substantially
from their counterparts, in MCEL (Section 2). Reference will be made to the
corresponding subsections of Section 2 for those subroutines that are es-
sentially the same as the MCEL subroutines. A program listing of MULTSCT
is given in Vol. II.

3.4.1 MULTSCT (= Main Program)

(See Section 2.4.1)

3.4.2 SETRUN

This subroutine initializes the various parameters necessary for the
Monte Carlo calculation. It consists of DATA statements specifying:
1) default values of the coordinates and angular orientation of the in-
cident electron beam; 2) density values for Al, Cu, Au*; 3) bulk back-
scatter fractions for Al, Cu, Au*. Input data cards follow these DATA
statements the number of such cards is variable depending on whether some
of the default values given in the data statement are to be overwritten.
Basically, the informatjon to be read in consists of a specification of the
number of histories to be run (NMAX); the target material (MAT ; 1/2/3 =
Al/Cu/Au; a debug printout parameter (NPRNT : 0/1 = off/on); input code
(INCODE (I) : 0/1 = off/on—1= 1, read bulk backscatter fraction; I = 2,
read target thicknesses; I = 3, read random number generator seed); time
limit for the run in seconds (TLIM); incident beam polar angle cosine (CTHO);
incident beam energy in KeV (E0Q); low energy cut-off value (ECUT) in KeV;
electric field force in eV/em (FORCE).

This subroutine also calls subroutine ESET, which calculates the path-
length vs. energy table for 100 multiple collisions and returns a value for
the Bethe range corresponding to -the incident electron energy.

All of the input information is then printed out. This subroutine is
called only once.

* Density and backscatter fraction data for mylar and/or lucite can be
substituted for any of these materials.
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had 3.4.3 ESET

i

f:: This subroutine calculates a table of electron energies vs. pathlength

s for 100 equal trajectory steps. This calculation is performed by Runge-
N Kutta integration of Eqn. (40). The tangent of the minimum scattering
\S angle (TBO) is also completed according to Eqn. (58). The Bethe range
‘ . (RTOTAL) for the incident electron energy is taken from a table of values(1l)

(RBETHE) which is entered in the form of a DATA statement for 20 energy
N values, ranging from 10 to 150 KeV, for three materials, Al, Cu, Au. In
£y the case of mylar and lucite, these values are entered directly into the
4: code via replacement statements.

.;I
o
N -

;: (See Section 2.4.4)
.

k .

’ﬁ 3.4.5 PENET

r
_$ The primary function of this subroutine is that of tamslating the elec-
% tron from its present position to the point of next collision and calculation

of the new electron position coordinates. For this Monte Carlo algorithm,

g the intercollision distance (DRB = RTOTAL/100) in the absence of an applied
A electric field, is fixed in subroutine ESET. If the applied electric field
'23 has non zero value, a correction term is added in accordance with Eqn. (65).
uj In addition, PENET also performs the function of checking to determine if
N, the electron case history should be terminated. This condition can occur in

either of two ways: 1) the electron can exit from the scattering medium
Nﬁ (transmission or backscatter); or 2) the maximum allowed number of collisions
:; (MAXCOLL = 100) has been reached. 1In either case, the history termination
7 parameter (IFLAG) is set equal to 1.
N .
s
" 3.4.6 ENERGY
When a collision has taken place, the post-collision electron energy
is selected from a table of energy vs. collision number supplied by sub-
routine ESET. An energy correction term is added for the applied electric
. field (Eqn. 66), if one is present.
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3.4.7 ANGLES

After the coordinates of a collision site have been computed by PENET,
the change in direction of motion of the electron is determined. The cosine
and sine of the scattering angle are computed by making use of Eqn. (57).
Specifically, tanZ(w/2) is calculated, and then cosw, sinw (COM, SOM)
from

R T e I
4+

the algorithm for determining the post-collision polar and azimuthal tra-
jectory cosines (0, ¢) is exactly as described in Section 2.4.6, Equs.
51-53.

3.4.8 SCORE, PROC, STATS

(See Sections 2.4.8, 2.4.9, 2.4.10)

3.5 Comparison of MULTSCT Results with other Calculations
and Experimental Data

The validity of the semi-empirical nature of the MULTSCT algorithm,
namely the dependence of the multiple collision scattering angle on the
bulk backscatter fraction for a semi-infinite medium, was tested for two
different situations. 1In the first case a 200 keV electron beam was as-
sumed normally incident on an Aluminum slab, while in the second instance
a 20 keV electron beam was assumed normally incident on a Gold slab tar-
get. :

Figure 23 shows a comparison of the energy deposition profiles for
the 200 keV beam case as calculated by MULTSCT and TIGER. While the
MULTSCT program does not contain nearly as much physics as does TIGER, it
should be noted that the agreement is nonetheless very good. It should
also be noted that the TIGER calculation requires about 9 times the com-
putational effort of MULTSCT, and one MULTSCT run yields transmission and
backscatter data, such as energy and angular distributions as well as total
emergent current fractions, for up to 20 slab thicknesses.
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Figure 23. Comparison of Energy Deposition Profiles as Calculated
by MULTSCAT and TIGER for 200 keV Electron Beam Normally
Incident on Aluminum,
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) The MULTSCT total transmission and backscatter fractions (+) for the
{ 20 keV beam incident on Gold are shown in Figures 24 and 25, respectively.
,: These plots, taken from Ref. 14, also contain the Monte Carlo data of Reimer
‘s and Krefting(o)(14) and the experimental data of Spyra and Kulenkampff(x)(14).
}: The agreement is fairly good, better for the transmission case than for the
P backscatter.
-
.,
Q) 3.6 MULTSCT Simulation of Polymer Irradiation by Electrons
}5 The MULTSCT program was used to simulate the polymer irradiation due
to the incidence of a monoenergetic electron beam at the surface of a mylar
o s1ab(15) . Ten program runs were made with incident energies ranging from
:~ 20 keV to 2 keV in 2 keV increments. Energy deposition and current density
}f profiles were obtained for these cases. Examples of these curves are shown
" in Figures 26 and 27. The calculations of Ref. 18 provide a good example
j¢] of the utility of a program such as MULTSCT from which a large number of
= data could be obtained at a relatively reasonable cost. MULTSCT was also
*; used to estimate the effect of the space charge induced electric fields in
< the mylar dielectric relative to the stopping power of the material. No q
» - noticeable effect due to space charge electric fields was found in our
L results.
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,; Figure 26.( ) Current density of 10 9 Figure 27.(18) Dose rate due to 10-9
:% A/cm? incident electrons inside the mylar. A/cm? incident electrons.

.

>,

¢

250




X
™, %
S)
; [ \ i
v 00|
3

g

A . Ly

_-I'

I . ¥4p
o

N

j 20
] 4\ MULTSCAT +
[ |

d Xo 0 a0 e | x00,ptmd

~ Target thickness :

Figure 24. Comparison of transmission, 1, as a function of film thickness
for 20 keV electron beam incident on Au (reproduced from Ref. 14).
Y

~:j 50 o——u~ . O b ="

2'{ ./. E. ./ ._* + "—-_57”»
y I’Oktv // Au '0" ./
'J‘ /3.,. d— "' o
§ 40 S 7

J ,

n ,/ Ry
'),\ J 'I+ " / - n
) ®

e P

\

: ”/ 4 /./ w ="
’ - 9~
/ "' 6%‘ - - ‘/
o + “‘/ 1% - /

/ - ¥ MULTSCAT

X erimen
! ZJ00— ° M:;)re-Carlo
~== Rutherford (MC)
— —single scatterin
0 20 400 600 800 1000 pg/cm
Target thickness pt —

EEFAL LI
N

N

)

)

\

2

()

2

F ".-5"" o
*

Figure 25. Comparison of the backscattering coefficient n as a function

N

VO of £film thickness for 20 keV electron beam incident on Au

N (reproduced from Ref. 14).

b

e

G

§ ]

s 251

v

4! |

b

L g ' 4 "‘ﬂ ‘.\.' T LY N e W Y - .«'_-' --------- -~ .- S e . W Tt - e we et
L Mo ChInNe ""\ pral g T - .,f. ~ \_.\\ ORI Vi .)‘_\

K A Nriya Aty Ly



! 4. Program MCINTF, a set of Three Monte Carlo Programs to Treat the
Interface Dose Problem for Electrons in the 1 MeV Energy Range.

4
™ 4.1 Objective
S To decrease the computation time and increase statistical accuracy '
“: of the Monte Carlo Method in calculating electron flux, current and energy
S deposition profiles near a material interface located deep within the

N scattering medium. Since these codes are in the developmental stage, i.e.

they have not been tested for a realistic situation, only the principles
of operation and a list of the quantities calculated will be given here.

% Code listings are provided in Vol. II. f
o
3
" 4.2 Principles of Operation

) The basic idea is that of using the transmitted electron current

g: through a very thick slab (e.g., 1 <n Au) as a source function for a Monte ~
R Carlo calculation in a very narrow region surrounding a material interface k
-1 (e.g., Au - Al), perhaps 10 mean free paths thick on either side. When

> an electron is found to escape from this narrow region its reflection
; probability, backscatter energy and angle distributions from a nearly
b o "infinite" (e.g., several electron ranges) Au or Al slab are sampled.

4 The electron is then forced back into the Monte Carlo region. This pro-

ﬁ cess of forcing is repeated until the statistical weight (product of .
A successive total albedo values) of the electron falls below a predeter-

C o

mined cut off value. This procedure may yield accurate interface flux,
current and dose values with a significant saving in computational effort.
. This is due to the fact that the Monte Carlo calculation is confined to a
e narrow region about the interface thus making it possible to obtain "good"
statistical accuracy. Naturally, the success of this scheme depends
heavily on the accuracy of the infinite medium albedo functions and the
quality of the cross-section data. For testing purposes, the scheme has
been exercised with physically unrealistic cross-section data to expedite

1 the programming and testing processes. The results of the tests are

~ promising, and indicate that the introduction of realistic electron cross- .
pe section data would be justified.

o s Basically, there are three separate Monte Carlo codes. The first,

-ﬁ BIGSLAB, is used to generate transmission and albedo distributions of .

:j electrons scattered out of very thick homogenous media (Au or Al). This

o code serves the dual purpose of providing both the source functions (from

~ the transmission data) for input into the Monte Carlo calculation for the .

.
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interface region (the second code) and the albedo data, also to be used
in the second code, for forcing the electrons back into the interface
region.

The second Monte Carlo program, INTFC, accepts the transmission
distribution data from BIGSLAB as a source function and performs a
standard single scattering Monte Carlo calculation of the electron trans-
port in the neighborhood of the material interface. When an electron is
scattered out of this region of approximately 10 mean free paths on either
side of the interface, INTFC then makes use of the albedo distribution
data from BIGSLAB to reflect the electron back into the Monte Carlo region.

'
%
g

The third Monte Carlo program, MCSPLIT, is the benchmark program
with which the ‘accuracy of the above described procedure is evaluated.
This program makes use of a well known statistical biasing technique
called history splitting(3) This technique is commonly used in deep pene-
tration problems. MCSPLIT is a straightforward single scattering Monte
.Carlo calculation of electron transport in a very thick medium (Au - Al)
with the material interface deeply imbedded. The electron beam is
assumed normally incident on a surface of the medium. Normally this:
is the Monte Carlo situation which the procedure involving BIGSLAB and
INTFC is designed to circumvent because of the cost and difficulty of
obtaining meaningful results at the interface., The accuracy of such a
calculation can be improved considerably by the technique of history
splitting if detailed knowledge of particle transmission and backscatter
in a tightly confined region is desired. When an electron reaches the
neighborhood of interest (i.e., crosses a defined boundary known as a
splitting plane) it splits into n identical particles each with weight W/n,
where W is the incoming weight. The Monte Carlo procedure is then car-
ried out on each of these fractional particles independently. The ad-
vantage is that n times as many particles are processed in the region of
interest while the total statistical weight is preserved.

Description of the quéntities calculated by the three programs BIGSLAB,
INTFC, and MCSPLIT are given below.

4.3 Program BIGSLAB , Quantities Calculated

1) T(t,E) - transmission fraction (or current normalized to unit
particle incidence) as a function of slab thickness, t, and
energy, E.

2) T(t) - transmission fraction as a function of slab thickness, t.

3) B(t,E) - backscatter fraction (or current normalized to unit particle
incidence) as a function of slab thickness, t, and energy, E.
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X 4) B(t) - backscatter fraction as a function of slab thickness, t.
A
. 5) FT(t.E) -~ transmitted flux (normalized to unit particle incidence).
!
‘: 6) TT(t) - transmitted flux as a function of slab thickness, t.
i
- N Fn(t,E) - backscattered flux (normalized to unit particle incidence)
5 as a function of slab thickness, t, and energy, E.
'
s: 8) FB(t) - backscattered flux as a function of slab thickness, t.
: )
The above 8 items are calculated for 10 values of t ranging from 0 to
approximately 100 mean free paths or more evaluated at the source

3 energy. There is a provision for user selection of the t wvalues. The
% energy dependence of these functions is given in histogram form. There
X ~are 20 energy bins of equal width (0.05 x Eo’ Eo = source energy).
. 9) uT(E) - average value of the cosine of the emergent polar angle of
f? the transmitted electrons as a function of emergent energy, E.
w; (Two tables are given for this quantity. The first has 20 energy
K+ bins of width 0.05 E, and the second has 10 energy bins of width
i 0. lE .
]

10) (sin6c0s¢0 - average value of the x direction cosine of the trans-
b mitted electrons as a function of emergent energy, E. (As in item
> 9 above, two tables are given).
.
) 11) TE(E) - Legendre coefficients of the transmission polar angle distri-
. bution as(a'function of energy, E. There are 10 energy bins of width
- O.IEO. Only transmission through the slab of maximum thicknes is
: considered. The TL are coefficients of the Legendre expansion
Y .
¢ 4

9
Tlepd = S Ta(eIT 1y

Nl &

- where U is the cosine of the emergent polar angle. For trans-
mission, “1»3 0. An improvement in this formulation is planned
for the future, that of expansion in terms of PE(ZuT—l). Fewer

terms should be required to achieve the same accuracy.
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T;m(E). T;ﬂ(E) ~ Spherical harmonic coefficients of the trans-

mission angular distribution. These coefficients are listed for
the same 10 energy bins as given in item 11. Again, only trans-
mission through the maximum slab thickness is considered. The
Ty, are the coefficients of the expansion (19)

T(en‘PnE\"

£§T (E) )60 (91,‘97) [{ -,;.,, (E) (a,,«e,) +T_,,,(E§ (e, Q,):\I/

where

“Teo (€Y = et (),

yr

2841 (f-w) : mwf}
and yzm(p,p): ES T Pe(ms) pimp ] )

Pr(eots) (= Bi(x))

are the associated Legendre functions.

These coefficients, T;m’ in principle, provide all of the neces-

sary information for an adequate description of the emergent angular
distribution of the transmitted electrons. Clearly, if the in-
cident electron beam is normal to the surface of the scattering
material, there will be no ¢ dependence in the transmission
angular distribution. However, this information would be useful
for slant incident beams. For the purposes of providing a source
function for program INTFC, knowledge of the Tz coefficients is
sufficient at the present time.
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13)

14)

15)

16)

N e 1

Azlunl.%) - Infinite Medium albedo for 10 energy bins of width
0.1 Eo. as a function of N and ¢B. where u = cosGB. BB and_

¢B being the backscatter polar and azimuthal angles respectively.
There are 10 Wy bins of width 0.1 and 12 ¢B bins, of width 30
degrees.

Azlunl) - Infinite medium albedo for 10 erergy bins of width O.IEO.
The same Ug bin width applies here as in item 13.

AR(E) - Legendre coefficients of the albedo polar angle distri-

bution as a function of energy, E. There are 10 energy bins of
width O.IEO. Only backscatter from an infinite medium is con-
sidered. The‘Az are the coefficients of the Legendre expansion

9
A(E.,haB = IZ(/()*"'-;.)AA(E”?!('/‘B"B

where Uy is the cosine of the emergent polar angle of backscattered
particles, For backscatter, uB < 0. An improvement in this for-

mulation is planned for the future that of expansion in terms of
Pz(ZIuBI-l). Fewer terms should be required to achieve the same

accuracy.

A;m(E), A;m(E) - Spherical harmonic coefficients of the infinite

medium albedo angular distribution. These coefficients are listed
for the same 10 energy bins as given in item 15. The Azm are the
coefficients of the expansion

A6y, 45,6

L£=d

A

7

z §A90 (E> X'D (, 93‘:03) +[é=¢ jt (E)y‘:(lﬂn',fc)-lﬂ}t)z; bl.) P‘Q]}'

. e .
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where A(a (E) = "‘,"':1—‘ Aztg\

and the Yi are as defined in item 12,
m

These coefficients, Aim’ in principle, provide all of the necessary

information for adequate description of the albedo angular distri-
bution for infinite medium backscatter. The ¢ dependence is neces-
sary here because albedo information for off-normal incident beams
must be collected. If enough cases of various incident obliquities
are run, this should provide adequate albedo angular information

to be used in program INTFC for forcing electrons back into the
Monte Carlo region with approximately correct backscatter directionms.

Every Monte Carlo output quantity listed above is accompanied by
a one or two-digit integer from 0 to 99 (estimates even greater
than 99 are shown as 99) which is the best estimate of the statis-
tical standard error expressed as a percent of the final value.

4.4 Program INTFC , Quantities Calculated

1)

2)
3)

4)
5)

J+(E,u) — positive direction electron current (normalized to
unit particle incidence) across the material interface plane as
a function of energy, E, and polar angle (w.r.t. plane normal)
cosine, u.

J+(u) - total of J+(E,u) over all energy bins.

J-(E,u) - negative direction electron current (normalized to

- unit particle incidence) across the material interface plane .

as a function of energy, E, and polar angle (w.r.t. plane nor-
mal) cosine, u.

J-(u) - total of J-(E,u) over all energy bins.

F+(E,u) - positive direction electron flux (normalized to unit
particle incidence) across the material interface plane as a
function of energy, E, and polar angle (w.r.t. plane normal)
cosine, u.

-----
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6) F+(u) - total of F+(E y) over all energy bins.

7 !,(E) - Legendre coefficients of the polar angle distribution

L

Ty,

of J (E,u) as a function of energy, E. The J!. are coefficients ‘
of the Legendre expansion

[y

A
A

3. (5 = j{( +8) et (e (40

)

a

A

- 8) !m (E) J o " (E) - spherical harmonic coefficients of the positive
‘¢ direction, electron current angular distribution. The Jom (')

! are the coefficients of the expansion

‘ :S (9'?)63’
i x”(e)x, (o,v)+[{ Ty Yo 16,6) + St Yew 10 "’)]}

A -
y +1 Tt
.‘ g where Ji(E) = 9 ¥ 4 >

and the Ybn are as defined for the BIGSLAB program.
2 9) J;’(E) - Legendre coefficients of the polar angle distribution of
" J (E,u) as a function of energy, E. The J; are coefficients of
. the Legendre expansion

: I (e, p = Z{/m T YR
b L=»

10) J;,,: (E), J;;(E) ~ (same as item 8, but for negative direction

T electron current). *

2

4 All of the above energy dependent quantities are defined for 10 energy ,

:: bins of equal width O. lEo. The y-dependent quantities are defined for : A

% 10 y~bins of equal width O.1. p
]
P
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4.5 Program MCSPLIT , Quantities Calculated

:f 1) J+(E,u,z) - positi§e direction electron current (normalized to
- . unit particle incidence) across detector planes located at 3
:j values of z, as a function of energy, E, and polar angle (w.r.t.
& plane normal) cosine, u.

"
¢ 2) J+(u,z) - total of J+(E,u,z) over all energy bins.
3
S -
i 3) J (E,u,z) - negative direction electron current (normalized to
3 unit particle incidence) across detector planes located at 3

values of z, as a function of energy, E, and polar angle (w.r.t.
plane normal) cosine, M.

. 4) J (u,z) - total of J (E,u,z) over all energy bins.

. 5) F+(E,u,z) - positive direction electron flux (normalized to unit
b particle incidence) across detector planes located at 3 values
. of z, as a function of energy, E, and polar angle (w.r.t. plane
¥ normal) cosine, U.
M 6) F+(u,z) - total of F+(E.u,z) over all enefgy bins.
& 7) (E,z) - Legendre coefficients of the polar angle distribution
s of J (E,u,z) as a function of energy, E. The Jz are coefficients

of the Legendre expansion

T p2) = Z_(j-r (F 2)3 (1)

. "—fo’-'v B

'§ 8) J;;:(E,z), J:;YE,:) -~ spherical harmonic coefficients of the :

$ positive direction, electron current angular distribution. The i
4+

J;;') are the coefficients of the expansion »

Ttepe )=
N L. LYoo + T 4))5;“"?)]
-s S YTnED YloP+| Z I - ,

) o=s

[ XF>

LA AR
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where JIO(E',z) E —ﬁ. Jl [E,?)

and the Y2m are as defined for the BIGSLAB program.

9) ,J;(E,z) - Legendre coefficients of the polar angle distribution

of-J-(E,u,z) - as a function of energy,E. The J; are coef-
ficients of the Legendre expansion

- Q _ '
J e D= S (4.)T, (e, % (1)
£=>

10) J;;XE.z), J;;XE,z)~— (same as item 8, but for negative direction

electron current).

All the above energy dependent quantities are defined for 10 energy
bins of equal width O.IEO. The p-dependent quantities are defined
for 10 u-bins of equal width 0.1.

The three z values at which the above 10 quantities are evalu-
ated v>rrespond to the material interface plane and two additional
detector planes, one on either side of and close to the material

interface.
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?- S. Application of the TIGER(IO) Monte Carlo Code to the Determination
\ of Charge Deposition in Electron Irradiated Polymers
A (18)
;}, - Electron irradiation experiments performed at RADC yielded measure-
" ments of electron beam current profiles in the polymer CgHg0. Six such ex-
3:. periments were made corresponding to normally incident electron beam en-
« ergies of 0.4, 0.6, 0.8, 1.0, 1.2 and 1.4 MeV. Simulations of three of
e ’ these experiments the 0.4, 1.0 and 1.4 MeV cases, were performed using
{i the TIGER code from which energy and charge deposition profiles were cal-
o culated. The charge deposition histograms for the three cases are shown
= in Figures 28a,b,c. The smooth curves are least-squares spline fits to
= the histogram data. The smoothing algorithm( 0) used performed piecewise

cubic polynomial curve fits to the data points while taking into account

., their estimated errors (supplied in the TIGER rums). The smoothed Monte

y Carlg results were then numerically integrated using adaptive Simpson's
[{ rule(21) to obtain the charge fraction values corresponding to the ex-

- perimental penetration depth bins. The agreement between theory and ex-
, periment was found to be excellent. Table 3(18) ghows the comparison for
. the 1.0 MeV case. It was also found that the energy deposition profiles
X obtained with TIGER agreed well with those calculated using the Tabata (22)
jh curve fit algorithm. The comparison of the energy deposition profiles for
&) the 1.0 MeV case is given in Table 4. More complete tables are given in
0 Ref. 18. The complete program listing (program CHDP) for these calculations
is given in Vol. 1I.
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Figure 28. (Ref. 18) Monte Carlo histogram results
fitted to smoothed spline for (a) 1.4 MeV,
(b) 1.0 Mev, (c) 0.4 MeV, electron beams

normally incident on C6H90.
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Table 3<18)

---------
.......

Comparison of Charge Deposition

Fraction in CeHg0 Sheets of Width

for 1.0 MeV Electron 10.7 mg/cm?
Beam Source

DEPTH BIN
llnll; MONTE EXP.
{ma/emf) CARLO
0-10.7 -.003* -.0072
10.7-2).4 -.00] .0003
21.4-32.) .001 .0026
32.1-42.8 .$03 .0039
42.8-53.% .004 .0054
53.5-64.2 .006 -0067
64.2-74.% .007 .0081
74.9-85.6 -008 .0096
84.9-95.6 .009 .0137¢
3 0.5%* 4.002 2.0003
95.6-106.3 .011 .0118
106.3-117.0 .012 .0139
117.0-122.7 .014 0152
127.7-123.4 .016 .0193
138.4-149.) .017 .0183
149.1-159.8 .020 .0232
159.8-170.5 .022 .024]1¢
LR 4 +.002 +.0007
164,3-125.0 .023 .0248* |
175.0-1£85.7 .025 .0256
185.7-1%.4 .028 .0277
196.4-207.1 .030 .0300
207.1-217.8 .033 .0323
211.8-228.5% .036 .0345
228.5-229.2 .039 .0366
239.2-249.9 .041 .0388*
23 +,002 2.0004
249.2-259.Y 043 .0430*
259.9-220.6 .045 .0427
270.6-251.3 047 .0433
§281.3-292.0 048 -0443
292.0-202.7 .050 .0452
302.7-313.4 .050 .0468
313.4-324.1 019 0474
32‘-"33‘.0 .0‘7 .N‘3’
L4 4.002 +.0004
324,8-335.5 .047 . .
335.5-346.2 044 .3:;3
346.2-356.9 .040 .0392
356.9-367.6 .036 0358
367.6-378.3 Nx)) L0317
378.3-389.0 .025 .0273
389,0-399.7 019 .0224
399.7-410.4 .0M4 0177
240 +.002 .58
409.7-420.4 .010 .014
420.4-431.1 .006 _0392'
43).1-441.8 004 0063
441,8-452.5% 002 .0039
452.5-463.2 -001 .0021
463.2-473.9 .000 .0009
473,9-484.6 . 0004
484.6-495.3 .0001
2 800 4,00} 33
263

<

Table 4

Comparison of Energy Deposition Data
for Monte Carlo and Published Algorithm
Techniques for 1.0 MeV Electron Beam

(18)

o A AP IS IR I e Bs L It bn B - ——rv—y
RECIACAC ST AL REAC AR o=l Ry g% o™ Dt kAo O kAt e Ao
. X - - “~" . P A R R

Source
Tiger
J0mg/ce? | smoothed  |Referenceat
| bin tonte Carlo
midpoint
t] [mg/cm2) {[MeV/(g/cm?))|MeV/(q/cm?)
5. 1.83 2.02
15, 1.88 2.06
25. 1.98 2.12
35. 2.07 2.1%
45, 2.15 2.28
55. 2.26 2.38
65. 2.38 2.48
75. 2.48 2.58
e5. 2.61 2.69
95. 2.74 2.719
105. 2.87 2.89
115, 2.99 2.98
125, 3.10 3.0
)3, .21 K91}
145, 3.30 3.2)
155, .37 3.25
165. 3.42 3.29
175. 3.45 3.3)
185. 3.47 3.3)
195, 3.46 3.29
205. 3.4 3.25
215, 3.42 3.20
225. 3.36 n
235. .29 3.04
285, .a 2.9
25%. .1 2.82
265. 2.96 2.69
275. 2.80 2.55
205, 2.68 2.40
295, 2.%87 2.25
305. 2.21 2.09
315, 2.0% 1.92
325. 1.82 1.76
33s. 1.6] 1.60
315, 1.39 1.44
345, 1.4 1.28
365, .916 1.4
37s. .692 1.00
385. .516 .833
395. .361 .647
405. .261 .500
415. .162 .384
425, .098 294
435, .050 .223
445, .026 .169
455, .00 A2
465. .003 .094
475. .002 .070
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