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The development of theories of attentionh and the
study of problem solving represent distinct traditions in
the study of cognition. In this paper we present a @odel
of human performance that 18 intended to integrate
theoretical concept§ derived from the two fields. Two
concepts are central to the model. One jdea, taken from
the study of problem asolving, 1a the ides that thinking
can be described as the aclivation of productions -
rattern-actfon rules that constitule the elementary ateps
in problem solving. The second idea, taken from the stuay
of msemory and sttention, 13 that memory records can be
thought of as & set of interconnected nodes, called a
sesantic network. lIn 8 sesantic network model, memorties
ars arocused by the autosatic spread of activity through
the petwork. In our model a production is associsted
with each node in the semantic network, and that
production ia aroused vhen the corresponding node resches
a critical leve) of sctivity, The detalls of pattern
reacognition and production arcusal grocesses are spelled
out below., Becsuse the model deals with the interaction
betueen spresding activation and production execution, {t

will be referred to as the Production Activation Wodel.

The model has been faplemented as a computer progras.
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This hes made posatble the simulstion of a variety of
phenomena fros the literature on attention. Attentional
phenomena ware chogen for atmulstion because they depend
upon the interection between semantic activatiaon and
production executlion. Yhis contrasts with phenomena tht
depend upon the characteristics of elther the production
syatem, alone, or the semantic network, alone., To
tllustrate, Newell and Simon's (1972) sisulations of human
problem solving were determined entirely by the
charscteristics of production aystems they used, Thair

program did not contsin an analog of a s

ntic network,
0n the other hand, Anderson {1983, &, b) reports s

simulation of the "fan erfect,* the fact that the time

:nk'n to recsll & fact adout an obJect incresses with the
ousber of facts that are known. The simulation of the fan
sffect depended only upon the process of activation in &

semantjc network.

The decision to foous on the Interaction between

semantic sotivation and production sszeoution does not [ ]

that the resulting model 1s unable to handle phenomena
that depend on either praocess alone. Since the model is
capable of exscuting productions, f{t inherits the
capability for simulating problem Solving thst has already

been demonstrated for procduction systes sodels 11 nuserous
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studies. (See, in articular Wewcl) and Simon, 1972).
Since f{t contains a semantic network, the model couid be
used to sfwulate phenomens produced by Sewsntic
activation., 1In computer terminology, the sodel can be
loaked upon a5 an 1°.terpreter of production systems.

Therefore {t can execute any asimulation of problem solving

that is stated as a production system progras.

The attespt to deal with sttentional and prodlea
solving phencmeia within the same model {5 challenging,
because studies that focus on only one of these filelds can
afford to qgnore problems that muat be dealt with by the
other. Consider problem sclving. Ffreviously reported
production aystea mcdels have been used to sisulate the
accuracy of problem solving in situations in which the
subject was asked to perforw a single task, without any
constrainta on attertjon. These studies dealt with
neither the time pressures jnvolved in prodblem solving,
nor the effects of distracting concurrsnt stimulation.
The production activation model desls with both. On the
other hang, theorier of the activation of wemoriea rarsly
give a satisfactory oescription of the process by which
A model

inoressad activation is transisted into actioa.

in which the units of memory are productions rather than

(111-defined) engrams makes the connection between




Attention and Problem Solving Page 5

activation and action eaplicit.

This paper ips organized into three sectiona. The
first contains » description of the model and the
simulatton progras. The smcond prasents the results of
simulations of some of the phenomena seen in popular
psradigems of the attention and performance litersture.

The paper does not go 1nl: great detaj]l 3o discussing any
one slsulstion, since the inteat is to show the breadth of
the model rather tiem to explore itas potential for depth

of ezplanstion. (3udsequent, mors® specislised papers ars

Planned to discuss wsach of the sisulations in more

dstail.) The third asction discus

s the psychological
significance of the model, and cospares it to other modela

sof mental action.

Description of the model

Ve asnume that wben s stimulva i3 presented two
concurrent information processing sequences are initigted.
One iunvolves & pattern recognition process that culminstes
when s labsl identifying the atimvlus is placed in working
semory. The label provides sn interpretstion of the

stisulus that can serve as s ‘rigser for further actions.

Thie sequehoe of palttern recognitions, soticns, and

——— .
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further fattern recognitions will be called the
®controlled® inforwation processing sequence. In
addition, stisulus presentation is asaused to fnitate =n
"sutomatic® pracessing ssquence that behaves in quile &
different way, Instesd of relylng on pattern recognition
guided by information {n vorking seaory, the automatic
processing aequence relies upon the apread of activatjon
levels from one engrsm in Sepory to aasoclates of that
engram, without involving the vorking memory system, In
the following sectjon, these two systess are deacribed tn

detail.

As gentioned above, controlled processing can be
envisaged as the operation of & production systes
interpreter (Newell, 1973). Such lnaterpreters contain two
parts: a set of productions (pattiern-action nairs) stored
in long term memory, and 3 blackbosrd area thst contains
information about the current sjtustion. At each cycle
the pattern parta of all productions are compared to
inforsation on the blackboard. Il any patterns are
recognlzed, one or sore of the aspsociated actions are

taken. Figure 1 shows the relatiofships detwesn tLhe

bleckboard and long-ters semory vtilized in the Production
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Activation Model. The bdiackboard itself is divided into
three Aresa: two sets of external channels (one visusl and
one suditory) thast contain inforsation presented to the

system, and a working

mOory area that contains
information that the system itaself generates as {t

interprets probles solving situations.

Figure 1 here

The faforsstion flow 1aplict in Figure 1 will now be
sxplained. Inforsstion is placed in the external channels
by the "environment,® i.e., DY a proceas outside ths scope
of the scdel itself. The information presented may bde
Jdn either an "auditory® or a “visual® code. These names
have deen chosen for their odvlous analogy to sensory
modalities, but computationslly the only distinction
batween thes is that the ostimuli dre descrided {n
different codes. IJnformation in the extarnal channels ia
examined by the productions available in long-ters memory.
When an asuditory or visual pattern is recognized, an
internsl ladel for the stimuvlus ia placed tn the working
memory area. The internal label may either be in the
{(suditory or visual) aensory code in which the stimsulus

wea pressnted, oF it may be in an internal ®»

antic®

Attention and Probles Solving Page 8

code. If the label is tn a sensory code, it §s placed In
either the "auditory™ or "viasual® channel of the working
memory area. These channels provide a way for the pystes
to respond to internally generated stimulf, represented as
sensory codes. The in.ernal channels are thus analagous to
Baddeley's (1976) concept of auditory and visual tuffers

in working memory.

If the internal label is in the sewmantic code, it may
be placed in any of the the several semantic channela in
the working memory area. Baddeley and othsrs have
stressed the need for & modality free representation of
information §n uorki;g memory. The semantic code provides

such & representation.

The productions in long-tera memory contfnuaslly are
matched against both the external and working memory
channels, Thus cunfigurations of working memory say
themselves serve as stimuli for further actions. For
ezample, supposs that two stimuli were pisced on separate

external vi{sual! channeis. The model could bde "progra a®

{(i.e., provided with an sppropriste production systes)
that would select one of them, place it in the visual
caannel of working memory, and then use the Internal

visual code as » stimulus to place s sesantic
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intepretations of the origins" stimulus in the »

warking sesory area,

The following erample, which 1s bassd on an actual
sisulation study, 1llustrates the process in more detatl.
Conaider a two~choice resction time study in which ejther
of tvo visual stimuly - Stisulus 1 or Stisulus 2 - can be
presented. The subject's task is to identify the
stisulus, by waking Response 1 {f Stigulus ! has been
presentsd and Response 2 1if Stisulus 2 has been presented.
& production systes can be constructed using two pairs of

rules:

1. If stimulus x (2 »1,2) sppears on a visual
¢hannel, place the signal “recognised stimulus x* in
vorking aemory. Two productions sre required, one for

each value of x.

2. If the signal *recognized stimulua x* s in

working memory make response x.

The comdition part of a rule (the ®1f" clause) will
bs referred to as the pstters of a production. The
comssquant part (the "then® clause) will be referred to aa

the action. Ian ocontrolled processing, s sequence of
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productions is executed in an order that is determjined by
their level of activation. The first step In controlled
processing js detersination of the extent to which there
13 a2 match between the atfsulus and each of the patterns
in long-tera memory. A cosplete model of how stimult and
patterns are matched would constitute a thsory of
perception, which is quite beyond the ascope of our work.
Instead of including such a theory, the model includes a
pattern recognition process that is proposed a»
sufficiently descriptive of human perception for our

purposes.

The stimulus {s represented as an ordered list of
features, drawn from a feature alphabdbet, or code,
appropriate to that particular type of atimulus, Distinct
similarity matrices are associated with auditory, visual,
#nd semantic codea. The (1j}th entry of this matrix 18 &
Bumber, bdetusen zerc and one, indicating the extent to
which the ith value of & [feature io that code resesbles
the jth value. For example, if the stimulf vere figures
of varying ahape, the satry for (trisngle, circle) would
be near zéro, and the entry for {circle, ellipse) would de
near one, The diagonal (11) entries of the feature matrix
are always ome, indicating tbat a stisulus festure most

re bles itaself.




Attention and Prodblea Solving Page 11

The similarity mstrix notstion provides s flaxible
way of describing festures, since it sllows for the
poasibility of a confusion without requiring that ail
conceivadle confusions be permitted. For instance, s
stimulus aisilarity watriz could be constructed to persit
confusion betveen colors (e.g., red snd orange) or forss
{(triangle and aguare) but never betveen colors and forms.
Paychologically it would be more reslistic to think of
sub-dictionaries (and confusion matrices) within a large
dictionary of vi{suml or scoustic features. Ip practice,
it i3 easier to maintain a single dicticvhary for each type
of sensary codae.

Patterns are defined by crdered lista of pairs,
¢t,v), where £ 43 a festure in the appropriate code and w
is an indicator of the importance of the feature to the
pattern. The value of v may vary froam -! to «1, depending
on whether the festure 18 contraindicated, irrelevant
(ws0) or mandatory. The reseablance of s stimulus to a

pattern 18 computed using Luce’s (1956) cholce rule,

s e B
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3
Z: w(i) sim{at3),pl §)
=1

(@D Resemblance ofa e-=-a-c-coveov--

atimulus to L3
pattern ZV(J)
321

Ip this equation, k is the number of festures tn the
stimulus and the pattern, #(J) is the jth lesture of the
stimulus, p(J) 13 the Jth feature in the
pattern,sim(s(J),p())) 13 the sisilarity of feature »s(})
to festure p(J), as apecified by the similarity matrix,
and w(J) ia the weight of the jth feature 1n the pattern
The possibility that a stisulus msay not contain all the
features of a pattern ( or vice verss) can be handled by

ineluding & null code within each code dicijonary. The

null code must Not rasemble sny other code, {.e., the
off-disgonal entries for the null row of the similarity

matrix muat be 2ero.

In some experiments patterns must differentiate
betueen tha appearance of a stimulus on 8n espected oF sn
unexpected channel, This distinction 18 particularly

important in studies of dividad stteption, where s person
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may be told to react to the pressnce of & signal in the
right but not the left ear, or to a signal 10 the right
but not the left of the visual field. To sllow for this
poseidility, a pattera is furthear defined to have an
sdditional "resture,® corresponding to the channel on
which the stimulus is expected. The importance of
stisulus loostion 1s specified by stating & channel
welght, o, varying from 0 to 1, where ca0 indicates that
the channel 1 irrelevant, and os1 fndicates that the
pattern 18 defined exclusively for one channel. The
strength of 5 match between & stimulus and & pattera is

then computed by the rules

ressmblance 1f the stimuluse

1s on the expeoted channel

Hatch betwesn
(2)  atimulus end &
pattern
mblancs) 1f the

(1-c)(re
stimulus is on an

unantiocipated channel.

The distisction Detween channels and features

deserves oougent. Computetionally, a channel 1is &n array

R e R TN
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variaple that takes as 1ts value & vector of features.

The pattern part of each production is similarly & vector
of fegtures, and "perception® is the process of comparing
the value of a channel to the pattern part of &
production. Thts ssteblishes a hierarchy of dimenmions of
variation for etisuli. Stimuli way differ in thelr
festures, and differ 1n the channel on which they appear.
The diastinction 1s computationslly important in the model,
because patterns are first astohed to stimulf by cosputing
& welighted sum of matcbes baser on correaponding features,
#5d the resulting value then multiplied by » walight
determined by the chsnnel. .o slternative scheme would be
to trest a channel as an additionsl festure of the
stimulua. Consider visusl figures that varied in shape,
size, and color. Shape and size are determined by contowr
a8d dolor s not. Should color be considered as & festure
to 0¢ added .. with shape and alze, or should a simulation
be able to trest color in a completely different manaer;
1.9. as a channel? We have chosen the alternative of
distinguishing between channsla and features, The
isplications of the other alternative have not been

studied.

No clais 18 asde that the similarity computation rule

i1s & theory of perception. (It would bde of {aterest to
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replace the rule with a psychologically more justifisble
one.) Using the similarity computation rule allows us to
procesd with the teak of atudying the post recognition
phenosens simulated dy the Production Activation Model
itseif. This point fa developed 1n more detail in the

general discussion seotion.

The stisulus complex may contain information that
ustohes seversl patterns to varying degrees. Tharefore
8 ®confliat resolution rule® is required to determine
which production is to have its essociated sction
ezecuted. Confliot resolution is s general charmateriatic
of production systems (MecDermott and Forgy, 1978). In the
Produotions Aotivation Model, the patterm part of each

production has

sociated with it a non-negative resl
number, a, oalled i1ts activaetioo level, One, but only
one, of the factors involved im detersining an sotivation
level is the extent to which the pattern matohes some part
of the stisulus complex. The other factors are explained
belov. The ifmportant point here is that the confliot
resolution rule ias a procedure for comparing ectivation

levels.

As o computationsl deviee, the program's state is

computed for rinite steps of tise, called cyales. All

— e———— - e B
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computations within a cycle take ce functionally in
parallel, Within a cycle, at a¢ T semantic, visual,
or acoustic pattern may be sele ‘or execuation.
Therefore, patterns within a »f r~4ality (or code) are
compared with one another to dei. mf atch one, if any

will be selected. The conditions ..c selection sre

1. The pattern‘'s sctivation le must be above a
Presst threshold that is a characteristic of the pattern,

2. The wctivation level of the aslected production
Rust exceed the activation level of any other pattern
ststed in the same cods Dy an ssount, DELTA, that fs a

raraseter of the aystem.

The fact that the controlled system can respond to at

K0St one

ntio, one visual, and one acoustic pattern
within a single cycle will be referred to as the
*bottleneck condition.™ The points st which productions
compete for sction selection will de referred to as
bottleneck points. The Production Activation Model
contains three bottleneck points, one associated with each

of the codes.
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4 otrong restriotion of the model ie that patterns
sre stated in terms of the features on & single channel.
Thus 1t 1s not possible to define a pattern in terss of
concurrent festures on two ohannels, i.s., in terms of s
sultimodal stisulus oomplex. It is posaible for the
system to resct to wultf.ochannel, multi-~goded atimulus
complexes by recoding the components of these oomplexes to
iotersal stimuli 12 the semantic code, and then reaoting
to the constructed semantic stimulus. TYhe point 13 that
intervention by the controlled systes ia always required
to construct such apn internal system. Thers is no way
that the asystem can react to multi-ohepns) stisull withie

a single time cycle,

A2y productios systes could be reslized within tha
oontrolled processing frasevork of this model. Sinoce

unrestriacted computing systems are equivslent to Turing

®s0hines, it is genarslly held that they provide too such
power to de reslistic paychological simulations. The
usual vay ta avoid the Prodlem is to introduce the
restriotion that patterns msust not exceed s fixed leagth,
k®, that oould be looked upon as & limit on the capmoity
of working memory. There are then only a fiafte numbder of
possible prodwotions, carresponding to the finite aumber

of possibly disoriminedle atimuli, givea thst each

Attsation and Problems Solving Page 18

stimulus must consist of not wore then k® alements from »

finite code.

There is another restriction, not stateable in the
terminology of Turing machines bit stateable by reference
to the Producttion Activation Model, that msy be far more
important {n limiting human capacity, It is the concept of
interruptability, Furthermore, this restriction interacts
with limitations in the stxe of working memory. luagine
that the Production Activation Model, cor scme sisilar
device, contains s production system that fa logicsily
sufficient .o do &n arbitrarily chosen calculation after a
ainimum of n steps (p > 0). Suppose further that there 1s
some probability, q, that any srbitrarily cucsen atap msy
fail to exacute because of an interruption. That is, the
device is thought of as being embedded fn an environaent
in which high pricrity stimull for productions outside of
the set in question appeared randomly on an externsl
channel. If such & aignal appeara, its processing takes
priority over the vomputaton currently being done. Let
P{(n) be the probadility of cospleting am n etep

computation, Then

(3) P{n) ={1-q)

which decom arditrarily close to sero sa n increa

»




Attention and Problem Solving Page 19

Finally, suppose that the asize of & production pattern is
liwited. The effect of tdis limitation would de to force
a lsrge computation to be broken down into several steps,
thus inoressing n. Clearly the cosputing power of the

aodel is limited by the size of the patterns that it can
recognize, and that limitation 18 exacerbated by the fact

that the system 18 intervuptible by “iprrelevant® stimuli.

The Automatig Processiog Syatas

The asutomatic procesa’ng system operstes in & quite
different saaner thag the controlled system. It is best
understood by conceptuslizing each production as a node 1n
a network that 15 similar to the semantic networks
described by Collins and Loftus (1975) and Anderscn
(1976,1983, a,b). The connection between any two
productions, i and }J, is atated as an association value,
al1,3), that takes some value between ! and -1, If
production 1 has activation level x2{1,t) st time t, the
sotivation level of production § will bs inoreased by the
amount 8{i,3) ® z(1,t) at time te1. Thus faformation is
passed fros production to production by spresding
sctivation, svoiding bottleneck points. 411 productions
trenssit information about their activation level

simultsascusly. 4 single produotfion may send snd receive

— emee e V. -
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activation fros several productions, including ttself. If
the association link between two productions {s negative
(a{1,3) < 0) the sending production is said to {nhibit the

receiving production.

The two choice reaction time exsmple can be extended
to 1llustrate the autosatic Informstjon processing system.
Here 1t 18 ussful to think of Stimsuli 1 and 2 as
associated with Reaponses ! and 2 as a result of
instructions, training sand/or stimulus-response
compatibility. For instance, suppose that Stigulus 1 (s s
right arrow (®*->") and Stisuluas 2 a left arrow (®<-"), and
that Responses 1 and 2 conaf{st of the sovemant of 2 lever
to the right or left, respectively. Figure 2 shows the
network of associations that would be u.ed to simulate
this sjtuation., Three principles were used In
constructing the network (1). They are

1. Al} productions activate themselves, positively.

That te, 0 ¢ a{1,1) ¢ ¥ for al) §.

2. Any production whose action might produce the
precondition for a aubsequent production 12 positively
associated with the subssquent production. Thua the

production recognizing Stimulua 1 primes the production
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that ;uuld recognize thke associated semantio signal. (Te

1llustrate, a(vi,s1) > 0 in Figure 2.)

3. If the pattern parts of two productions represent
logioally exclusive interpretatiouns of the stimulus, then
the two productions 1ahibit each other. FPFor this resson,

alvi,v2) < O and a(v2,v1) < O 1w the figure.

These rules were chosen becauss they have been found
useful in a numsber of studiea of self orgaunising systeas,
Rote that Rule 3 1s a logicsl asnalog to leteral
inhidition, a phenomsncn widely cbserved tu the servous
system, The rules have been epplied to the construction
of semantic networks in all our sisulation studies. In
sddition, only one value esch is permitted for sll self
sesoctistions {(a(1,1)), all positive associations, and all
asgative sesociations. The same values vere used in all
the studies reported Bere. The fact that ressocnable
results could be obteined without recalculation of

paraseters indicsates that the model 138 robust.

Pigure 2 here

e -
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Decay, & 12e, and Refractoriness

If the automatic system opersted sxactly as
described, activation would Spread through the systew
without 1imit, To avotd this, s decey mechaniss hae been
introduced. At the end of each time cycle, all activation
1evels sre reduced by a fixzed fraction d ( 0 < 4 < 1).
(In all of our work, d has been set to .5) 1In addition,
blological iaformation processing systess are assused to
be subject to mimor perturbations. These perturbdations
are mcdeled by adding a rapdouwly distributed noise element
to each production’s mctivation level during esch cycle.
The noise element 15 distributed Dormally with sxypectation
of gzero snd a standard devistion, o. The e psrameter 1is
thought of as & rixed charscteristic of an individual at »
given point {n time. Except where noted, a constant value
of e waas used in all simulations. Similar decay and noise

proce

8 are required o virtually every associstive

network model of learning and cognition,

In production executing systems, the aoctivation level
of a production must be reduced once its action is takaen.
Othervise the aystes will keep repesting its selwction of

the same productica until new faput 1s recefved (NcDermott
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snd Porgy, 1978). 1In order to avoid this undesiresble
ocutcome, & refractory proceas bas bdeen inotroduced.

¥haen & productiom is ssleoted for sotivation §ts
threahold is raset to & value halfway betwaen ita original
threshold and 1te ocurrent sctivation level. Subsequently,
the threshold decays towsrd its original level at s rste
determined by the decey parsmeter, d. Thias induces 2
refraotory period, during which time nev productiona can

be activated.

Selected Resulis
This section presents a brief description of selscted
resulta tbat Rave beaen obtained with the sisulstion
progras. NResults have been chosen to fllustrate
principlea rather than to present a complete explanation

of the phenmom

in guestion. Four experimeantal paradigas
will be considered. The firat 1is the cholice resotion time
paradigs. In choice resotion time studies the participant
kaowe that exactly one of & limited pumber of stisuli will

be pr

euted on each trial, The task i1s to identify the
stimulus as reapidly ss possible. This situation was
ohosen for study becsuse it represents & protypically
aisple stimulus 1dentification situstion. Repetition
paradiges ocompiicate the ckoice resction paradigm by

iatroduolng aarryover effects from ane trisl to another.
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(In "pure® choice reaction atudies such effects are
statistically controlled by randomising the sgquence of
atiaulus preseptations.) Chofce resction time and
repetition paradigms deal with the identification of =
single stimulus, that ocan be treated as & unitary percept.
In both paradigms the participant knows vhere and when the
stimulus will appear; the only problem i1s to identify it.

By cootrast, in dvel task studie tvo or more stisull may

appear on & single trial., Typicslly the stinull will
appear at different places 1in the participant’s perceptual
field. The participant sust split attention across the
different sources of input. Finelly, in *Stroop®
paradigws two different stiwult are presented
aimsultansously. The two stimuli say be associated with
inoompatible responses, The participant's tesk 1a to
sttend selectively to s preasslected atimulus csteagory,

vhile ignoring other stimuli.

Our simulustion studies have focussed on simple
versions of esch of these four parsdigwes, in order to
1llustrate the Dasic prinoiples of the model., The
nuyserous complications that are possidle within each
paradigs vill oot be denlt with here. Puture papers that
szplore the simulation of Specific paradigma in grester

detall.

»

N
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Cholos Beantion Time Siudies

Chosce reaction time studies have produced a numder
of highly replicable phenomens, some of whioch have assumed

the statua of ®laws® in paychology.

1. HRiok's Law . The illustrative exemple dealt with a
two choioe reaction time atudy, i.e., oo any trial, one of
two stimuli appear. Choice rescticn time studies may be
extended to n-choice studies, dy sllowing the presentation
of any ofe of n pre-defined atimuli on s given trisl. As
before, esch atigulus is associated with s single

response. If esch of the n stimuli sre equiprobable,

a8 & function of the

resotion time inmare
logarithe of the auader of possidle stimuli. This fipding

18 koowm as *Nick's Lav.®

An un~cholice resction time study vas sisulated by

expanding the production systems and networks shown in

Table t end Pigure 1 to allow for 2, &, or B stisull and

responses. The results are shown in Figure 3, where the

susber of tise which plots the relation batween Rumber of

chotoes (on 8 logaritheic scale) and the number of time

cyoles before a responss. * ponse” rafers to the

sxecution of a production whose action inoluded on
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¢xternal repopse. In this graph snd all others each point
was detersined by averaging over roughly 1000 equivslent
trials. Figure 3 alsc shows results of study by Taylor
(1982), using human subjects. Clearly the results with
the ‘simulaticon mimic the buman results up to a ratio
tranaformation (milliseconds per cycle).
Figure 3 here

2. Sepsad-accuracy ktradecffs . The relation between
apeesd and accuracy of responding in choice situaticas has
been the audject of considersble study. If a person
apeeds up his/her responss in a particular chotice
situation the probsdility of an error inoresses. The
relation between probsbility of correct response and tise
taken to respond 1s almoat slvays & sonotonically
incresaing, negatively accelerated function (Pachsllse,
1974)}. Op the other hand, changes im sither the
conditions of the task or the state of tbe individual that
Produce slower reaction tiwes almost always alac increase
the frequency of errora. Thess tuo effects will de
refered to as the negative and positive spesd-acouracy

relations.

Both the negative and the positive relations cas be




e

Attention and Prodlea Soliving Page 27

produced by the simulation, by manipulating different
parameters. Figure 4 showa the effaot of manipulating the
DELTA parameter. Recall that this parsseter detersines the
extent of dominance that a production wust have over its
competitors, before its sssociated action is taken.
Loasaly, at high values of DELTA ovonfliot resolution takes
loager, dut 1s less likely to result from random
fluotuations in production activation levels. Thus
manipulatiang DELTA wil)l produce a nagative speed-acouracy

relstion.

Pigure 5 showa two different ways of producing
positive spead-scouracy relatjons., Pigure 54 was produced
by holding the DELTA parsmeter constant and varying the
size of the noise parameter, Inoreasing the valuea of the
acise psraseter both siowed responding sad decreased
scauracy. This can be thought of as being an anslog of
studies thet compares respomding across psople of
differing information procesing ohsrscteristios, e.g.
people of markedly differest ages. Figure 5P shovs &
ponitive spesd-acourssy reilation produosd by holding the
DELTA and aoise parametera constent, and varying the
parsacter establishiag the simlarity between the twe
viawal stisuli. Thie is amalogows to plotting datas from

ap experiment in whioh the stimulil to be identified vary
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in distinotiveness,

Figures &, S here

Stimulus rapetition affeacta : Io two choica CRT
experiments response Lime 1s @ function both of the
cholices availadle on the current trial and the relation
between the current and the previocus trials. There are two
aspects to this relationship; tha effect of the sequence
of stisulil presented and the effe.t of the
response~stisulus interval, 1.9. the time teaween the
oacurence of & response and the presentation of & new
stimulus, The two vartables iunteract to produce fairly
vide varistions 1in the response time. 4 subsequent paper
will present the sisulation of tater-trial effects in
considersble adetatl. Here ofly the basio phencmens will

be presented.

4 rabetitiop 19 defined to be the presentation of

the ssame sequUence oN L¥O or MOre sucLeseive triale. An

altarnation s defined to de the presentetion of
different #tisull om sudcessive triala. Vhile sn

alternation could be defimed for experiments involving any
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aumber of stisuli, only the 2-choice experiment will be
considered here. Thus if the stimuli are arbditrarily
ladeled t snd 2 a repetitfve sequence would de & sequences

of repesated preasentations, as in 1..1..7,..1, vhile

alternation would be repr ed by the Q

1..2..1..2. An experiment by Kirdy (1976) provides a good
1llustrattion of the basic phecomena. Responses to
repetitive sequences were rapid at a respoase-stimulus

interval (RS1) of 50 msece, while respoases to alternating

ssquences were rapid at an R31 of 2000 maeo.

The production sctivation model mcoounts for the
short 281 repetition affects solely by the sctivation of
the automstic system. Assume that & correat resposse to
stisulus 1 Bad Just besn produced, By definitios, the
sativation levels of the productions ansocisted with
1dentificatiom of, and respondiag to, stimulus t will have
been higher thas the activatioa levels of any competiog
production. Ibn fact, the only thiog that keeps the
response from being repeated is the temporarily elevated

response tar

hold of the preduotion producing the
respomse. If the same stimulue iaformation ia
re-presentesd, o8 the next trial, the automstic systea will
siready be biesed towaerd produotiom of the sppropriste

response. HNovever, the bias o8z be slisisated if the N3]
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is sufficiently long so that the decay process reduces the
activation lavel of all productions to sose low, nesr-tero

value.

Alteroation effects are gensrally accounted for by
anssuming that the dectsion saker hsa a acre or less
conscious bias against expecting stimulus repetitions,
1.e. a crude version of the famous gambler’s fallacy
(Kirby, 1976). Tbhis assumption can be modeled by ssauming
that there exist productions ip the controlled system that
biss the progras toward alternation. To simulate such an
effect two sdditional productions were added to the
production system for the cholce resction sisulation. The
first producticn had as 1ts pattern the stimulus that
response 1 had occurred, the other patters recognized that
response 2 hed ocourred. Upon recngnition of response 1,
a9 a stimulus, the sppropriate produotion placed s
tnternally generated stimulus that resembled stimulus 2 in
the visuasl working memory channel. In computing terms,
*reseabled® simply means that the stimulus similarity
tetween the actual stimulus 2 end ite fateraelly generated
expectation wee greater than Sero, though less than 1\, and
was also greater thasm the resemblance detueen the icteraosl
atisulus and stimsulus 1. Pollowiag the tarsinclogy used bdy

Posmer (1978), this can be thought of as an internally
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sociated

gonerated signsl that primes the productions
with tdeatifying stimuluas 2. The production for
recognizing response 2 primed the productions aasoccisted
with recogniszing stimulus 1 {n & similar manner. Claarly
thess productions, aoting slone, would produce an
sltarnation effect, bscause the presence of the prisiag
signal in working mesory would effectively lower ths
thresholds of all productions assoolsted with the expected
stisulus, Hovever, the slternation mechaniam csn only be
offective if the ASI is lomg encugh for the relevant
productions to be selescted. This contrasts with the
repetition mechaniasm, wbich can only be effeotive at short

RSIe.

Figure 6 demonstrates response and slterpation
effects st short response-stimulus intervals. Panel &
shove the effeots i1m data produced by the
production-sotivation model. Sequence AAAA represents the
repetitive presentstion of the same stimulus onm four

avococessive trials, ssquence ABAB rep ents presentation

of alternsting stisuli, In the rums that produced this
dats o#tisull vers presented ismedistely after the model

had »

6 & respomas. Thers ia & strong repetition effeat
and a0 alterastion effeot, Panel B of Figure 6 18 &

replotting of Kirbdy’s (1976) data for his 50 mseoc RS]

B SUR U,
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ondition. As tn the model, there is & repatition effect

but not an slternation effect.

Figure 7 presents sisilar dats for long NSI1's. Panel
A shows the result of model runs that contsined and
irtroducing a blank period {i.e. no stimulus present) of
six internal oycles betwesn the response and the next
stisulus presentation. During this period the sodel
continued to redistribute activation, sand to react to any
internally generated stisuli in the wanner describded
abova. Panel B is a replotting of Kirdy's dats for the
2000 msec. RSS! condition. 1In both the simulated and the
human dats, repetition effects do no sppear, bdut

mlternation effeots do,

In the human dats, responsens st the 2000 RSI
condition vere more rapid, overall, thap responses i{a the
50 msec RSI condition. This 18 not true in the model. No
attoupt has bdeen made to reproduca this effect, which say
be due to properties of the motor system rather than to
the intersction between expectation and stisulus

1dentification.
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Pigures 6 and T here

Splitiing attention. Ib ohoice reaction time studies the
partioipant must identify s stisulus that appears in a
known location. The mext seriea of studies involve the
detection of stimeli that sppear randomly at different
locstioas. Am experimeat by Kinohia (1980) provided the
motivation for the eimulation. [Kinchla's observers had to
attend to two smalil lights, at differesat locatfona ia the
viswal field. In terma of the model, the two looationa

were treoated as peparate external visual chennels. On

ssoh trisl one or the other of the lights might flicker
driefly. The observer’'s task ves to fadicate vhether or
aot & rlicker h&d ocourred on either oxannel. Thus the
dopendent variasdle waa the probadility of s correot
detection, rather thea the latency of a response. The
chief independent sariabdle in the experiment was the
priority that the obdserver was to assign to each chavnel.
Priority was dstermined by !natructions, and by poinmts

revarded for s dorrest detectioa.

T

simulatios for thie task was closely related to

the CRY simulstion. Inforsatios was presented over the two

—
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visual external chansels. Initislly both channels had null
sigoals (31) placed on thes. These signels corresponded to
the lights. Then, on sxperimental trisls, s target (S2)
signal was placed om one of the channels briefly. Catch
trisls were alsoc included, §n which no target signal was
presesaced. (Naturaily, Ktachla also used catch triels.)

The target signal was then replaced with the St signal.

To permit false slarms, which do occur in this type
of study, the resesbdlance between S1 and 32 stimull ves

sot at .50,

The produciion system used is presented fo Table t.
It contains two productions assooiated with gach viaual
chanuel. The two productions can de thought of ae
minieture “choice resoction® productions within esch
cbannel. One recogaized atisulus S1, end the other
recoganized stisulus S2. 4 trisl on which a signal was
pressnted was Judged osorrect if either of the productions
for recognizing 32 was seleoted for execution. On catch
trisls, the firing of one of theas production was recorded

a8 & false alara.
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Tabdble 1 Hare

Pigure 8 shows the semantio aotivation network
asscotated with the producticn systes. 4il producttons
were assigned to the visusl code. Since all productions
were ot the same lavel (deteoction of an elesentary visual
display) each production positively primed itself, and

1ohidited all other productons.

fhe notion of priming was used to sisulate the effeot
of fastructions, 1in & sanner similer to thet developed for

the study of slternation effects. It was a

sed that,
given sppropriate instructions, & person oould generate an
internal ®priming®” signel that would have the effect of
lowering the response thresholds of all producttons
sssocisted with & particusr channel. Thus the threshold
value for each ohannel served as the primary dependent
variadle. Thresholds varied betwean 1 and 0,
complesentarily. That fa, if threshold x was ssaigned to
the productions of obannel 1, threshold t-x vas assigned

to the productioans of ohannel 2.
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Figure 8 Hers

Data froms this sort of study is ususlily represented
as a ®performance operating characteristic® (POC), in
which the accuracy of deteotion of targets on one channael
is plotted against the asocouracy of detection of targets on
the other channel. 1In Kinaobla‘'s (1980) atudy the POC was
linear, providing that perforsance wss plotted i» terms of
*bit rate”, the percent of targets oorrectly detected. For
the POC to be meaningful, though, false slaras shoulq
ocour on only a asall percentage of the trials. (It 1s
important to have some falae alsras, to enrure thst the
subject has not set an excessively high criterion for

target detections (Pachella, 1973},)

Pigure § presents the POC obtained by the simulation
It 1a clearly linear. The error rate for catch trisls was
sbout 55 overall, with somevhat more falae alaras
ocourriag wvhen high priority wes given to one or the other
of the chapnels. Whether or mot the last effect is
cheracteristio of aumen responding is unknown. EKinohla's

dats 18 also shown for compariscm, Rote that in Kinahla's
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study subjeots never completely ignored the leas relevant
atimulua, so the PFOC does mot cover thae extreme points

thet could be simulsted.

Figure § fiare

Atroep atudiss . The last eimulstion to be reported deals
with the Stroop task, s situation considerably msore
complioated thun the other paradigms described here. In
Stroop situations signsls sre presented simultanecusly on
two separate chammela. The participeant is instructed to

2ske a3 fdentifying response to the stisulve on ons

1, while igoortng the otber. The two stimuli will be
referred to sa the relevaat azd irrelevaat astimsulg,
reppectively. There are three baslic experimentsl
somditioas. lz t2e mextral coadilttioa the relevast and
irrelevent stisvli sre not assoolsted with either common

or suteally exclusive respon . Iao the conflict

cosdition the relevesat and trrelevant stimuli have strong,
and sstusily cestradictory, ssscciations with the possible
responses. In the facilitating condition the Televant and

frralevant stiguli sre doth Mighly overliearaned cues for
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There are a variety of Stroop situations, each of
them producing a sosevhat different pattern of reaponses.
This report deals only with a simulation of a standerd
Stroop task, based on Stroop's (1935) original experiment.
(3 much more detasled atudy of Stroop tasks will be
reported subsequently.) In Stroop's experiment

participants had to name the color of 1nk in which words

vere printed. The words were themaslves color names; e.§-
the word CREBY pristed in red t1pk. This, obdviously, fs s
conflict condition. Io a facilitation condition GREEN
would be printed in green ink, while in & neutral

ocondition eftber a oolor pateh or a non-color word (e.g.

DOOR) would be presented In colored tok. Ip general, if
people are aaked to bame tba ink color thers 15 s wmarked
slovtiag of tdentiffostion resposses 1o the conflfct
condition, and s negligidle inorease of speed io the
facilitation condttion (Dyer, 19473). Reading the word
takes bhalf a3 Nuoh time as color Desing, and 18 relatively

uninfluenced by fink color.

The sfmulation of perforpance in the Stroop task was
based on the sodel proposed by Mortom (1969). Mortoo used
s somsvhat spesutalized voosbulary, so his 1deas will be

restated using the vooabulary of the Production Activatjon
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Model. For thoae who are familisr with Morton's notstion,
hls logogen correspoads rougaly to s node ip the sessntic

oetwork. Io Morton's model thare is no e

ment
corresponding direoctly to our ®produotion,” but the idea

of & produotion’s bejng sctivated s

=8 ia the spirit of

bis notion of the sctivation of logogens.

Stisull sre assumed to appear on two visual channels,
as iu the came of the sisulstion of split attention. The
sctions subsequent to recognising visual stimull, though,
ere muoh wore cosplex tham in the case of the detection
experiment. Table 2 shows the produstion systes for s
simple Stroop task in whioh the words REZD and QREEN might
be pressnted in red and green ink. It oonsists of thres
parte. The visusl productions are aomewhst analagous to
those 1n the detectiom study; eschb channel has associated
with §t productions for recognising either the worda or
eolora for ®red® or "green.® The action parts of thess
productions esch generats an appropriste semantic
stinylus, indicating to the system that s "red® or “green®
stimslus has ocourred. The semantic stimulus, i turn, is

recogaised by »

atie productions that generate an
iotermal auditory code indicating to the aystes that an
szternal verbdal resposse 18 required. VWhen the suditory

ioternsl signal is recogaised the appropriste verbsl

Attention and Problea Solving Page 20

response i3 made. (Maturally, the computer does not
actually make this response. It {8 simply recorded as

being executaed.)

Tadble 2 Rere

The two part trenslation from visusl to sesantic

codea, and from semantic to verbal responding, may sees

clumay. It was included to extend the simulation to
situations {n which external instences of internal
concepts must be recognized, and the concepts themselves
sust be used to guide the seleocticn of "response codes®,
usually for avditory responses. See Mortonm (1969) for

further juatification of the basic theory.

The visual productions oontain two features in their
pattern part; one referring to the external stimulus and
one referring to the instructions. Jastructions are
presvmed to act a3 internally generated goal stimull that
priss partioular produotions, in the manner demcrided
earlisr for the aplit sattentiop snd stimulus alternation
studies. Thup it is posajible for s stisulus to fully matoh

8 visusl production only if the stiwulus is relevant to
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the instruoctions given. However irrelevaat atimulil may

partially match their associated productions.

Figure 10 displays the semantioc netvork asssocisted
with the produactions. Several assusptions fros Morton's
model are incorporated in the figure. One 1a that, ss a
result of overlearning, ths forse of words (and hence

thaeir associated produotions) will b

e become associsted
direotly with the acoustio codes for words. By contrast,
color stimuli, and their ssscoiasted productions, sre

[ med to be associated with the o

antic codes for
cclors, rather than the name codes. Nowever name codes and

semsotio oodes for colors are doth assumed to be

asscciates of each other. The effect of these assumptions
is that im & Stroop comfliot sitvation the controllaed

production system and the automstic semantio network

system partially work against esch other. Irrelevant word
stimull sdould be more effective faterferers thaa
irrelevant color stisuli decause the word atiauli heve a
rapid path to the (incorreot) response, via the automatic

processing system.
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Figurs 10 here

Figure 11 depicts the results of a sisulation of the
atx possible Stroop oonditions. Most of the Stroop
findings are replicated. The color nasing-conflict
comdition produces by far the slowest responding.
Factlitation effacts are relatively assll for color
naming, end non-existent for word naming. There are two
exceptions to the mormal Stroop finding. One 1a that the
®word resding® conditions are oot as much faster thap
®"golor baming® as they should be. The second
contradiction to human dats 18 thst comflict {s found 1o
the vord reading conditico, That s, it takes longer for
the simulation to "resd” the word RED printed in greea ink
than 1t tekes to read RED printed in a neutral color. &
detstled analysis of the simulation iadicates that thess
effects oould be markedly reduced by increasing the power
of the forvard association bdetween word recognition snd
suditory patterm recognition. This would involve
manipulating & parsmeter thst hes been a constsnt in all
other studiesa reported here. Vhile the manipulation seems

a reasomable one, the data in Pigurs 10 are reported for

consistenoy, and becsuse our aim is to show that the »
.
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simulation can handle the gross phenomena from & variety
of paradigms, rather than to demonstrate hov the sodsl can
be tuned to mimic the data from a aingle situation in

grest detatil,

Figure 11 haere

Related Theoretical Studies

Tats ssotioa wil) compsrs the Production Activation
Model to three other thecratical propossls; the ACT® model
developed by Anderson (1983a,b), the cascsde processing
model developed by MaClelland (1979; Ruselhert and
MaClelland, 1982), snd Eich's CRARM model of memory
storage snd retrieval. These models should not be
considered as contending sxplanations of the same
phenosena asnalyeed using the Production Activation Model,
por do they comtend with eech otber. The different models
represent complemantary snd compatidle approaches to

distimot, bdut related, cognitive behaviors.

—— - ee—-
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Ihe ACI® model

Anderson's ACT® model of memory snd probles solving
reseables the Production Activation Model in several ways.
Both are systems for interpreting productiocas (a order to
determine actions. Both represent information in long term
memory uaing semantic networks. ACT® contains three types
of internal stimulus codes; codes for apstial information,
tesporsl order, and for abatract propositicnal
information. The three ocodes are loosely anslagous to the
visual auditory, and semsntic codes of the Production

Activation Model.

The most striking discrepancy between the two modela
is in the complexity of the patterna thst serve ss cues to
production activation. In ACT® production patterns may be

complex conditional »tat

ents. For exssple, Anderson
(1983b, pg. 1AR) presents an eightesan ters conjunction ss
the pattern part of a production for recognizing the word
EACH, Several of the terss in this conjunction are
themselves conjunctions. Such psatterns sare clearly such
more complex than the patterns dealt with in the present
studies of the Production dotivetion Model. However,
complexity alone does not represent s basic distinction.

It would be possible to represent Anderson's eighteen tarms




o
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conjunotion within the Produotion Activation framework,
snd thers {s every reason to believe thet pecple do have
the ability to recognize oomplex situstions. 4 more basic
difference between the models is in the techniquens that

are used to match stimsuli to patterns,

In ACT® patterns are matched to stimull using o
computational method known as dsts-flow pattern mstohiag
{Porgy, 1979). ZExpletning the details of suod & mapping
would be deyound the scope of this paper. The important
point 1s that s coamitment to the data flow matching doss
not restrict the logicsl complexity of the description of
the clasa of stimulil that aotivate a given production (1).
By contrast, the Production Activation Model uases u linesr
disorimination procedure to determine the relative
streagths of matohes Detween the current stisulus and the
patteras stored in long ters aemory. There are
interesting, relatively simple oclsssification rules that
cannot be realiszed by a linear difasorimination procedure
(Winaky and Papert, 1968). For instance, the
bioomditional rule (dm ites 1s a member of class I 1f 1t
has both festures a and b or if 4 has neither featurs)
oannot be resliszed by auch & prooedure, slthough it sould
be realised by data flow pattere matohing. Tharefore sore

powerful prodwetions oam be stated withinm the ACT®
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Cramauork then within the Production Activation framework.
Vhether this should be regarded as s Bstrength or weskness
is a matte: of debate. Linear systems can be Jjustified by
reference to simple neursl models. However linear systeas
are probably not powerful enough to madel all human
pattern recognition, Does such sodeling reguire & system
of the complexity of data flow networka? The anawer to

this Question ie wot known,

A similar remark can be made about the use of codes
to define the pattern parts of productions. The Production
dctivation Model contains the strong assusption that
patterns are defined only within a code type. It $o for
this resson that producticns compete for activation only
within clueses of productions; auditory productons with

themnelves bul anot with viausl productions, and so forth.

Although ACT® has thrse cods types, there 1s apparently no
requirement that the pattern of s production be restricted
using only one code type. ACT® could reacognize s

cross-sodal stimulus, such ms 8 barking dog, by asctivating
a single production. Thus ACT® assumes a primitive adility

for aros

modal integration, while the production
aotivation mode) requires s sub-mode) of the integration

process.

>
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In the Pattern Aotivation Model a stimulus is defined
88 an ordered set of features on a particular ochannel.
ACT® does nmot have a similar ooncept of channels within a
code type. Thus ACT® has the capadility of rescting
directly (1.e. by the matohing of a single production) ta
s stisulus defined dy the totelity of festures present ta
the external world, while the Produotion Activation Model
sust build up sa internsl representation of that stisulus,
by recognizing the presence of patterns on different
stimulus channels, and using these recognitions to piece
together an internally genersted coding of the total

stimuluas complex.

The distinotion between production sctivations bdased
on restriocted or unrestricted pattern reocognition 1s a
serious theoretical issue. ID the ACT® framework a orosa
modal stimulus, or s oross-channel stimulus within a
partioular mode of presentation, could activate a
production direotly. Therefore it could initiate automatic

dats prooesaing within the semantic netvork. W¥hile

something resambdling crosa modal (or c¢ross channel)
sutomsatic data processing oould occur im toe Production
Aotivation modsl, througk partial aroussl of pattersns, the
amount of sutomatio {oformation processing vould be

limited. This reises an important espirfosl question., Is

!
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it possible to sutomate respcnding to stimsuli defined 1n
terss of msors than one internal code? Or defined in terma
of the combination of information on more than one

channel?

ACT® and the Production Activstion model also differ
msrkedly in thefr trestment of reaction times. In the
Produotion Activation system response times sre derived
fros the dynamice of the development of activation levels
associated with the various produoctioms. In ACT® reaction
times for mesory retrieval are computed as a function of
properties of the distribution of activetion in a stable

a8 ntic network, after the dynamic phase of & response to

a stimulus has been completed. The difference (n emphasis
is appropriate, considering the difference in the typs of
process being studied. The Production Activation Model
studies have been focussed on situations requiring rapld
responses to essily recognised atisuli. The rasponse
times being wodeled are seldom more than a second. The

retrieval proceasses atudied in ACT® sisulations (Anderson,

1983a) may take several seconds. It seems resscnabls to
regard thes aa the result of s search process that
examines stable activity of & sesantic network, instesd of
the being an offshoot of the initis' dynasic responss of

the system to stimulus presentation. Apnderson does not

>
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offer a model of the search process itself.

These differences between the models osn be resclved
by regarding ACT® apd the Producotion Activation Model as
complementary models that deal with different phenomens,
in s cowpatible manper. ACT® models have besd proposed
for the retrieval of information from memory, &ad for
complex cognitive aots, such as solving prodlems in plane
geometry. An snalysis of suoh actioms by modela that
begao with phenomena &t the level of physical stimulus

recognition would quickly become hopeleassly complicated.

The Production Activation Model has been designed to deal

with thess precisely more molecular situations (2).

Ve csonjegture that ACT® ocould be recreated as a set
of produotions to de executed by the Produoction Activation
Model. Dats flow networks, which are treated as
primitives by ACT®, would be trested as deocision prroesaes
to be modeled, The complex patterns recognised direotly
by ACT® would then de "named®™, as & response, by the
Production 3ystem model, Stimilarly, oross modsl
integrution oould be einulated using the Production
Aotivation model, and the output of the simulation used as

an %ele

tary® stimslue feature in the ACT® framework.

The reswlting simulation progras would slmost certainly be

—-
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a clumsy cosputational device, 80 one would hardly proposas
developing a working model for use in extensive
sisulations, The development of one or two simulstions to
test the extent of complementarity would be interesting

exercise {n theory development.

There are soms Ripor discrepancies between the models
that require brief comment. ACT® aad the Production
Activation model differ in the details of the algorithas
that are used to execute various actions; s.g. to compute

the spread of sctivetion levels through the s otic

network. Given the current stats of knowledge concerning
the simulation of cognitive action, the use of slightly
different slgorithms is a minor discrepancy. At some
point, though, a theoretical justifiostion should de
offered for all algorithms used in s simulation. This
point will be discussed again, in connection with

MoClelland's ocascade model of inforsation processing.

riaally, ACT® is progremmed in LISP, wbile the

Production Activation Model hss desn programmed ip PASCAL,

Thie discrepancy 18 purely a technical one, snd has fno

paychological significance vhatscever.
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fascade models of pattern recogaition

In the Produotion Activation model proce

s
associsted with the seleoction of a production at cne atage
of information processing can begin bdefors the completion

of processing at prior astag

« PYor example, if a visual
stimulua is presented the activation of relevant visusl
pstteras can feed activation forward to semantic patterns,
befors any production breaks through the visusl bdottlensok
point to be ezscuted. This ocontrasts with seris) sodels
of information processing, which require the completion of
analyases at one atage before & subsequent stage oan begia.
McClellsnd (1979) ocoined the term ®Casosde Prooessing® to
refer to models which have this characteristic. He
presented & detailed description of a particular class of
sascade models, S3Subsequently, Rumsihart and McClelland
(1982) used the cascsde model az the basis for &

sisulation of visual vord recognitioa,

In MoClelland*s casocade model, concepts ia memory arse
represented by nodes that vary in their level of
aotivation. The nodes in a network sre divided into
eubsets ("levels®). Connections between nodes on the sase
level ere predominateiy inbidftory, while connections

between nodes 1n differeat levels are generslly
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facilatory. This 18 saxactly the achese used to connect
the nodes representing "semantic®, *vy{susl®, and
“"auditory"® patterns 1n the Production Activation Model
(3). Therefore the networks used 1n the Froduction
Activation Model could be thought of as specific exasples

of the cascade networks that HcClelland describes.

McClelland's models Dave been appifed to the
sisulation of word recognition of words (Rumelhart asad
McCleliand, 1982; McClelland and Rumelhart, 1981). In
these atudies the process of recognition begins with the
tdentification of very simple visual features, such as
horizontal or vertical line segments, end word and letter
recognition ja derived. In the Production Agtivation
studiea stimulus recognition at the word level is amserted
as a primitive process. It would be posailbie to regard
MoClelland's work 88 an analysis of bow activation is
spread from level to level, snd the Production Activation
studies as analyses of the consequence of that spread.
The sase view could be taken of the relation betveen

HcClelland'a work and Anderson's.

MoClellsnd’s models deal only with pattern
recognition snd memory sroussl. In ths terminolagy of the

Production Activation model, cascade procesaing 1s a
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aschanias that could be used to produce automatic
responding. TYThe cascads wodel does act deal with

mechanises for controlled responding.

There is one confliot between MaClelland's models sund
the models explored within the Productionm Activation
framevork. In MoClelland's model the spread of activation
froa node to node is controlled by am algoriths that bas

the desireadle property of lisitiag the saxis

activation
level of any node to & pre-estadlished asymptotio value,
The algorithm used 1n the Production Activation model
could, 1a theory, produce an arbitrarily high level of
sctivation st any one ncde. While thia situation has not

»

emoountered 1in preactice, its possibility is

bother

@ beocsuse the potential for a limitless
aotivation level seems usrealisttc. & fev attempts have

made to reproduce the simulations reported hers,
using MeClelland's slgoriths for spresding sotivation

through the metwork. In none of the cases studied did the

model's beksvior resesbdle human data. Interestingly,
Anderson (1983b) reports similar results whea MoClelland's
slgoriths wae imocorporated into ACT®. Oiven the success of
the sigoriths fo simviating the date from stimulus

recogaition situationms, its failure in thess sisulations

{a pussling. 3olviag this pussle would de a useful study
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in the wmathematical snsiyais of psychological theories.

Ihe CHARM Moded

Bich (1982) naa developed s “"Composite Holographic
Association and Retrievsl Model®, hence the acroaya. Ia
the CHARM model & etimulus is a veotor of featurs
strengths. Associations between two stipull asre
establishe¢ by storing the convolution of the two atimulus
veotors. Storing the coavolution of stimulus vectors
produces ap inforsation storage systes similar to the
“memory® diaplayed by a holograph, which stores the
convolution of the light spectrs fallfng on it from
differsnt sources. GERich has shown thst the information
contained (o tbe convolution may de combined with
information in a probe stisulus (i.e. & recall :use) to

reconstruct the orfginal stimulus.

Eich's model does aot contain s production syates
stage, which 1s not surprieing since the model has been
presented solely es & model of memory. CNARM ia discussed
here becsuse it could de iogorporated into the Producstion
Activation Model as an explanation of the pattern
reaognitios process that 1s s primitive in the Production

Aotivation modsl, In tbe modsl specified here stimuli are

.




|
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recognized by a cosputing the similarity between the
atimulus complex and the pattern recognition part of a
production. Similerity is defined to be a weighted sum of
the resemblance between features of the stimulus and
features of the pattarn. How the pattern came to be in
long ters memory is & problem outside of the scope of the
model. Bich's proposal provides motivation for an
alternative model, in which each pattern is a record of
the convolutions of the stimulus-stimulus sequences that
the systes has experisnced, If Eich's model vere to be
incorporated as the pattern recognition process for
produotion activetion, this would at once provide an
elementary learning mechaniasm and offer a mechaniss for
pattern recognition that could be justified by appesl to
supporting paychological studies, rather than to the

assertion that it produces reaaonable results.

¥hile the $dea of incorporating both the cascade
processing and CHARM t-~dels within the Production
Aativation frasework is a conceptually sppealing one, the
teohnical probless of incorporation should not bde
underestinated. Both ths CHARM and cascade processing
sodels require extensive numerical computation. The
computational burdens of the Production Activation model

iteelf sare not triviel (3). The computstionsl problem may
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not be solvable without acceas to the very large, high
spesd array processing computers that are just nov
becoming svailadlie. The explorations of this class of
psychological models may be well be limited by the

computing pover svailable to the researchers.

Susmary

The Production Activation Model incorporates two
ideas; the use of s semantic network to activate concepts
held in long teram memory and the use of production systess
to manipulate {nforsation in working mescry. The semantic
network is seen as controlling mutomatic, highly
overlearnad responding. The working memory syastes
determines slower, controlled responding based on
deciaions made sbout the current stimulus complex. The
model has deen used to coustruct sisulatioas of human
behavior in a variety of parsdigmss in which people must
choose guickly detween pomsidle interpretations of the
stisulus, wonitor two atimulus channels for relevant
inforastion, or respond to one chansel wvhile ignoring
another, The success af the simulations indicates that

the mode)l has considerable breadth of applicaton,

The logical relation batween the Production

-
LY

-l
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dctivation Model and other sodels of semory snd attention
was considered. The Production Activation Model deals

with processes more molecular than those descrided in

Anderson’s ACT®. As a copjecture, we believe that the
pripeiple features of ACT® qould be reprogrammed aa a
specisl case of the Production Adctivation wodel. 1In
tura, NoClelland's models of casosde processing and Eich's
CHASN model of memory osn be thought of as models for

proces

8 that are treeted as primitive actions fo the

Production Aotivation Model.

Mathematioal modela of psychological phenomena have
been oriticised for beiug elaborate models of highly
specislized laboratory paradigas., The work reported here
partially refutes suokh a cleim, What has been shown is
thet there is cossidersble compatadility detween the 1deas
used in the snalysis of suoh disparate situations as two
choice reaction time experiments and the analysis of
protocols taken from master ohess players. i grest deal of
further theoretical work remains to be done to explore
various areas of compatability and incompatability. Some
aspeots of the furtber work will require extensive

computing facilities 12 order to conduct the mece

atioas. MNeverthbeles

we are encourag

prospects for developsent of psychologicsl theories that
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ara at once brosd and preciss.




—

—~
-
b=
Ja—
Attention
o And Prodlem solving Page 59 Attention and Probles solving fage b0

recsll model. FPaygh. Reyiey, 83, 627-661.
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eriticiams of our spproach,

1. Anderson's dsts flow networks contain nodes that can
compute logical functiona of thefr laputa, See, for
instsncs, the example provided fan Anderson, 1983b, pg.
139-145. Given this much computing power, it 13 not
clesr that there are any limita to data flow networks
other than those that apply to Turing machinea. I[n
sore psychological teras, ACT® provides no principles
to l1fait the complexity of pstterna that can be

recognited directly.

2. Anderson (3983b) has sketched warys tn which ACTS
might bs applied to pattern recognition and sttention

and perforgance paradigss similar to those studied
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here. Nis detailed studies, how

r, bave been of much
aore complex situations ifaovolving learning, problam
solving, and long ters memory retrieval (Anderson,

1983a,0).

3. The organization of nodes in the Production Systes
Hodel was based on earlier work by Huat (1967).
MoClelland's {1979) dstasled analysis of cascade models
represents the parallel evolution of a sisilar idea.
The general concept of lateral inhibition coupled with
positive feed forward clrcuits also appears in a number
of other propossls for mathematical models of

biological information proceasing.

4, The sisulations reported in this article required
several hours of central processor time op & VAX 780
computing system. This does not include time for

program developsent or for exploratory computations.
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Figure Captions

Eigura 1. A schematic of the architecture of the

production-activation sodel.

Eigure 2. The semantic network used to conneot
productions in simulating a two-chotce reaction time
study. ¥[x] ia the rule "if visual atimulus x s
recognized, create semantic stimulus S[(x).* S(x] t1a the

rule "if semantic stimulus x is present sake response a."

Flgure 3, 4 simulation of Hick's law, fReaction tise
increases logarithmioally with the number of alternatives
in the sodel. Human date from Taylor's (1982) study shows

a sisilar relation,

Figure 3., Neaction tise and accuracy sre doth incressed
by increasing the DELTA parasmenter. This mimica the

negative spesd-accuracy relation,

Rigure 5. Reaction tise tacressess and accuracy decresses
1f notse 18 added to the aystes internslly (Figure S5a) or
if the sisilerity between stimuli 1s incressed (Figure

5b).
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Figure 6. Responding to repetitive stimult (AAAA) of
siternating sequences {(4B3AP) 23 » function of the position
of the sitimulus in a sequence. Panel A shows data fros
the model. Panei B shows deta fros Kirby's (1976) study.

Data 31s shown lor ahort RSI conditions.

risure 1. Responding to repetitive atimuli (ABAA) or
slternating sequences (ABAB) as a function of the position
of the stimulus in a sequence. Pane)l 4 shows dats from
the model, Pauel B ghows data from Kirbdy's (1976) atudy.

Data 1 shown for long RSI conditions.

Zigura 8. The sesantic activation network used to

sisulate the simultaneocus monitoring visusl channels.

Rigura 9. The performance opesrating chsracteristic for
msonjtoring two chennels. Squares are data produced by the
model. Triangles are data replotted from Kinchla'as (1980)

study.

Eigura 10, The semantic network used to simulate stroop

phenomena.

Rigura 11, Time to resct as s function of conditions in

standard stroop parsdige.
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1. If S1 1s
2. If s2 is
3. If st 18

4, If sS2 is

on

on

on

on

Table 1

channel 1
channel 1
channel 2

channel 2

=> do nothing
=> Mark "target"
=> do nothing

-> Mark "target®

Production System for Visual Monitoring Study
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Table 2

Visual Productions

If the instructions are to
RED then ~~>

Generate semantic code

If the instructions are to
GREEN then ==)>

Generate semantic code

If the instructions are to
red then ==>

Generate semantic code

If the instructions are to
green then -->

Generate semantic code

respond to the

respond to the

respond to the

respond to the

word and the word is

word and the word 1is

color and the color 1is

color and the color is
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Table 2 (continued)

Semantic Productions

If the semantic code is red then -->

Generate auditory code /red/.

If the

sepantic code is graeg then -->

Generate auditory code /green/.

Auditory Productions

If the

Make

If the

Make

auditory code is /red/ then -=>

external response "red."

auditory code is /green/ then «->

external response "green."

Productions used to simulate Stroop Task.







