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THEME AND OBJECTIVE .
f
In order to realize the required performance in the development of modefn military ajrc a{t full advantage is
taken of the rapid advances in the computer and el:ctronic technologies. Thus, £ each neWyaircraft design depends
increasingly on avionics, the overall system becomes niore versatile, but also more complex

s e

Modern weapon systems are being structured with more interdependency among subsystems. However, potential
maximum benefits of subsystem and weapon system (levelopment integration have not yet been realized. i
. P Fo . _

_iln order to realize the bensfits of advanced ir tegration fconneptsza;d Amamtam compatible timescales throughout
subsystems development and test phases, intelligent ‘ntegrated design concepts and proper coordmatlon of the
development program are essential. >

New design and development strategies should be considered in order to achieve the technical and performance
benefits expe;té{of highly advanced and integrated avjonics/weapon systems in an economical and timely manner.
The applicable{Jesign and development concepts @oing’éonsideredmppmpﬁatc-fcr presentation and discussioniin this
meeting are'as-folewss—
- <’ Initiate design in terms of overall system to satisfy operational requirement -
—  Conduct paralle] design and development activities in all relevant disciplines
—  Retention of design and application flexibility and growth in subsystems by means of appropriate data processing
and subsystem inter/intracommunications structure t
—  Planning of logistic support elements including reliability, maintainability and supportability as well as life cycle :
cost considerations , @ 4 i
‘ —  Comprehensive integrated ground testing prior to airborne evaluation of the weapon systems. .~

- The objective of this meeting is to exchange information and ideas among the various disciplines involved in .
weapon system design to the benefit of integrated system developments for future defense programs ~The meeting is
: also expected to contribute to a mutual understanding of the tasks of all specialists involved in the realization of
B integrated weapon systems.

THEME ET OBJECTIF

e

Afin d’obtenir les performances requises au cours du développement des avions militaires modernes, on exploite
pleinement les progrés rapides qui caractérisent les technologies des crdinateurs et des équipements électronigues.
Ainsi, puisque la conception de chaque avion nouveau dépend de plus en plus de 'électronique aérospatiale, le systéme,
dans son ensemble, gagne en polyvalence mais voit également s’accroitre sa compléxité.

Dans la structuration des systémes d’armes modernes, on vise 4 une plus grande interdépendance entre les sous-
systémes. Cependant, tous les avantages potentiels que I'on peut tirer de I'intégration, au stade du développement, des
. sous-systémes d’armes n’ont pas encore &té obtenus.

Pour profiter pleinement des avantages des concepts avancés d'intégration et conserver des échelles dc temps
compatibles tout au long des phases d’essai et de développement des sous-systémes, il est essentiel d’avoir des concepts
d’intégration intelligents, au stade de I’etude, et une bonne coordination du programme de développement.

g 11 importe de prendre en compte les nouvelles st.atégies de coi.ceptior. et de développement pour retirer les
' bénéfices attendus, au plan de la technique et .es performances, des systémes d’armes et des équipements électroniques
de tord hautement avancés et iniégrés, de fagon a la fois économique et opportune. Les concepts applicables, au plan
des études et du développement, qui sont considérés comme propres & donner lieu, au cours de cette réunion, a la
présentation de communications et 2 des débats, sont les suivants:
—  Entreprendre 1a phase de conception en tenant compte du systéme dans sa totalité afin de satisfaire aux impératifs
opérationnels
= Mener pacalilement Set activites 3'¢tude et de Jbvelcppement Jars tuaten les-disciphines impliquéct
- Maintenir la souplesse de conception et d’application au nweau des sous-systémes grice d un traitement de
données approprié et 3 une structure de communications a l'intérieur des sous-systémies et entre ceux-ci
Etabiir tes Mirmerrts- Je suutien 1ogistique, § compris b Fubilite, Ta Facilitd de mrairrtenines ¢ 8'appu, sind qod ley
considérations relatives au colit total du cycle de vie
~  Procéder 4 des essais au sol complets sous une forme intégrée avant de passer 4 I'évaluation des systémes d’armes
dans les conditions de vol.

Le but de cette réunion est de faire naitre des échanges d’informations et d’idées entre les diverses disciplines
impliquées dans la conception des systémes d’armes, pour promouvoir le développement des systémes intégrés dans Ic |
£3dre des futurs programmes de défense  Cetie réusiion derail Jonc contribuer & acohder A uar compréhension
nvatuslie deg thenes immombant & fous l6y spésiulisies impliqués Jans ln réalisation des systémes J armes Lildgrs
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TECHNICAL EVALUATION REPORT
by

Walter H.Vogl and Jesse C.Ryles

1. INTRODUCTION

The 45th Avionics Panel Symposium on *‘Advanced Concepts for Avionics/Weapon System Design, Development
and Integration™ was held at the Lester B.Pearson Building, Ottawa, Canada, from 18 to 22 April 1983. The meeting was
a multi-panel symposium with participation of the Flight Mechanics Panel (FMP), the Fluid Dynamics Panel (FDP), and
the Guidance and Control Panel (GCP) of AGARD. The compilation of papers is published as an AGARD Conference
Proceedings.

2 SYMPOSIUM THEME

The theme addressed the design and development approaches to achieve the inherent advantages of highly integrated
system structures. The increasing interdependency among the avionics subsystems of modern airborne weapon systems
and the opportunity to share information among these subsystems was an important area to discuss at this time.
Advances in system architectures, software development, information transmission concepts, displays, simulation
approaches, etc., were perceived to be important areas to address in this symposium to lead to more interdisciplinary
system design approaches for future mission and cost effective aircraft avionics designs.

3. PURPOSE AND SCOPE

The purpose of this symposium was to provide a common understanding of all disciplines involved in the airborne
avionics system design. The participation of the whole range of interests from customers, services, institutes, and industry
and the timely discussion which followed indicates the Program Committee’s aim has been realized. Discussions were
held after each paper and critical issues opened up some controversial areas. Although time was not sufficient to deal with
all these controversial areas in detail, there was considerable discussion after the meetings and during the breaks by the
various authors and observers which were found to be very beneficial. This evaluation will discuss the concern from the
viewpoints of use, operational issues and requirements, state-of-the-art, assessment of technology, identification of pacing
technology, and critical needs for research and development. major challenges and trends: and finally, provide an assess-
ment of the material presented and formulate recommendations for future action.

4. SYMPOSIUM PROGRAM

The program of this symposium was arranged in four specific sessions with a Panel Business Mecting at the end.

Session I, System Design Criteria, addressed the overall issues of weapon system, air vehicle, and avionic system
requirements.

Session 11, Avionics and Systems State-of-the-Art, dealt with the subject of avionic systems integration, fault tolerant
design approaches, fault detection and bus structured systems architectures.

Session 111, System Development Concept, considered modeling and operational analysis, hardware and software
system design concepts and hardware/software interface approaches/issues.

Session 1V, System Integration and System Test, addressed staged avionic system integration in ground-based and
airborne eavironment, including simulation/stimulation and test facilities. as well as final system airborne performance
demonstrated.
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5. TECHNICAL EVALUATION

When the subject was selected for this symposium, it was clear that it would not be possible to cover each aspect of
integrated engineering to its full depth. Rather, it was the view to provide a forum for exchange of the various ideas and
dentification of PIUVLE acthiods of Tiow o Procccd IiT 4 tedturicdliy and m.\.‘I'l\.‘llfiCKl-TY officient niateridtization of
complex avionic systems forming an essential part of the overall weapon system. After the four days of discussion, it
was noted with satisfaction that the goal of the conlerence had been fully met.

The Keynote Address, delivered by Vice Admiral Seymour, US Navy, addressed the fact that several basic aspects

B have to be taken into account in the modern engineering business, particularly in the attempt to balance between the
technical feasibility and finanacial affordability. He addressed several ways as potential solutions for consideration:
introduction .or new cost oriented standards; new avionics systems architecture to enable fusion; need of reconfigur-
ability for easy updating of both hardware and software: and fo: the upgrading of the whole system after several years of
operation. In summary, the Admiral identified a threefold challenge for the engineer’s design work: a system must be
operationally available, maintainable and affordable. This address was very well received by the participants and is '
included in the Conference Proceedings. 3

Session 1 covered overall weapon system, air vehicle, and avionic system requirements. The first paper highlighted
technology advancements in electronics, computers and software which had yielded significant improvements in avionic

i subsystems. The second paper identified operational requirements which drive weapon control system design. The third 4
3 paper emphasized the necessity of implementing operational readiness guidelines in; design for testability, operational i
é-’. fault tolerance, diagnostics and self-healing, post flight extraction/analysis and integrated test and maintenance. The

fourth paper presented a computational approach available and utilized by NWC, China Lake, CA to evaluate the relative
force level effectiveness of different technologies. The fifth paper stressed the need lor a new approach to system design in
the future to avoid aircraft from entering the inventory with out-of-date electronics technology. The seventh paper
reviewed overall structuring criteria and concepts as well as the sensor/subsystem/software issues related to the problem.
The eighth paper addressed the fact that the electric/electronic equipment of modern aircraft is, or will be, exposed to
greater electromagnitic atress duir to fiw use f fiber cormunite materiafy jmcreaging simrentibility of modern electronic
components, and increasing dependence of modern aircraft on proper functioning of electronic equipment. The ninth

' paper discussed the six interfaces, i.e., operating/machine interface, software interface, and four busses (internal, external,
aviormes bay wnd videod, defimel m freeewsary 1o anvafe optine developrirent of & erew station Ior mraled pldform spplice
tions of the 1990°s weapon systems. The tenth paper dealt with an integrated head-up (HUD) and head-down (HDD) {
display concept employing new optical technologies which promise improved interaction between the pilot and weapon |
system. The eleve 1th paper aliempts o sumulawe new views and approachies (o die provlem of proper functional integra- ;
tion of the man and avionics technical means. The twelfth paper describes the elements of a US Navy Advanced Aircraft i3
Lrmerred Sl Program whieh 10-dile hiswe Geer purveed in only 8 linited degeee idew 16 @lack of funds  The et
paper presented the results of a study to achieve maximum standardization between the aircraft and external stores while
minimizing: (1) the modification studies required for cach type aircraft/store type: (2) the development of new equip-
ment specification for each store/aircraft type; (3) the installation and wiring charges required for each new store
application in an aircraft.

Segmion [ destt prma=ily with the subject of Avionic Systeme intggration, fanlt-tolerant design anmwoaches, fuult i
detection and bus structured systems architectures. The first paper presented the Fighter/Attack aircraft of the future as 1
a highly integrated weapon system, integrating (vice stand alone) function/subsystems such as penetration, target |
acquisition, weapon delivery, threat detection and suppression and flight engine control. Also discussed were the issues I

|

relating to the architecture of such near-future systems wherein sensor blending/data fusion/high speed operation are to
be successfully achieved. The second paper described in some detail the current F/A-18 and indicated some of the
possible enhancements to be made on the aircraft in the future. The third paper provided a detailed look at the UK
MOD Defence Standard (DEF STAN 00-18) which is the definitive UK Standard for digital interfaces in aircraft. The i
tourti PapCi was concermed with e aui‘jctl of Tu.'miqucn Tor titerbus Commanication m o Multibus Avionic Sy SiCi.
The fifth paper noted that with the advent of MIL-STD-1760 (Standard Stores Interface), while system transparency is ‘i
preserved with minimal restiictions imposed on the airframe manufacturer, it would still be very difticult to meet the
standard, physically and electrically, with discrete wiring. The sixth paper dealt with the issue of evaluating network
communication techniques 1o arrive at promising candidate approaches for 1990’s advanced avionics architectures. The 1
seventh paper gave a description of a microprocessor control, ground-based test set for the F/A-18 aircraft. The eighth
paper dealt with first level integration maintenance and armament systems and described an integrated maintenance
approach that produced inany advantages. The final paper was concerned with computer graphics techniques for airezaft
EMC Analysis and Design and described an effective computer-aided system for prediction of the potential interaction
between avionics systems with particular attention paid in the paper to anfenna-to-antenna coupling.

Session Il covered a broad range of avionic system and subsystem integration issues. The first paper dealt with the
experiments on the human factors aspects of the display system for a television guided lock-on missile for use against
groamd targets, such sy will be eployed by the Federat Rephbiic o Gertirmy. e work eneornpassed freadeap displays,
head-down displays, and helmet mounted displays. The second paper outlined the software development environments
over the last twenty years, using as examples aircraft developed by British Aerospace. The problems of rapid growth
of computer requirements and activities to address these problems are detailed. The third paper described the Avionic
Systems Demonstrator Rig at Brit:sh Aerospace which represented a complete aircraft system, linked to an advanced

-
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cockpit, appropriate to the next generation of tactical combat aircraft. The fourth paper outlined the development of
communications and navigation identification (CNI) systems from the original concepts which were just a collection of
individual equipments, through to a concept of an integrated CNI discussed in this paper, in which several receiver-
transmitters are interfaced with a signal processor. The fifth paper describes a computerized technique to assist in
assessing the vulnerability of specific delivery tactics. The sixth paper described and discussed current technology, i.e.,
beam penetron and shadow mask, raster and stroke writing, and then continued with a review of a five-phase program of
assessment and demonstration of advanced technology displays. The seventh paper described an approach based on
weighting the individual attributes of the system to assess the value of complex systems. The eighth paper described the
research program using the F-16 aircraft to develop and flight-validate advanced technologies to improve fighter lethality
and survivability. The ninth paper covered most of the avionics and weapon management aspects of future aircraft,
aluougli Tiic inaln Coheentiation was oh (e wedpuii. The tenth pdpci discusscd picicircd sultwarc touls Tor e in-
service support phase of Tomado, for support of major avionic retrofits in general and for the support of the description
and the development of future aircraft. 1t was considered that no completely satisfactory tool existed at the time;
therefore, to meet this requirement, CADAS was developed. This is a computer aided design tool, designed to make
maximum use of commercially available operating systems. The eleventh paper dealt with the need to study EMC
prolieros |1 weapon wysiena et onipbasized 1he need 10 eonmi Jor the EMU sspeets fron thie vy bogitailng o & prdjoey;
and plan manning levels, work programs, etc. The final paper described a program initiated in 1975 aimed at providing
guidance on how to design avionic systems for the 1980s. Design considerations included cost, reliability and maintain-
ability. The work led to the building of a demonstration system in a Cessna 402 twin-engine general aviation aircraft.

Session IV concentrated on the demands for future engineering work: to develop, provide and apply computer-
aided integration, simulation and test methods and facilities with all the hardware in the loop. The first paper addressed
two main elements which helped to overcome the inherent engineering problems for integrating such a complex system:
close organizational relationship between the designers and the users has to be established from the beginning of the
project and the use of highly developed simulation and support devices for dynamic integration on the ground and in
the air. The second paper expiained the unique capabilities and design of the Dynamic Flight Simulation and Crew
Station Evaluation Facility built at the Naval Air Development Center as they pertain to avionics system development
and validation and to assess the system design with the man in the loop, in a flight envelope which by far exceeds that of
in-flight simulation or flight tests. The third paper reviewed the methods and facilities applied to the avionics and
weapon integration of the PANAVIA Tomado aircraft and then advanced ideas on how to evolve these proven concepts
to more complex systems. The fourth paper described hardware-in-the-loop simulation techniques used in the develop-
et .Of D S n Macrier sesoose syl and e Tiehoiques whin®. wose sdopita & & wr e 600 B hiaeCwms »
associated software were tested, validated, and integrated into the aircraft. The fifth paper described the Northrop
Avionics Simulation package (Executive Support System) which has been designed to support the development of fault
tolerant avionic svstems aid is currently used for the F-5G, F-18L and F-20 avionics models. 1t provides a mechanism
for developing and testing several avionic core configurations as well as avionic simulation and application modules. The
sixth paper addressed the methods applied for testing the PANAVIA Tomado Autopilot and Flight Director System
(AFDS). A new automated AFDS Cross Software Test System and facility was presented in detail. The seventh paper
provided a summary of challenging concepts for practically useful, cost efficient, and automated validation techniques for
high integrity software. A promising technique identified as ‘‘symbolic execution™ is discussed and the results of a
detailed study are presented. The fina! paper discussed the approaches and problems associated with using a static
avivaiies developuien® and st g, A new dyndiiic test technique Is described, tie advaniages ifuininaied and its applica-
tion to the Tornado Air Defense Version aircraft outlined.

6. CONCLUSIONS
i extrenely Efffctdl bur & bew people 10 Formraliale specific Trrdings of S-syumpusia withc sech & troad Famge of
tecluical coveiage and slicaded Uy specialists Trom an eyually Uroad range of mierests. The principal conclustons from

the paper presentations and subsequent questions/discussions are as follows:

8.1 The ipil wlvsresmani oF chieeonion snd diginl poaesside Badhnology hius had sod will sontinue fo haw &
profound effect on avionics system design, development and testing concepts/techniques.

6.2 The emergence of digital information coupling among avionics subsystems has contributed to initial interface
standardization such that some degree of technology transparency exists for update and retrofit of avionics subsystems.

8.3 Alvmrcamentin sviomes srelitderare and information sterim comreeptt Strotld fead 40 & Armreed Ladit fotermret.
on-board diagnostics and performance capability as well as reduced logistical support for future avionic systems.

6.4 As avionics subsystems become more integrated and highly interactive, more effective and economical techniques
will be required for software design, development and testing,

6.5 Fundamental studies are needed which illuminate the trade-offs among avionics system architecture choices and the
significant variables of interest such as:




Weapon system application

Misssion availability

Technology state-of-the-art implemented
Fault tolerance/diagnostic capability
Software design, development and test
Logistic supportability

Life cycle cost

7. RECOMMENDATIONS

7.1 The timely dialogue and interest displayed by the participants at this meeting in avionic system architectures, soft-
ware development and validation, and system integration and test suggests that future meetings should be of less breadth
and more depth of coverage in each of these subjects.

7.2 Specialists meetings devoted to each of these subjects or a two to three day symposia limited to one or two of these
areas would be a valuable forum for the Panel to consider for future meetings.
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ANNEX
GENERAL COMMENTS
1. SELECTION OF PAPERS
5 Over 70 abstracts were received in response that called for papers, some of which were received too late for

consideration at the meeting of the program committee. The committee had a difficult task in selecting approximately
41 papers whicn were considered to be the optimal number for a 4-day symposium, and was obliged to reject a large

1 number of the abstracts submitted. The objectives were to provide a selection of high quality papers for each of the

= sessions that would fit well within the theme of the meeting and give a good impression of the range of interest and
quality of work in the countries participating. The distribution of papers per country is shown below:

3 2 Canada
S France
7 Germany
1 Italy
8 UK
18 US

Attendance: The total number of participants was 217 including panel members. The National distribution was:

111 Canada
34 USA
22 W.Germany
21 France
17 UK
6 Italy
3 Belgium
1 Denmark
1 Greece
1 Netherlands

2. LOCAL ARRANGEMENTS

The symposium was held in the Lester B.Pearson Building. The facilities were unanimously recognized as the best
ever offered fora AVP meeting. Cana-lian Host Coordinator, Dr MacPherson, is to be congratulated for his support and
on the thoroughness and the success of the arrangements. The Canadian National Delegate present at the meeting was
Dr D.Schofield. Participants were entertained at an official reception in the Lester B.Pearson Building. A technical tour
was also conducted through the Satellite Test and Integration Facility, David Florida Laboratory, Ottawa.
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KEYNOTE ADDRESS
by

Vice Admiral E.R.Seymour
Commander
Naval Air Systems Command
Washington, D.C.
USA

1t is a pleasure to be here. | appreciate the kind words of the introduction. In the introduction it was noted that I
became an aeronautical engineer in 1962. 1 would like to point out that this was in the area of propulsion, not avionics.

Mr Végl in his opening remarks used the classic picture of airplanes as perceived by the different speciality fields in
the aeronautical world. The propulsion specialist thinks of an airplane as a flying engine while the avionics specialist
thinks of an airplane as a flying antenna. That is one of the reasons over the last three years I have found it very useful to
get out and talk to avionics groups. | have talked to a number of avionics groups in the United States and this is my first
opportunity to speak to avionics groups outside the United States. It is useful to spend time with you just to explain
some of the necessities of other parts of the aerodynamic world.

In my presentation I will concentrate on the need to reduce avionics costs. With the multibillion dollar budget that
I have this year, the main thrusts that I feel in Washington, the pressures on me, are to reduce costs. This is primarily
because we are now spending two digit millions of dollars for an airplane. When I started flying in the 1950s we were
buying different aircraft, not as capable, but they cost less than a million dollars each.

If escalated by inflation only, not the extra money spent for improved capability, we would certainly not be up to
40 million dollars per aircraft which is where we are with some of our airplanes today. All the pressure to reduce cost,
and that is essentially on unit cost, is driven by the fact that we cannot buy ail those systems that we think we need.

We are part of the problem in a way because we insist on improved capability, but I think you will see that to some
extent we need to do that. We have done things like insist on multimission capability in aircraft in the United States
Navy. The F/A-18 was our first example of one that was designed with that in mind from the beginning. When we first
chose the r-17 from the Air rorce light weight fighter competition, the first step we took was to totally redesign the
aircraft to make it multimission capable. The main reason for that is that we were trying to put that aircraft on aircraft
carriers, aircraft carrier real estate is the most expensive in the world. I lLiave heard it quoted at 96 thousand dollars per
square inch. Given that that is the amount of real estate we are operating with, clearly you want whatever you put on
that real estate to be capable of doing almost anything.

o 1947 sha'IME Moy Wi wery cars My Mg 10 pet el on b cormiem. e wee iwenling our Tird vemice
capable jet and if you recall those days we gave up 95% of our ground payload to go from propeller to jet aircraft because
we felt that the speed performance was necessary. We got to Korea and the Navy did not have any jet aces because in
those days of bringing in the new technology we were not able to achieve both speed and maneuverability and still get the
aircraft on the carrier in the early 1950s. Well, it is my view that we have achieved the required capability now. The
performance capability and maneuverability, and speed of the F-14 and F/A-18 and the current crop of US fighters is
sufficient. There are other advances in technology that we are pursuing, of course, like composites, but, in general, in the
aerodynamic world it is my view that, for the near term, until the choice is made to make the quantum jump to
h¥personic vehicles, we have hagically foaghid wiat wo peed o Wwrms of serodynaumic performance

The improved performance required for our next generation of aircraft depends on the threat, what is available to
counter that threat, and the tactics for employing Naval Air Forces or Air Forces. In my view we are going to need major
iretommun ity Ure ovwilabiitly ol sermor infonmation. We s soirmt lo-reed %0-Tiid 5wy 1o pel sensor infotTiration seallabled
on board the airplanes, but, even more so, available to the pilot and available to be used. The filtering of that data is what
L call fusion; I have information available from a number of sensors and somehow I fuse it so that it can be used by the
upctatur giving fiim only that nlomation which is fictcssary to accomplish fis job and It filters ot integratos the oiticr
input information to provide that output information.

The need to provide all this information, though, can be expected to escalate the avionics cost. This cost increase
per aircraft in turn set up a vicious circle of management problems which I have alluded to. For example, if the avionics
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in the weapon system on an aircraft are more expensive by basically a historical thumb rule you can expect the logistics
and flyaway cost of the aircraft to be more expensive. The more costly the aircraft, the fewer I buy.

Ui ol bl e om Inteen e Gperaie wiroralU B i 8 Sbr gercins Disdioress 10 sokie omlcsfon b awe bas stlbition [In o
United States we do not buy a stockpile of aircraft and then use them gradually until we get down to the minimum force
level and then buy another stockpile. We buy only the aircraft needed to maintain the minimum fleet level for the
current year. The media reports that the attrition aircraft, the aircraft purchased to replace those lost, cost nearly twice
the original cost and this is essentially true. The limited quantities that we are able to buy because of increased costs then
lead us to a numerical disadvantage vis a vis the enemy and place major pressures on the management or the fleet
commander and the support systems that are supporting the fixed torce levels of aircratt. Unce we reach that state, we 1n
Washington say we can reduce that pressure if we increase the performance of the next system coming around the corner.
In other words — “‘get more bang for the buck’ — get more performance out of what we do buy. These increased perfor-
mance requirements start the whole cycle all over again. This cycle is the basic United States Department of Defense
Research and Development problem.

Twenty years ago one third of our aircraft costs was avionics. Today, avionics are two thirds the aircraft cost.
Twent years from now we cannot have all the aircraft costs in avionics. I have talked about the cost of avionics systems
having gone up as though it were bad in itself and I do not want to leave that impression. There are a number of people
i et cegton Pl Lol 10 wesy DU 0 Al Morrsly cserr Lol Ue ot e gone ep sinilien Uy 1
capabilities have gone up tremendously. In World War 1 we probably had no more than 50 pilots that regularly flew at
night off carriers and that was towards the end of the war. In the early 50s we had a number of operational days when
we did not fly because the weather was too bad. Today, normally, if there is ai1 operational need, carriers will launch in
any weather. The aircraft can return in zero-zero weather conditions if everything is working properly. The A-4C that |
started flying in 1965 in Vietnam had a simple navigation system and no bombing system at all. The A-4Es that 1 flew
the next year had probably the first generation of a computer aidied bombing system and it was tremendousiy heipful
to those of us dropping bombs at the time. I way the project manager when the A-7 was introduced in 1970. The A-7E
weos Dewiesly Our Brol 1 mitack entepuil storn®l sull: 1 sompelicy Qfierand Cpotated fallhy iriegrmted inempor: S5t
With a weapon system like the A-7 we can send a pilot out and on the first pass on a strange target, he can roll in and get
the bomb within 50 feet of the target. That is fairly impressive having flown the A-4C early in my career. With the A-4C,
i Jlu kiiow wha o Uic talZols wilc, welc accusivadicd o tic paileln, aiid welc abic o keep Uic a;r‘orvu'x ulidel Culittul,

you could probably get the bomb 150 feet from the target.

Though coupled with improved performance, avionics has been the significant factor in the growth of military
airerarr tosrs. ‘1here are very Tew times in the govenuncit e ¢y e when fvcan afford 10 pay to get a corrain pertor
mance no matter what the cost. Typicaliy, wars tend to be one of these times. Peace is not one of these times; it should
not necessarily be one. Iain not suggesting that it should be. One of the major points I would like to make at this
AGARD Avionics Panel Symposium is that you should not be primarily interested in more performance from avionics
independent of costs. Costs have to be one of your drivers. 1t is one of the government’s drivers and it is probably one
of your comemercial tusttmicr's mvory withough porfpa not on barge Bk im thoo e 2 e govermmenl wheme wa =6
using taxpayers money to buy a requirement, it is incumbent upon us — and pragmatic politics demands it — that we
trade off performance for reduced costs. The improved performance needed for the next generation of aircraft must be
rctdersd wil mn ofordalile tomt Ubfettine or it will'be o0 Uefemting. The fmiprovel petfotemee will be = nive Mg ber
no one could afford it. 1 have been emphasizing the need to reduce procurement costs of avionics, but the reduction of
the life cycle costs for maintenance, depot overhauls, and systems spares should also be understood as included in the

uced to develup affuidavle aviviius systents. Givear didl the vust of aviouics s @ padUlea, whidt Cai we do avout 17

This symposium is useful because you are going to look at new avionics concepts and solutions. We have thought in
the past of ways to solve this problem, we have made efforts right along to reduce costs. Where should we go from here?
Should we go to more Very Large Scale Integrated Circuits (VLSIC)? As you know, we have an R&D program in the
United States for Very High Speed Integrated Circuits (VHSIC) and a number of us think this is very attractive. I can see
$ufiie great tendis to it Tms s amear-term Sofation et is dready in research - and dovetopmert. C crierdity speaking.
the cost of avionics historically can be measured as a function of its weight. Increase the number of black boxes, the
costs of avionics goes up: increase the density of avionics and the costs go up. VLSIC and VHSIC both promise some
major advances along wiith digiial opucs and [iber opucs, 1.e., if we really let (hem, they can drive down (he size of
avionics. History will tell you that if we have 20 cubic inches available on an airplane someone will find a way to fill it up
and will probably fill it up with more dense equipment; this means costs will go up. Well, while I think these things are
useful in the near term, what I really would challenge you with is a far term concept. It could still be done in five years,
but what needs to be done is to start thinking about it now because a lot of people would say that if we make it lighter
we will have more space and we wil} add some more sensors. How about standards? Well, the Navy has been leading the
government in attempting standards. The thought is that if we had standards we will probably get production cost
efficiencies in the economies of scale. One could raise the question do we really save money, do we really gain, or do we
block innovation? I would have to vote that we block innovatio~. Starndards are beneficial during production. The trend
that shows avionics costs increasing indicates that standards do not seem to be the only answer.

blgj-m ﬂfuﬂ;p‘ltk;ﬁs vases MUK buscsy are now i @ womber of aiﬂ'}l‘an\:a and beimg rerrofitted o other airpim.h.
This provides better communication between black boxes and better capability to upgrade boxes over the near term, but
it still leaves the black boxes. The challenge might be an entirely new avionics systems architecture. I will be the first to
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tell you that I do not know how to do this. But it really is something that is necessary in research and development and
wotI Ue 2 good place for resedrel and Jovelopnicnt o lock at, Wlat it might do would be 1o provide 3 quantum jump
towards the state-of-the-art in advanced integrated avionics systems. As I mentioned before, a new avionics systems
architecture needs to provide the fusion. Somehow, the military side of development needs to start rethinking logistics
if you could get a total radar on a single IC board. We do not have this yet, but we have to start rethinking because we
cannot go out and buy spares after the system has already been built. Avionics systems will be more software intensive.
We must be more adept or more knowledgeable in updating or correcting software. An example I use is the F/A-18
Flight Test Program to modify the software we needed for the flight control laws. We planned to do this in one month.
The first two times we did it took us six months each at least. This should have heen no sufprise, but we did not plan it
that way. A challenge for the future is that you must demonstrate to those reviewing your work that you have, in fact,
considered cost or the economic realities as a part of your total design. These kinds of questions are traditionally asked
ariruslly wlien 1 2000 evnpress W Sefand Ye Budget. This is gofng v Ue o Sielioturay now, Fam solng 40 &Il ou that
we need to do evolutionary vice revolutionary changes. Evolutionary aircraft is the way to update airplanes. What I
have thrown into your laps this morning is the challenge that a revolutionary invention such as new avionics architecture
is very hard to sell because it is revolutionary. It will take a lot of testing and product proving to show that it reaily was 2
good invention.

In conclusion, regardless of the degree of technological advancements the future of avionic design and architecture
may bning, the sysfem must be operationally available and maintainable 1n the iield and, as T have emphasized for Jhe Tasi
thirty minutes it must be affordable.
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SUMMARY CF SESSION |
SYSTEM DESIGN CRITERIA

by

J.C.Ryles
Session Chairman

This Session was organized to address the overall issues of Weapon System Requirements, Air Vehicle Requirements
and Avionic System Requirements.

Paper number one entitled “System Architecture: Key to Future Avionics Capabilities”, by Mr G.R.England,
Director, Avionic Systems Department, General Dynamics Corporation was arranged to be a keynote or theme setting
presentation for this session. Mr England highlighted technology advancements in electronics, computers and software
which had yielded significant improvements in avionic subsystems. He pointed out how independent advcnces in
technology has not yielded the system functionality required and resulted in complex developments with higher spares
and life cycle costs. He presented a challenge for the future to depart from past and current system design practices. He
advanced the proposal to work in concert the areas of physical, functional, information exchange and system control
architectures while employing standard, self-testing modules to arrive at performance and low life cycle cost objectives for
future systems.

The second paper was entitled “Tactical Requirements Impact on Integrated Avionics/Weapon System Design™, by
Messrs J.F Patton and T.Spink of Westinghouse Electric Corporation. Mr Spink presented the paper, identifying
operational requirements which drive weapon control system design. He emphasized the air-to-ground weapon delivery,
battlefield interdiction mission outlining the design requirements for an integrated attack system. Conclusions were
advanced regarding the best technology path for pursuit to yield a weapon control system that assures a high probability
of multiple target kills per pass and maximum survivability.

The third paper was entitled “Operational Readiness and 1ts Impact on the Avionic System Design™, by Messrs
J.F.lrwin and K.A.Short of the Northrop Corporation. Mr Irwin's presentation emphasized the necessity of implementing
operational readiness guidelines in design for testability, operational fault tolerance, diagnostics and self-healing, post
flight extraction/analysis and integrated test and maintenance. A managerial and technical roadmap for incorporating
operational readiness goals in the next generation fighter was reviewed.

Paper number four by Mr R.T.Haven and Dr M.Cartwright of the US Naval Weapons Center was entitled ‘‘Avionics
Concept Evaluation at the Force Level”. Dr Cartwright presented the computaticnal approach available and utilized by
NWC, China Lake, CA to evaluate the relative force level effectiveness of different technologies. The methodology for
augmenting ithe data base uiilized with relevant technology attributes important 1o fuiure designs was discussed.

The fifth paper was entitled A Future System Design Technique Based on Functional Decomposition, Supported
by e WEmUle Dosign Addm wnid Coedalitves Tor Vs Wik dermrree Cloba™ By M IDOR UL wred De L Sediron Ol tlie
UK Royal Aircraft Establishment. This presentation stressed the need for a new approach to system design in the future
to avoid aircraft entering the inventory with out-of-date electronics technology. Functional design was proposed as an
appruachi Tu avuid thie Conteatidtion 0 Tiardware solulions tou eaily i tlic devilopuiedt cyde. Methiods ol piodudiug
functional designs were illuminated and experience to date with the approach summarized.

Paper number six was withdrawn from the program with insufficient time to make an appropriate substitution.

Paper number seven was entitled A Modular System Structure for the Requirements of the Application™, by
Mr P.Catel of Electronique Serge Dassault. This Paper reviews overall system structaring criteria and concepts as well as
the sensor/subsystem/software issues related to the problem. System structuring approaches developed up to the early
1980 time frame with the contemporary computer memory limits are outlined. A new system structuring approach is
riadhiied sfiih sirdlenecuily sdapin Lhe cormplibes chatueterinion wilh tie midfod of sealiution oF it wysien
structure.

The eighth paper by Mr D.Jaeger of Messerschmitt-Bolkow Blohm GmbH was entitled ‘*Increasing Significance of
Electromagnetic Effects™. The presentation indicates that the electric/electronic equipment of modern aircraft are or will
be exposed to greater electromagnetic stress due to the use of fiber composite materials, increasing susceptibility of
modern electronic components, and increasing dependence of modern aircraft on proper functioning of electronic equip-
ment. Existing specifications are cited as not adequate and suggested solutions offered.
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The ninth paper was entitled ““‘Avionics/Crew Station Integration”, by Mr W.G.Mulley of the US Naval Air
Development Center. The six interfaces defined as necessary to ensure optimum development of a crew station for multi-
platform applications of 1990’s weapon systems were discussed. These interfaces includcd operator/machine interface,
software interface and four busses (internal, external. avionics bay and video). A discussion is also provided of the
relevant issues in the areas of weapon system, system development, production, operational and support costs,

i’ayc. swnoer it Uy Madaiie B.Shuivn 0f Avions Maicel Dassadlt was eatitied A Concept Tur Tutegiation ol Head
Up and Head Down Displays”. This paper dealt with an integrated head-up (HUD) and head-down (HDD) display
et Feployiiy mes oplived sockebogi s wlell orliise idpeosed ok metion Fabeeel (s cilol st fiu wespons
system. The paper advances several benefits from this concept. First, it will considerably ease the pilot transiticn
between HUD and HDD. Secondly, the concept of a “‘transparent instrument panel” will enable very low level flight
paths and permit high angle approaches to be accomplished. General benefits include increased field-of-view and larger
quantity of displayed information.

Ine elevenin paper was endadea - Guigennes ana Criteria or tne Funcuonai inwegraaon of Avionic Sysiems widh
Crew Members in Command”, by Mr F.W.Broecker of the Federal Agency for Military Technology and Procurement,
W G - _T",: et LELUAT T B0 stimidbale Trem Rdems n wppesonehes Bo e roBlion |:wi Peretioned iflopmabior
of the man and avionics technical means. 1t outlines the operational and work environment for the crew, discusses several
system approaches and describes guidelines and criteria used therein. A draft of Guidelines and Criteria is proposed for

4 . e " ) - =
dscussion within AUARWD aild Wi o dhnical cofimuinily ihi goiicial.

Paper number twelve was entitled “Navy’s Advanced Aircraft Armament System Program Concept Objectives’™, by
Messrs T.M.Leese and J.F.Haney of the US Naval Weapons Center. This paper describes the elements of a US Navy
Advanced Aircraft Armament System Program which to date have been pursued in only a limited degree due to a lack
of funding. Deficiencies in past armament systems are discussed and related to the requirements of future systems. This
Uisibmson 7 dolde itibo % deseription ol U'e sppsossty wWhich w4 lsined b0t gecsusd Dorign guidslies inclbldiog
rational standards are suggested to lower cost growth, promote interoperability and meet support objectives. An
Advanced Stores Management System Laboratory under development is described. The current program is stated to be
dircetcd towards te Joimt Navy/ Alr Foree dovclopuicnt of MIL-STD-T700 (Afrerait Lleewrical Hatorectmn glion Systanl.

The last paper in Session I was entitled **Aircraft and External Stores Interface™, by Messrs C.Connan and M.Salaiin
uf Avioms Weaed Nesmenls This prrsr pesenmed (he wwiluof = wudy 1o wehive 1he meRarmmm wamic 2 rdipagion. e ween
the aircraft and external stores while minimizing (1) the modification studies required for each type aircraft/store type;
(2) the development of new equipment specifications for each store/aircraft type: and (3) the installation and wiring
changes required for each new store application to an aircraft. The issues related to the evolution and interface of various
store types is discussed. Requirements are reviewed and certain tradeoffs briefly given. A proposed architecture is
presented and compared to STANAG 3837,

-
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SYSTEM ARCHITECTURE: KEY TO FUTURE AVIONICS CAPABILITIES

BY
GORDON R, ENGLAND
DIRECTOR, AVIONIC SYSTEMS DEPARTMENT
FORT WORTH DIVISION OF GENERAL DYNAMICS CORP.
P. 0. BOX 748, MAIL STATION 2469
FORT WORTH, TEXAS, USA 76101
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SUMMARY
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Since World War II, the capability of avionics has improved dramatically -- but the ways in which we
design and support avionics have changed very little. Similarly, the crew interface with the system is
largely unchanged. Modern aircraft still rely, as oid World War II aircraft, upon the pilot or crew for
integration of information from diverse discrete subsystems, sensors and weapons. During this long period
of technology time, each generation of systems has generally (1) become more complex and (2) increased
the quantity and rate of information to the crew. In many weapon system implementations; these two factors 4
have resulted in increased problems in the areas of system availability, affordability, supportability and
operability. Although the F-16 has broken this trend it is still evident that new system architectures i
will be needed as mission requirements in the future create added system demands, Traditional avionic f
design, support and operability approaches will be unable to cope. The size reductions and performance
i improvements resulting from large scale and high speed integrated circuits will make it possible to re-

structure the way avionics systems are designed. For example, standard modules for multi-use applications
will be possible. These modules can become the building blocks for a new type of system architecture.

£ Advanced data switching communication techniques will provide the necessary data transfer rates to support
sensor fusion, cockpit automation, and fault tolerant processing. Generic signal processors will make
shared functions realizable. On-line self-tests consisting of on-chip and special self-test chips will
make 100% tests at the airplane level possible. This in turn will allow direct module replacement at the
airplane level and will largely eliminate the need for extensive support facilitles, allowing aircraft to
remain available for the completion of missions.
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BACKGROUND AND FUTURE PERSPECTIVE

Modern military aircraft will require significant increases in performance, availability and support- I
ability to meet the increased threat in an affordable fashion. Advances in computer, software and electronic
technologies have been and are being made to achleve these increases. Avionic developments during the past

i 40 years have been characterized by significant advancements in electronic devices -- from analog elements

i to transistors, to integrated circuits and now into VLSI. Similarly, improvements in software function
have been made in individual subsystems. However, while devices and software have shown significant indi-
vidual improvement, the system level design and support of avionics has changed very little (reference .

i Figure 1). Avionic systems are still characterized by distributed functions with each function or limited
[ groups of functions contained within discrete DRAMATIC ELECTRONIC ADVANCES IN PAST 40 YEARS

£ individual boxes with the pilot as the system

| integrator. 7This system concept, which has - HOWEVER -

persisted independent of advancements in tech-
nology, has resulted in complex develop-

4 ments, high spares costs, less than cptimum

2% functionality and high life cycle costs.

STILL DISCRETE SUBSYSTEMS WITH DISCRETE INDIVIDUAL BCXES ]

Tomorrow's missions will require sensor =
fusion, cockpit automation and coupled sys-
tems. Subsystems, working together, will
provide enhanced capability and increased
tolerance to individual subsystem failure.

The role of the pilot will need to change
in future aircraft from that of a system
operator and Integrator, to that of a sys-
tem manager. The pilot should be able to
express goals and intent of operation while
the system should integrate the various sub-
systems and cfourcer of data to accomplish
that intent. Only in this manner will the
weapon system be able to remain coordinated
and effective in the face of the increasing
functionality and complexity required to
meec the increasing threat. The total air-
craft system will include the pilot, the
avionic sensor and the computational
capabilities -- each in its most effective
role. Allowing the pilot to act as a system
manager will require the system to have
adequate artificial intelligence to be able
to make routine decisions, and decisiomns
which rely upon large quantities of quanti-

tative data, on its own. Pilot training FIGURE . DESIGN AND SUPPORT OF AVIONICS HAS CHANGED VERY

requirements will change since the need for LITTLE SINCE WORLD WAR II
Copyright (<) 1963 by Genersl Dynamics Corporatien. All Rights Reserved ’
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the pilot to remember large quantities of technical operation details will be replaced by training

in military strategy and combined avionic system operation. This new training regimen will, incidentally,
be much more transparent to aircraft type and detailed subsystem configuration allowing much more rapid
development of pilot proficiency in new aircraft types.

Future sensor implementations will need to be complementary. Improvements in individual sensor raw
data will not be adequate to provide the desired levels of detection ranges, accuracy, resolution, etc.
Rather, it will be necessary to integrate the data from many discrete sensors to obtain maximum
benefit from their individual characteristics. Without such integration, or fusion, of available data the
best system answers would not be obtained and the pilot would not be able to manage the increasingly com-

plex system.

The key to achieving these future avionic capabilities is the system architecture. 1f conventional
system design concepts are followed, the desired added capabilities will increase system complexity and
will continue a long term adverse downward trend in supportability and affordability. The challenge will
be to incorporate these improved capabilities while at the same time improving supportability and avail-
ability and while reducing costs.

ADVANCED SYSTEM ARCHITECTURE

The desired future system capabilities can be achieved with current and emerging hardware technology
and with an extension of currently developing software and system design approaches. Several key advances
that make this possible are:

1) Low-Cost, Single-Chip Digital Processors
2) High-Speed, Single-Chip Digital Multiplex Terminals
3) Single-Chip High Density and High Speed Technology
- Computer Memories
- Standard lnterface Test Chips
- Standard Functions
4) Artificial Intelligence Software
5) 1ntent Driven Design Approaches

For the hardware elements, a key to these capabilities is size reduction. As size shrinks, bringing
reductions in cooling and less requirements for power, it becomes evident that the opportunities for
implementation of common hardware can become a reality. For example, the size of a MIL-STD-1553 digital
multiplex terminal has shrunk from three 5" x 7" electronic cards in 1976 to a single 53" x 7" card today
and will shrink to a single 4" x 5" card by 1984. The next step will reduce the size of such a terminal
to a pair of integrated circuit chips. Given a standard module package and standard casings and fittings,
all avionic equipment could then utilize the same multiplex terminal hardware.

In the software area a similar revolution is occuring. Relatively inexpensive and powerful hardware
is allowing the development of computers with 'reasoning' capabilities, able to evaluate alternatives and
make value judgements. The ability to do this is allowing new perceptions of the relative roles of the
computational system and the pilot in modern aircrafr., Artiticial intelligence approaches have already been
successfully applied in other fields - what remains is the application of those approaches to avionics. Ilm-
proved hardware and software can be combined to achieve the architectural improvements which are necessary
to achieve future goals. Several architectural areas must, however, be treated in concert to achieve the
decisive improvements required. These aress are:

- hi 3 =
The Physical Architecture ;Sﬂé‘{‘.g,’fs 3 (2 |8 % "
- The Functional Architecture 2 58 3 E 'E.g. e
8 <3< £ 58
- The Informstion Exchange Architecture 2 3{ 33 g'g §.§ 23 'Ly _5‘%
AVIONIC § EHEHE ¢s B
- The System Control Architecture SUBSYSTEMS elae|ESlEEICAIZE IR RSE
THE PHYSICAL ARCHITECTURE FLIGHT viv|-|v|=-]-|v|vlw¥
CONTROL

Future avionic systems should be composed of
standard, self-testing modules located in integrsted ENGINE viv|lvlv velve|lv|ivl|y
avionic system racks. Analysis of vsrious types of CONTROE
svionic systems hss shown thst identicsl types of

ENVIRONMENTAL

functions sre performed in many diffferent systems CONTROL vivliv|viv|-lvliv|iy
and in different parts of the same systems. Figure 2
shows how this commonality of functions is shsred
between a group of five aircrafr systems. An unusual :g;?ﬂgf v|lv|]-|vY|=-]|-j-|lvwviw
combinstion of systems has been selected to dramatize
the commonality of functions even among diverse sys-

AIROATA S vlvwl-l-|=[<|=]|v!ly

tems. If the more conventionsl avionic systems are
added to the list, the same sharing of function types MOTDNEENSORS
is also observed.

FIGURE 2. COMMON FUNCTION TYPES ARE SHARED BY

In today's avionic designs, each of these common D1FFERENT SYSTIMS
functions is performed by a unique hsrdware design. Typically, different vendors will provide different
hardware even though the functions are identical. This situation exists becsuse current designs emphssize
Line Replaceable Units (circa World Var II) rather than functions. On the other hsnd, if stsndard inter-
faces and packaging are adopted (as is possible with a unified totsl architecture), it becomes practicsl
to design common functional modules for multi-use applications. These modules, plus unique sensor snd
effector interface modules, then become the building blocks for a new type of system architecture. Virtuslly
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any type of system function can be built from these modules together with suitable software. Because the
common module types will be used in many different applications it will be cost-effective to develop special
integrated circuit chips and to implement unique production methods to permit such modules to be manu-
factured in large quantities at low cost.

Figure 3 contains a general description of one such module and lists some of the more important fea-
tures. Such a computer module is currently feasible using the MIL-STL-1750A processor chip set being
developed by the F-16 program. Other modules of the family would be of similar construction. Modules of
the type shown in Figure 3 will be physically protected from the flight-line environment to which they will
be exposed. The modules will become the Line Replaceable Units (LRUs) and therefore must be designed ac-
cordingly. Current module or card design approaches will not suffice.

STANDARD —*%

SIZE MOUNTING & HEAT

CONDUCTION FLANGES

PROGRAM
STORAGE METAL COVERS FOR

l I ‘l MECHANICAL & EMI
ULSSAESEUESES 1]\ % POWER REGULATOR FOR

SUPPORTABILITY

AFFORDABILITY
EMI & EMP PROTECTION PERFORMANCE
OUAL CHANNEL o Eliminates AIS
MUX TERMINAL POWER AND SIGNALS o Wide-Band Multiplex ¢ Growth-Oriented System
© Lower Skill Personnel Architecture
o In-Flight Reconfigurati o Extensive Standerdi
* Major Reduction in Spares » Module Replacement at A/C
FIGURE 3. TYPICAL COMMON COMPUTER MODULE ® Low Part Count VLSI/VHSIC ¢ Major Reduction in Connectors

FIGURE 4. ACROSS-THE-BOARD BENEFITS

Direct module replacement at the aircraft level will be a major logistic benefit of the new physical
architecture. To achieve this goal, an integrated rack packaging will be used in place of existing LRUs.
Racks similar to that shown in Figure 4 will permit ready access to individual modules. Many of these
common integrated racks will be used throughout the airplane and can be larger or smaller depending on
application. The rack sections will be separately removable from the aircraft to permit back-plane repairs
or modifications. Compared to current avionics, these repairs should be very infrequent, since the racks
will reduce the stress on connectors and will greatly minimize interconnections when full multiplex communi-
cation is implemented between modules. Individual modules will be enclosed in sealed metal cases to provide
complete mechanical and EMI/EMP protection. These rugged, sealed modules will permit flight-line replace-
ment. All modules will be cooled by conduction to cold plates in the integrated racks. Either forced air
or liquid cooled versions of the rack could be used.

THE FUNCTIONAL ARCHITECTURE

Future aircraft will need to have a functional rather than a subsystem oriented architecture. Emphasis
in system operation and design will be on the functions which must be performed to achieve the mission.
The physical pieces of sensor/effector hardware required to accomplish the functions will no longer drive
system design and implementation considerations. System functions will freguently be accomplished with in-
put or participation from what are now typically stand alone subsystems. Sensing and computation will be
performed where it provides the most benefit, rather than where it has been traditionally performed. As a
result, in the accomplishment of functions, sensors will augment each other. Detection of targets for
example, can be performed by a combination of radar input, EW input, FLIR input, laser input and pilot input
to a common functional algorithm. Individual sources of data will be weighed most heavily when the con-
ditions for operation of that subsystem are best. Failure of a sensor will not change the operation of the
function, but will merely modify the accuracy, certainty, range, etc., with which targets can be detected
to the extent that the failed sensor would have provided data. Pilot workload will be dramatically reduced
because formerly separate data will be already integrated and appropriately weighed according to its value.
Fusion of the data in this manner will allow the pilot more time to focus upon the intent of his mission &nd
the expression of that intent to the avionic system to allow it to properly weigh decision inputs. A
functional rather than subsystem orientation will also provide benefits in the area of system availability.
When coupled with the standard modules of the physical architecture, fsiled devices will be able to be re-
placed on-line with spare modules to maintain the operation of critical functions. Functionsl orientstion
will promote common algorithmic approaches which can be supported by common hardwsre modules. In addition,
it will decresse the tendency to build-in geogrsphicsl proximity ss a subsystem design requiremunt. Fsil-
ure of one of these modules will be circumvented by the reloading of a similar module in snother psrt of
the system with the appropriate software to continue operation. This reallocation of processing to ac-
complish functions can range from simple computational modules to complex common signal processing elements.
Safety of flight critical systems will also be benefited by a functionsl approach to system design. Im-
proved system error checking capability can be achieved through the analytical comparison of other aircraft
sensor data without the necessity for unneeded duplication of flight critical sensor systems. Reliance
will be upon total system capability.

THE INFORMATION TRANSFER ARCHITECTURE

A ew type ol modelar stetiitberets will be necessery 10 wtillse wtanderd aoldles ol Uhe Eppes dlstwese
to sccomplish the proposed functionsl srchitecture. Multiplex communication will be used between modules,
rsther thsn just between LRUs ss in existing designs. This approach will lsrgely eliminzte many thousands
of mechanical electrical connections thst are used in current avionic equipment. It is ironic that, while
these connectors in current systems facilitate rspid field replscement of defective elements, they slso
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contribute failures that increase the number of maintenance actions. In modern digital equipment, even a
momentary break in a connection tends to register as a hard failure. Evidence indicates that connection
related problems may be responsible for a large segment of the could-not-duplicate (CND) and re-test-OK
(RTOK) problems that tax maintenance resources and that tend to repeat in flight and thereby reduce combat
effectiveness.

Figure 5 is a block diagram showing an example and benefits of such an architecture. This example is
an inertial navigator that uses digital multiplex to the module Jevel and is built almost totally from
standard modules. Elements such as those shown in
Figure 5 become building blocks in a conventional
*MODULE LEVEL SELF TEST sense for larger subsystems and systems in much the
*STANDARD INTERFACES same way that the standard modules are building
blocks for this element. The same standard, digital
plrgolos pomenleaiiing Laseidsse 49 wed 44 g1l
levels to simplify design and permit necessary data
interchange at all levels of the system.

The two most essential features of the informa-
tion transfer architecture are the previously des-
cribed'multiplex to the module' feature and the
reliance upon a switched communication network rather
than a bus structure for that information transfer.
Dynamically switched point-to-point communications is
provided between devices in the avionic system allow-
™ MULTIPLEX ing any device to communicate with any other device.

MULTIPLEX LINES This switched approach permits many simultaneous
communications to occur, provides alternate communi-
cation paths for reiiability and reconfiguration, and
FIGURE 5. ALL-MULTIPLEXED ARCHITECTURE FOR AN provides isolation of failures in communications to a

INERTIAL NAVIGATOR USING STANDARD MODULES single computational module. All of this is accomplished
with a highly regular network requiring only one multi-
plex terminal per computer. Failure isolation is particularly important to flight critical functions which
need to interact with the remainder of the avionic system but which must be protected from failure in non-
flight-critical and non-redundant subsystems. The switched network information transfer architecture is
also fully extendable to provide for the transfer of non-digital information such as video, electrical power
and RF energy. In a fully functional architecture the distribution of these types of information must be
fully coordinsted with the exchange of digital information. The common control mechanism for data exchange
provided by the switched network approach achieves this coordination capability, provides regularity in
system design, and can dramatically reduce the wiring and control complexity of the aircraft while sub-
stantially improving operational effectiveness.

o

Advanced multiplex networks of the type needed for such applications have already been designed and
breadboarded for digital and video information exchange. The networks employ the advanced, fault isolating,
switching techniques to provide the necessary data transfer rates to handle both high-speed digital and
wide-band video type data. The terminals transmit less than one-quarter watt of power and can be con-
structed entirely with VLSI chip technology.

THE CONTROL SYSTEM ARCHITECTURE

The complex avionic systems of the future will require improved control mechanisms to ensure reliable
and effective operation. The switched network information transfer architecture supports distributed con-
trol and provides the freedom to implement any desired combination of central control and local autonomy.
Some degree of local autonomy will certainly be required for efficient system operation as the number of
simultaneous functions to be accomplished increases. Accordingly, the control in future avionic systems
will be accomplished at several levels. At the top level will be the expression of the intent of the
mission (and of tlie pilot). Of necessity, all actions of the total system must be consistent with these
mission objectives. Implementation at this level will be accomplished by the pilot and a system level
artificial intelligence capability.

The next level will be the control of individual functions, each of which may involve several sensnrs/
effectors. As long as the actions taken at this level are consistent with the top level intent of the
mission/pilot, autonomy of operation will be allowed. A change in pilot intent would, of course, be re-
flected into appropriate and coordinated pctential changes in individual function executions. Allowing
dutonomy at this level simplifies the implementation (and also the test) of the system. It further allows
much faster reactions to changes in the environment since the decisions can be made region by region rather
than centrally. Artificial intelligence may also be needed at this level to determine the best weighing
of information and to determine the best course of action, within the constraints of the higher level
objective,

Additic: 11 lower levels of control may similarly be required, each operating within the constraints
imposed by the intent and goals of the next higher level. Operation of the avionic system in a sense
parallels that of a well honed military ccmmand structure which allows subordinates freedom of action with-
in the constraints of the objectives provided by their superior officers.

A common family of executive software and executive control structures will be used to support all of
these levels of operation. Commonality in software modules will be similar to the commonality in hardware
modules discussed in the section on physical architecture. A family of executive and control structure
modules can be well tested with the needs of any individual decision level being accomplished reliably by
an appropriate set of software modules.

The eonte| epssen erthlisiiore o Wvemeed avionke system will #lsc tely teavily opun extensive
on-board self test of software and hardware to ensure reliable operation and to support on line reconfiguration
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to improve aircraft availability. The standard hardware modules with multiplex interface between modules
are particularly well adapted to complete, on-line self-test. First, the many thousands of interconnects
which exist in conventional avionics are eliminated, which directly reduces the scope of module self-test.
Simplified interface equates to simplified, more comprehensive self-test. Second, multiplex lends itself
to end-to-end testing with a pulse-by-puls: self test for 100% confldence. Third, large scale and high
density integrated circuit technology makes it possible to provide special self-test chips that can be
utilized in each standard module.

Bhiree tomtitng 19 porformed deviig [1%a00; Hiderulittit Falleder se Jalewtc K eclemed A e
environment in which they occur. Most CNDs and RTOKs are eliminated. In addition, the built-in test
capability of the modules and the advanced multiplexed communications make it practical to provide on-line,
hot spares for meny critical functions. Such spares not only permit systems to heal themselves after
failures, but may also allow maintenance deferral. If a system has corrected a failure, the urgency to re-
place failed modules between missions is reduced. Finally, the test capabilities provide the maintenance
personnel with fully automatic identification and location of failures, thereby enabling rapid line replace-
ment of failed modules.

CONCLUSIONS

<phppropriate architectural approaches in the physical, functionai, information transfer, and controi
system areas are the key to future avionic capabilities. The appropriate architectures will provide drama-
tic improvements in system performance while simultaneously improving system availability, supportability,
wid AFURAdE LIty Tie soltware &0 hetddare teelmtlogy tequlred 0 adfleve tese sreldticererel mprow
ments are already here and simply need to be improved, properly applied, and integrated. The resulting
weapon systems will, however, have widespread effects in many areas of operations, logistics, and equipment
acjuisition. Changes will be rejuired in the way [ilots are trained and conduct their missions. The
proper pilot/vehicle interface will need to be developed to fully allow the pilot to act as a system manager.
At the same time data must be provided to assure pilot confidence that the automated system is accomplish-
ing properly the detailed operational tasks which were formerly accomplished manuelly.

FFomevetent Of wilouie’ eyatoms and er¥eor WLl wndebel B OPRoRLE S LiGeerry prodest Llired &0
alignments will ciiange. Government procurement policies will be alteredﬁéiCommon modules will likely be
procured directly by the military from software and hardware module sources and will be provided to avionic
vendors. Avionic systems developers will find themselves creating special sensor and effector modules and
function-unique software to be used with modules common to many other uses.~ Because most functions of the
Avionic Intermediate Shop will disappear, the large organizations now associated with this function will be
greatly reduced. “With large numbers of throwaway modules, t%u?depot repair facilities and organizations
will adrink; ‘v the fonrkicw sill meaere F o the rigia: ] manaforrnrie. .q"\_r

These changes can provide far more Air Force fighting power per dollar. The task is technically
achievable. The challenge is to break free of the comfortable post-World War 1I path of avionic design
and support. Instead of incremental applications of advanced technologies with incrementally small improve-
ments, a revolutionary and concerted technology application to gain a decisive advantage should be made.
The future of Air Force effectiveness is in the balance.
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DISCUSSION

F.Broecker, Ge

Does an improved Avionics Architecture, which you advocate, bring any relief as to the development and

substantiation of the functional requirements/specifications before it is transformed into computer language and
algorithnis?

Author's Reply

Partially; the new architecture will not help to decide what functions are needed or how they are specified. It can,
however, make early evaluation of the validity of those functional requirements easier since the hardware,
architecture, language, and interfaces are known beforehand. The functional uniqueness resides in the algorithms
and software. Thus, the unknowns are considerably reduced in development and substantiation.

F.Broecker, Ge

In case the extent and importance of the functional requirements/specs are unchanged with the current extent, is

there any other simplification/relief that justifies the statement that the software is simpler and cheaper with the
new architecture?

Author’s Reply

The software is simpler and cheaper because most of the system will be combinations of a few conimou modules and
library software, with only the function-unique software to be implemented and tested. This regularity is also
amenable to automated software procedures. In addition, designing software functionally, to operate by expression
of intent, decreases module connectivity making individual software modules easier to write and test.

M.Burferd, UK

While it is true that more and more relatively inexpensive and powerful hardware is allowing the development of
computers with “‘reasoning” capapbilities, is it not true these developments are more likely to cause a shit in the
emphasis of the software role as opposed to a revolution? As the software firms up into hardware, the task ¢ { the
software component will be relieved of the more mundane activities. This will surely not have the net effect of
reducing the software components role, but will allow it to concentrate on the more difficult 10 implement
executive type of decisions, such as exception handlers and data presentation editor.

Authur's Xeply
The software role is indeed more evolutionary as opposed to revolutionary versus the revolutionary increase in
hardware capability and architecture. Some “‘revolution™ is needed in software, however, in the way applications
are partitioned. “Intent driven™ operation, for example, is a significant departure from current practice. Other
software revolutions will come in computer automated software development, documentation and maintenance.

We don’t see that the “‘software firms up into the hardware’ (firmware) to any greater extent than now, but that
tie hiardware will e “uuu—spcri‘ﬁc" afctil oadcd turmiura! anacro~ ode Tinnwarey. Tor tutine functions, cominun
modules and library software will constitute a large part of the system. This will not have the “net effect of
reducing the software compouents’ but of increasing it, but in a positive sense overall. The hardware/software

rebalance will more likely come in autoniated procedures and a reduction in the percentage of time devoted to
soft vare maintcnance.

W.McKinlay, UK

It 1s agreed that systems have evoived so tar but perhaps the revolution required s a proper unacceptable constraint
to use a bus connecting function module because of the major changes in function permitted by later technology
and the technology dependence on sensor characteristics. How can standardization be made to pay off without
making some of the desired system features impossible to achieve or without, in practice, making subsystems more
extensive or difficult to develop to the desired performance?

Author's Reply
The godl-ol s areldtectare and it frrertuces and modaies 18 1o arfticipate Hatare reguirenrents i sach fundaimicntal
parameters as data flows, bandwidth, operatious per second, etc., then to implement in the modules what current
technology will support. As the techitology changes, the new technology will change only the number of modules
required per function, and the system will be transparent to that change. The bus interface at the functional cluster
le vel is not a factor in taking advantage of technciogy (major technology advances have been made in the F-16
system without abandoning the basic MIL-STD-1553 interface). While it is true that the performance, especially in
the sensor area, is technology dependent, a properly designed architecture should be trunsparent to those changes. A
Standard that does not have this technology transparency is vulnerable to being superseded in any event.
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TACTICAL REQUIREMENTS IMPACT ON
AVIONICS /WEAPON SYSTEM DESIGN
by
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SUMMARY . -

“w
\

~~The complexity of tactical weapon delivery has been greatly increased by the advent of new weapons,
the enormity of eneay air defenses and the awesome capsbility of new digital technology. However,
careful ssseasment of the tactical requiremeats becomes even more important 1f a truly effective
marriage of airframe, avionics and weapons is to be achieved. A review of a typical tactical mission
requirement, battlefield interdictiony establishes a base for derivation of functional requirements on
which an integrated attack system " architecture can be designed. The result is a need for a
multi-sensor, multi-mode capability functionally integrated to achieve the flexibility required by the

mission. _ _
\r-

1.0 INTRODUCTION

When the British Royal Flying Corps in World War I conceived the 1idea of a fighter-bomber by
installing four 25 1b bombs on a Sopwith, few foresaw the complexity of today’s weapon/aircraft
interface and the target environment in which the fighter bomber must operate. From this modest
beginning into the 1950s, tactical weapons still consisted principally of guns and high explosive bombs,
and anti-air defenses relied on guns of various caliber.l The advent of the tactical missile, air to
air, air to surface and surface to air, brought about dramatic changes in both fighter bomber weapon
control requirements and 1in the flexibility and lethality of air defenses. Through this period of
change, tactical fighters have undergone an infusion of technology that leaves their flight performance
and weapon control capability unparalleled. The question arises, however, do these awesome capabilities
indeed permit today’s fighter pilot to successfully destroy a determined eneuy? Are the aircraft
characteristics, weapon control system capabilities and the weapons truly compatible? Are the tactical
requirements fully reflected in the total engagement system design? There is no clear cut "yes" or "no”
answer to these questions. However, it behooves the systems designers to critically examine where we
are and where our future systems must go. Airframe designers may lean 1in one direction, weapons control
system designers in another and weapons designers yet a third direction. Yet on one point all will
probably agree -= the aext generation must be an integrated attack system featuring multi-sensors and a
wide range of modes to meet the difficult tactical weapon delivery requirements.

However, this integrated attack system must be a departure from the popular conception of
“integration”. No longer can a system architect assemble a group of "elements” with given performsnce
characteristics and "integrste” them through some common processor aand achieve the maximum capability of
the system. Todsy's requirements dictate that each "eiement”™ (in the case of weapon control usually
sensors) must be designed with full knowledge of its role in the integrated system. Software must
reflect an understanding of the wmulti-wode, multi-role functions required to achieve detection,
acquisition, tracking and delivery compatible with a wide range of weapons. Shared processing and
shared apertures will be common. Stealthy operation imposes stringent demands on control of own
emmissio . and judicious use of the enemy's emmissions. But as a bottom line, the capabilities
incorporated in the system must not be allowed to proliferate to the extent technology will bear but
must be carefully matched to the tactical requirement to be fulfilled.

This paper looks at a pressing tactical requirement -—- destruction of enemy armored forces in the
second echelon. It examines the functional requirements derived from these operational considerations
and matches them with the elements of weapon control needed to perform the functions. Finally, the
techniques of integration and the impact of technology are discussed.

2.0 TACTICAL REQUIREMENTS

As an 1illustrative example of the impact of tactical requirements on weapon system design, the
battlefield interdiction mission or destruction of enemy armored forces in the second echelon, has been
chosen. The most important aspects from a system design standpoint are the characteristics of the
targets, constraints in acquiring the target, how to get to and depart from the target area, the weapons
involved and, the most elusive of all, the tactics required to get the weapon on the target”,which is
often integral with getting to and departing from the target area.

2.1 Target Characteristics

It 1is not sufficient to just characterize the target in terms of itas radar cross—section, IR
emmissions or minimum expected velocity. To derive functional requirements for the integrated attack
system the physical characteristics, the vulnerable aspects, the modes of operation and deployment are
all importaat inputs. In this example, the targets are not only tanks but self propelled artillery,
armored personnel carriers, trucks and mobile air defenses.® The fact that they are wmetal, are
physically large, radiate heat when running, are camouflaged, all ara important in choice of sensors.
Since the purpose of the second echelon is to exploit first echelon breakthrough, the likelihood that
the targets will be on the move, on the roads and, for tactical control, in proximity to one another is
high. RF emmissions from the gun/missle defense radars and from communications is a likelihood.
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2.2 Expected Constraints

The highly sophisticated and effective enemy air defenae eavironment is the principal coastraint on
integrated attack syatem design.2 The attacking aircraft must fly very low and very fast to
survive. This brings to bear other complications for target acquisition. Terrain masking now
becomes extremely important. Armored forces proceeding down the center of a 200 meter roadway with 10
meter high trees on either aide presents a six degree mask to an attacking aircraft. If the aircraft is
at 70 meters altitude, the target will not be within the pilots line-of-sight uatil he is only about 670
meters away or, at 244 metera/sec airspeed, about 2.75 secs from the target. An alternative to increase
the line-of~aight range ia to pop-up to a higher altitude with the attendant risk of greater exposure to
enemy defensea. Also the terrain presents probleas for ingress and egress to the target. The speed and
altitude dictated by the miasion impact the terrain follow/terrain avoidance requirements.

Night and weather conditions are also constraints since this mission requires the system to contend
with both. Choice of frequancy for the sensora is impacted by the severity of the weather requirement
at low altitude. Background clutter is also a constraint. Thte multi-sensor mix and particularly the
multi-mode requirement on each aensor is impacted. Signal procesaing requirements are alao vulnerable
to the kinds of backgrounds expected. Overlaid is the significant progress made by the enemy in
Electronic Counter Measurea (ECM) and Electronic Counter—-Counter Measurcs {(ECCM) which will make his
defenaea even more difficult to penetrate.

2.3 Weapon Selection

In the end, the weapon ultimately dictates the syatem design. For destruction of enemy armor,
the most effective weapons currently {n the free world inventories are cluster munitions,
line-of-sight missiles and guns. Cluster munitions are delivered as area weapons and, if delivered
from low altitude, usually require overflight of the target area. Most curreat lire~of-sight misailes
dre woc lauocli and leave, theiefore tequire chat tae tatget be illumluacea aucil Uhe wisslle fupactse
Guns, of course, require closing to a short range for maximum effectiveness. All of thesge weaponsg,
therefore, require that the target be within the pilots (or sensors) line of sight at launch.-
Weapons projected for production will have launch and leave capabilities, and may be launched both
ofiset tou the targel aud withuut Lloe ol SLENT aL Liwe ol rauuacis These cliaracteristics will obvidasly
{mpact heavily on the syatem requirements. Where curreatly minimum launch range, line-of-sight needs,
and {llumination requirements dictate acquisition ranges and targeting accuracies and resolutions.
Removal of theae constraints will bring new sensor modes into vogue and change requirements drastically.
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4.4 larget Area ingress/Egress

0f even greater impact on functional requirements is the problem of getting to the target area and
returning. It {s obvious that ian face of the exfected enemy defenses that ingress and egress would be
expected to be at low altitude with high speed. 2 1In additfon, this capability would be required at
night and in all weather. Impacting on the design 18 the expected terrain including wire and tower
avoldance. The navigation accuracies to reach cued target coordinates are quite high requiring accurate
Inertial Navigation System (INS) update. The expected mission times, while not as long as deep
interdiction missions, are still significant in terms of expected INS errors. Also of considerable
tupart 1e e Tejdleysene for meltifle modes dwiing Ungmestlegruet. ior Lastnoee  wegeléeaedi: Bo@
alr-to~air search along with terrain follow and navigation update are considerable loads for a radar.
The interleaving of modes within a sensor or among seasors is a critical issue dictated by the users
requiremeants.

2.5 Other Mission Impacts

Choosing the battlefield interdiction mission as an example of how tactical requirements should
influence weapon system design does not ignore the impact of multi-mission requirements on tactical
aircraft. Obviousiy all mission requirements must be assessed in the same manner with inevitable
compromises in design. The thrust in this paper, however, 1s to insist that compromise in design bhe
deternined by total requirements assessment.

3.0 DERIVATION OF FUNCTIONAL REQUIREMENTS

The functional requirements for the avionics of the tactical aircraft are driven by the missions to
be performed by the weapon aystem. Since most curreat tactical aircraft and likely most future aircraft
will be required to perform an ever wider variety of missions, the functional requirements are expansive
while demanding precieion in many segmeants of the mission.

3.1 Mission Timelines

A typical tactical air-to—ground mission profile as shown schematically in figure 2-1 imposes
requirements vastly different for each segment of the mission with the greatest avionics load uaually
occurring at or near weapon delivery. A wide variety of such timelines exist for the typical tactical
aircraft.

The avionics system related functions associated with each miasion segment for the ground target
attack mission are shown in table 2-1. T[ur mission success the avionics systems must be capable of
providing timely data with the accuracy oemanded by each mission segment. The type of terrain, the
enemy defensive posture and the compliment of weapons to be delivered influence the performance level
required of avionics systema.

Various levels of activity will exist within each mission segment as well as between mission
segments. Crises may precipitate high activity levels during mission segments which normally are quiet,
especially if wmultiole anomalies or failures occur simultaneously. It {is during the peak activity
periods that the real stress of the man and the machine becomes appareat. Thus the avionics as well as
the airframe and weapons muat be organized to wmaintain stability during periods of intensive pilot
attention to a distracting occurreance which may temporarily consume his activity. Mission success may

frequently hinge upon being able to cope with crises since the enemy will try to make life difficult for
the attacker.

a7 o et s o T e—
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Table 2-1 PRIORITY OF PUNCTIONS TO BE ACCOMPLISHED DURING GROUND TARGET
ATTACK MISSION SEGMENTS
Dash Search &
Cruise, | Descent | Penetra- | Acquisi- | Attack &
Function/Mission Segment Taxi | Climbout { Loiter | at FEBA | tion tion Guidance | Exit
L & System Missionization 2
System Checkout & Test 3 2
. inflight Performance Monitoring 4 2 2 2 2 2
Communications 1 3 3 5 5 8 8 6
E Navigation 1 1 3 3 3 3 3
Terrain Follow & Avoidance 1 1 1 1 1
Airborne Target Search & 1D 4 2 4 6 7 7 5
Threat Detections 4 5 5 4
Ground Target Detection & Track 4
Weapon Delivery 4
Detection of Targets of Opportunity 1 7 6 6 7
03-0228-8A-2
i FEBA
’j Dash-Cruise-Loiter I
A I Optional
Pop-Up
Climbout Descent I R - ([
Penetrate X
Search-Acq-Attack-Guid
83:0228-BA 1

Pigure 2-1: AIR-TO~GROUND TARGET ATTACK MISSION PROPILE
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The niscion timeline requires careful system design and mission planning since it will continue to
unfold endlessly as the mission progress, never pausing to let the systea or pilot catch up. The
mission segments must allow for periods of adjustment and must compensate where possible for temporary
sensor or pilot lags which may occur becauae of this continuing evolution of the mission timeline.
Planning reiaxed timelines at the peak load period becomes difficult of course because the peak load
period place severe demands upon the system.

3.2 Accuracy/Resolution Computation

The system accuracy requirements change depending upon the system fuaction being provided. The
ability to adjust the system to the requirements of the current function is desirable to optimize the
utilization of sensor and computational assets. This, however, may be unackievable because of hardware
inflexibility. Some computations may be characterized by inaccuracies due to long periods between data
points, others by frequent data points which individually have sizable measurement errors.

A primary function of the aircraft avionics in all missions is that of navigation. The navigation
requirements range from several kilometers when flying over water bucause of the long intervals between
updates without external positional data, to a few meters where frequently updated positional data 1is
provided by highly accurate weapon delivery sensors. In geners. the navigation error corrections should
be made quickly as long as the uncertainty does not place ‘“he update point out of range. With maps
created by onboard radar or IR sensors or external navigation aids such as sateliites, navigation
system update should provide location determination to the accuracy required for flying a predetermined
course.

For interdiction and target acquisition the navigation requirements are much more severe for low
altitude operations than for flying from point te point at high altitude. Blind delivery of weapons
wide!, 35 0% hawe tholy e Uorminal sneheds Lre®ossec LT avlightlon eyilel Peguliud NEE "W INie

The most difficult task for the avioni.s system in the segment immediately preceeding weapon
delivery is detection of the target and focasing the weapons system's attention on the target for the
attack. In the air-to-air engagement thjs target cueing event is usually characterized by achieving a
gy Y EEbye® SEgual PolotiVC B0 iz vuetngtoel Fo@ WEn perrits Octeetio L. ele abEsgosgyow
engagement the event is characterized by the target becoming discernible from the background clutter or
the elimination of terrain masking of the target. In either the air-to-air or air-to-ground case the
time available for weapon release tactics and delivery has a practical limit imposed by the point in the
migssion where target detection und cueing occurs.

ineé Jccuracy OI target cueing will Jgerermine w.aetner tne rignt t&rget 18 attacked ana tane proper
decisions coancerning the attack are made. The accuracy 1s twofold. It 1s concerned with the exact
angle and range of the target and the correctness of the detections being truly a target. These
accuracy requirements grow more critical as the urgency of decision grows.

Tlie ateuracy sl testiatlon Tegolteweuts 1of tie «viofits gsed M weapuu dellvety depad opor e
type of weapon being delivered. A weapon with a terminal seeker for instance, has a reduced requirement
for delivery precision over an unguided weapon since the terminally guided weapon will remove the weapon
delivery system launch errors within the 1limits of the weapon's guidance system. This requires the
weapon delivery system to be matched to the weapons used for the particular mission. It must be
compatible with the targeting requirements of each weapon carried oa each mission. In past systems this
accuracy requirement has been built around the most severe targeting requirement. Future systems, with
their software flexibility, may provide a degree of adaptibility which allows the targeting accuracy to
be matched to the accuracy requirement of the weapon to permit the avionics sensors and processors to
better service the other tasks being performed simultaneously. The dynamics of the target and the
weapon delivery approach to the target also enter into the avionics system requirements because of
sensor dynamic limitations and computaticnal time lags.

Since 1identification of the target may be the major driver of system resolution and 1is usually
necessary to establish tracking as soon as possible after detection, the system maximum resolution will
likely be designed around this requiremeast. Iz all cases, however, it is desirable to attempt to match
the resolution requirements to syatem needs at each phase of the mission. The resolutiun requirement
should be matrhed to the misrfon phasas to atlow the rnm‘nr-rinnnl regour~ea to he forused ugrin  the
solution of the entire problems rather than on a limited relationship in which the processing
inflexibility generates a resolutfon greater than required by the system. Resolution should be adapted
to the system requirement where the resolution requirement fs a variable throughout the mission and
computer processing determines resolution.

3.3 Mode Determination per Mission Segment

A variety of system modes are required to accomplish the various segments of the missions. These
system modes place modal requiremeats upon the avionics/sensors supplying data for the modes. These
system modes are driven by demands and constraints placed upon the system by the engagement environment,
dission Asrvles, alvireoe  Liuivet lomsliepsb1lIL Lhs, svioriies Jlasltaticosl=apabillil les, weaoon
requirements, and pilot desires/abilities. The successful weapon system of the future will be designed
using a balanced consideration of all of these factors to provide the flexibility necessary to
accomodate all segments of the missions. Based upon the broad functions described in the previous
paragraphs the avionics/sensors are required to provide categories of data which become system or sensor
modes. These data may come from various avionic systems individually or in combination as dictated by
the system mode demands and constraints.

Both radar and IR ground mapping modes as well as system modes derived from combined sensory and
stored data will be available in future aircraft. These modes will permit ground mapping for day/aight
w1l weatlel ux igatlon m.d targetlng. Jor gl aliitade e igetlcn (e terTal. waps maj Teve Coatse
resolution since large landmass features will generally provide adequate navigation accuracy. For low
altitude navigation the resolution requirements will likely be more severe since the terrain masking may
severely reatrict mapping range. This masking limitation encourages spot mapping for correlation with a
data bese for navigation update. Tne processing requirements for navigation update will range froam the
simple manual position fix with keyboard inputs to sophisticated correlation of multiple seasor data
with a stored data base. In a single mission it is poasible that both high and low altitude navigation
sspmnt s will oocur: Tews e axlonic systen ssse b sdepusbis *o toe mesigeiion nesds vhaougloet 1le
mission and the special requirements of each mission segment must be met.

Terrain Following and Avoidance allows all weather, day/night low altitude penetration p2raitting
the airccaft to survive in enemy territory and return safely te fight again another dny.13 This
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capability requires frequeat terrein data inputs from sensors which can detect the terrain contour as
well as isolated obstacles such as redio/tv towers and electrical power lines end is influenced by the
3 terrain features, enemy defenses and the mission being flown. The terrain following can be
] mechanized to use reel time data from e multimode sensor to generate commands to the aircraft for
mainteining an eltitude offset and avoiding obsticle. Terrain Avoidance, however, will likely require
date of greater range than available from the real time gensor data being generated from a low altitude
in hilly or mounteinous country since terrain masking will severely limit the sensor's range. In this
3 case a stored data base iugmented with real time sensor data is desfrable.l The choice of sensors
X will be dependent upon the expected sensor performance under existing conditions and the availability of
the sensor (o provide terrain follow or avoidance while providing other modes for the mission
execution. Since safety of flight is a predominate consideration the terrain following or avoidance
mode will have priority over many other mission modes both in terms of sensor selection as well as
interruption of other modes for terrain rata collection. This will require cereful sensor management
and control when the terrain following or evoidence mode is exercised in conjunctioa with other mission
modes.

Mission variations have an iampact upon target detection since the mission will establish the
eltitude from which the detection must take place and the maneuver dynamics which occur during detection
as well as tie aircraft velocity during detection. In a typical ground target engagement the delivery
aircraft will be likely to fly es low and as fast as po~sible taking maximum advantage of aircraft
maneuvering for surviability.

Searching for and detection of targets, whether in the visual, IR or radar spectrum relies primarily
4 upon distinguishing the difference between clutter or beckground noise and the target. Since the volume
| to be searched in a finite time period has a great impact upon the system's deta processing
requirements, the search volume must be matched to the targeting positional unknowns and the comstraints
imposed by the particular mission. The low altitude mission imposes severe time constraints for target
search ané dstection requiring a minimum of deley between the target unmasking and detection. This in
turn restricts the scarch aree since the detection delay 1is essociated with the time required for the
scenner to pass over the target area. This 1s established by the scan pattern and dwell time
requirements of the sensor. The dweli :ime requirement, in turn, 1is established by the sensor and
target signature characteristics and the data proceseing characteristics of the detection system.

Mobile target detection is simplified if ground moving target indication {GMTI) modes are employed.
In missions which include moving targets the CMIL can greatly improve target detection range in clutter
by isolation of the moving from non-moving targets or background. This caa reduce the dwell time on
terget in some cases thus improving the seerch field or detection delay required. Thiz may also reduce
the overall resolution requirement for detection since the separation of target from clutter or
cencellation of fixed targets and background noise allows detection of wmoving targets without
determination of target detail. The low altitude missicns, as in the case of search and target
detection, will restrict the target exposure time due to masking by terrain feetures. These low
altitude missions will likewise impose search field limitations for GMII at high velocity since dwell
time requiraments will still exist.

When detected the target may need to be lurther clessified in aome missions before an atteck can be
made. This clessification may range frca recognition by the target location to e more complex
recognition due to specific target detail charecteristics. Here the wmission requirements will strongly
iafluence the targer recognition mode utilized. Target recognition through detailed characteristics
usually requires high resolution of target detail demanding long dwell times and extensive data
processing. These requirements usually restrict area of coverage end frequently stress system thoughput
end storage capabilities. Thus simplistic recognitioa should be used for missicns where detailed target
§ recognizers are not warranted. Multiple source deta, data from more than one onboerd sensor or data
3 linked date from remote sources, may provide iuformation which will allow recognition by positional
1 locetion rether than detailed target cherecteristics thus eesing the onboard processing load. For
1 instance, moving ground targets in the enemy 2nd echelon whether trucks or tenks may be vieble targets
| needing only to be detected ian thet locetion identified frum an external source as e 2nd echelon terget

area. By contrast, in the close air support mission it might be necessery to distianguish the tenk from
a truck to blunt an ongoing offensive since destroying the truck which is trensporting support equipment
for the tanks might not heve as greet en immediate jmpact on the battle. The mission definition
influences the degree of recognition desired end thus the recognition mode requirement.

The trecking requirements for eir-to-ground targets is dependent upon the wmission, weapon, and
target characteristics. Stetionary targets which are larger in size such es buildings, bridges, or dams
may be trackad using an initiel designation by the pilot on the heed-up displey or on e sensor displey.
An inertiel navigetion system updete will keep the eim point on the target. A moving terget, on *he
other hend mey require precise trecking since it has the cepability of changing direction or position.
This may require an automatic trecking mode which is keyed to the terget extent or deteil within the
terget.

1 The weapon impect upon the trecking requirements is through the technique it uses to destroy the
terget. An area weepon which uses a large number of submunitions scettered over e wide area to echieve

| its effect requires fer less from the weepon delivary system in terms of tracking then e laser guided
bomb which guides on e leser spot creeted by the weepon delivery system. In the former ces> positional
atesraly of I meters ot greater at tle tiwe ! vmpon lawch amy, be sdeguates 1o the lLatter e a
continuous track from weapon launch to impact may be necessary with accuracies of 3 meters or less.

The mission requirements in terms of aircraft delivery altitude, speed, and maneuver conutulntg
will drive those target tracking requirements associated with the target type and weapon type.1 The
nission planning phase will cf course consider target and weapon type but the avionics systems must be
able to cope with the dynamics of the aircraft in delivery for the weapons system to benefit from
aircraft performance characteristics. Furthermore, the avionice system should be adaptadble to the
target and wesapons types to p”nit the optiaum r and pr >r utilization during weapoa delivery
and periods of maximum stress.

3.4 Consideration of Other Aircraft Missions

Having selected the air-to-ground attack of 2ad echelon targets as the typical mission example for
this document, we have not addressed the other missions which will be encountered by an all purpose
figrrer. Thiss s8dltional miselons Lotleda thi slr-iocels asd atilisltecomalsgance alselove. Bolh awe
important missions and warrant e brief examination.
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The air-to-air wmission is one which will be a part of the overall air-to-ground mission if the
air-to-ground aircvaft has self defense weapons ai! 1s responsible for 1its own anti-air defense.
G Although the air-to-ground fighter would prefer the air-to-air engagement on the return leg of his
mission since the air-to-ground weapons would have been expended, the air-to—air engagement could come
at any time. Thus the avionics must be configured to share certain air-to—ground and air-toair modes
at least to some limited degree. The major requirement is the ability to detect the enemy airborne
threat and establish that an attack is eminent. The air—to—air mission may dominate when the threat is
perceived to be real and evasive action is not desirable.

Whether the air-to~air mission 1s the major mission or evolves as a part of the air-to-ground
mission, the avionics must provide for airborne search, detection and tracking functions necessary to
deliver weapons effectively against the enemy aircraft. It is desirable to be able to detect the threat
during air-to-ground activity before he has achieved a detection or at least beforz he is within the
range at which he can launch weapous. After conversion to the alr—to-air mode it is desirzble to be
able to search and crack multiple targets simultaneously as well as to provide identification cf all
targets in the arena. The identification may be achievable only through cooperation with other aircraft
or from ground stations although it is highly desirable for it to be an atonomous non cooperative system
if achievable.

In the transition, when completing the air-to-ground activity while preparing for the air-to-air
engagement, the demands upon the avionics will 1likely be at a maximum. Although the enemy may not time
his attack to permit completion of the air—to-ground activity before the air-to-air engagement, it is
desirable to be able to perform air-to—air wmulti-target search without abandoning the air-to-ground
targeting activity. The accomplishment of the air-to-ground mission could depend upon a few more
seconds of air—-to-ground activity while observing the closure of the airbornme threat. The management of
the avionics to accomplish the simultaneous air-to-air and air-to-ground activity is a major task which
has yet to be achieved in a current fighter aircraft.

Another complex missicn from the steadpoint of the management of the avionics as well as pilot work
load is the strike/reconnaissance mission in which the fighter aircraft is required to search the battle
area for targets for which no location is known and then destroy them. This 1s an extremely difficult
mission because of the desire to fly low for survival in conflict with the requirement to fly at an
altitude sufficient to detect targets over the terrain masking. It is extremely difficult in a single
seat aircraft since a pilot has little time to interface with his sensors in such a mission because of
the aircraft flying demands for a survivable engagement.

The reconnaissance segments of this mission requires periods of wide area searching which must be
accomplished from altitudes sufficient to observe the possible targets over the terrain mask. Figure
2~2 illustrates the impact of terrain masking upon aircraft survivability. If we assume the mission 1is
to destroy a typical gun site by detecting his location from beyond the AaA weapon range in a masking
condition of 6 degrees (a row of trees 10 meters tall at 100 meters), the searching aircraft must fly at
300 meters altitude to detect the gun site beyong his range with no uncertainty of locatinn. Agguming a
2:1 range uacertainty the altitude increases to 600 meters. Both altitudes are highly undesirable for
survivable attack since a typical surface to air missile or another AAA gun battery with the same
masking constraint could be launch an attack against the figher if within 3 kilometers.

The strike/raconnaissance mission places more stringent search and detection demands upon the sensor
than the 2nd echelon prebriefed search missison used in the previous example for air-to-ground target
attacke This 1s due to the greater detection ranges and search volumes. If self defense from air
attack 18 also apart of this mission ithe avionics management problem grows even worse.

With a 6° Mask Angle the Attacker Must
Pop-up Before Reaching a Range of 3
kM and Must Be at an Altitude of Over
300 Moters to See AAA Beyond Max.
Weapon Range.
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4.0 SENSOR SELECTION

Current avionic sensors cover the full frequency spectrum with the lower frequency systems being
primarily cooperative devices while the higher frequency systems are autonomous. Navigation and
communication systems such as LORAN, the Global Positioning System and JTIDS can be used for aircraft
positioning and location of cooperative targets. Higher frequency devices such as radar, radiometer,
infrared and televiaion sensors can be used for accurate relative position measurements as well as
improved location when used with navigation or communications systems. Whatever the source of data the
avionics system must be capable of data collection in battle eavironment. This eavironment often
eatablishes the sensor utility for providing meaningful data during the various mission segments. The
sensor selection is necessarily based upon the environmental constraints and the data requiremeants of
the weapon system.

Because of its ability to gather data at night and under inclement weather conditions, the radar
sengsor has become a primary avionics subsystem in the modern fighter and bomber aircraft. Its short
cominga include a limited resolution in born range and angle, the glint and the specular characteristics
of the return. It has good long range capability and is adaptable to detection of moving targets. This
makes it very useful as detector, tracker and (in some casea) an identifier of both airborne and ground
targets. Its accurate ranging permits terrain fcllowing measurement and air to ground ranging. It has
high resolution capability but may require significantly long looks at the target to develop this
resolution through coherent integration. This allows radar maps geometrically comparable to
photographic mapa to be generated for navigation, position update and targeting.

Because of its ability to generate vast amounts of high resolution data, the radar can stress the
airborne data processing capability. For that reason, the mode configurations and utilization must be
closely matched to the mission requirements throughout all of the mission segments to prevent system
overload. The radar sensor must be programmed to provide timely data in the multiple modes executed to
fulfill the mission. With modern digital processing the radar camn be configured to provide data for a
wide variety of modes. With electronic beam agility the radar can simultaneously provide navigation,
terrain follow, target tracking and weapon guidance functions in adverse weather and at night when
neither the unaided pilot nor other avionics sensors are effective.

The target's emissions can be uaed to identify and track the target in angle. (Passive range
tracking is possible but difficult). This zllows for passive attack or long range detectican 1f the
target {s emitting. This enhances the element of surprise and aids in detection of enemy threats. As
in the case of radar, the passive RF gensors have day/night all weather capability and can be big
consumers of onboard data processing capability if a number of threats are present or the non target
signal density is great.

Paggive RF sensors can provide data unavailable from other sensors or data requiring complex, time
consuming proceasing when derived from other sources. Because the angle data may te coarse and the
range data time consuming to generate, the passive RF sensors wmay work best in conjunction with other
sensors rather than functioniang in an atonomous mode. Proper integration might allow these sensors to
provide long range target identification and tracking as fire control inputs where radlating targets are
a part of the migsion. It is because of the unpredictable nature of the periods of radiation of such
targets that the integration with other sensors is desirable.

Many missions may be performed in areas where or during periods when the weather does not prevent
the use of infrared sensors. In these instances accurate detection and angle tracking of targets is
possible using forward looking infrared sensors. As in the case of passive RF gensors accurate range
tracking 1s more difficult to achieve. Again the integrated sensor system approach can provide range
data through use of radar or laser ranging.

The infrared systems are particularly effective when detecting active targets which are emitting
heat or have a temperature differential with respect to the surroundings. A match up of the infrared
sensor avionics with an infrared guided munition is usually effective since both should work well in the
same environment.

Lasers are very useful for ranging and target {illumination for weapon guidance. For target
tracking their narrow beam allows for good angular tracking and their short pulse capability allows for
high range resulation. For target illumination the beam can be controlled to meet the spot tracking
guidance requirements of the weapons. A laser radar can have a multipiicity of modes similiar to those
of RF radar providing in some cases superior performance.

The short coming of laser systems is the impact of the atmosphere upon their performance. This
limits the conditions under which the system will provide suitable range performance to generally falr
weather. This of course limits the utility of lasers as a single sensor in many mission segments.

When used with other sensors in an integrated system, the laser can provide data unavailable from
other sources. This 1is particularly important in short range engagements both air-to-air and
air-to~ground when lLasers may provide more usable tracking data than other sgensors. As one element of
an fategrated wmultiple sensor target identifier the laser is important because of the detail {t can
generate about the target which has a different information content than the other sensors.

5.0 SENSOR INTEGRATION

The Sigital Evmpotet L Lroaoght 4%0ct ® Tevoldtion 0 the evlsuies sl Tie urigee wlogae
processing embedded 1n each avionics subsystem is being replaced by digital processing hardwar: which {is
less unique between subsystems. In fact the community is attempting to impose commonality standards.
As digitalization of subsystem functions progresses and commonality grows the opportunity for system
pericraance faproveaent througn tunctiomal lotegratisn «i1l netursll; evilve. To wmae Uit Uils
integration evolution brought on by the computer revolution {s channeled toward achievement of the
overall mission goals, the avionics, atrframe and weapons must be thoughtfully developed. Sensor
integration, flight/fire control integration, and weapon/airframe integration are the key areas for near
term effort. This discussion focuses upon the sensor integration and its major elements of aperture
sharing, the functional relationships and the processing commonality.

Because the radar was the first major avionics seasor on board a fighter aircraft requiring as auch
unobstructed vievw in front of the aircraft as possible and because it is still a primary sensor, the
prime real estate in the airframe (the nose) is usually taken up by the fire control radar. The radar
designers are experts in convincing the world that they can always use a larger aperture so that all
challenges for nose real estate are defeated. As other sensors improve and radar antenna design evolves
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this radar dominance will subside. Shared aperture concepts will emerge.

What are the driving needs for aperture sharing? Visability is of course a major consideration.
In addition there are no displacemeot errors if all the sensors are co-located. Furthermore,
stablization can be simpler since there may be less movement between sensors' boresight lines and
stablizaction sensors 1f all are culviatsde  wvata for the vdricus sensurs stould be more easily
correlated.

In the RF bands unique methods are being developed which permit wide band signal . reception in
conjunction with active radar to coexist in a common aperture. This permits data from a broad range of
gources to be easily correlated in time and angle with the radar data.

In the visual and IR bands unique developments have provided data from two sensors to be gathered
simultaneously with a common mirror system. This allows easy correlation of these data as well as laser
data which may also utilize the common mirror system and aperture.

Maay oF the Londtiows petliormed By tie vaTlUes vensUls BNE CTouwdy Delween seiurs gwel as pulontitg
functions. These fuoctions can be performed more efficiently if common techniques are applied. This
allews for effective distribution of mission tasks between sensors as well as coordinated multiple
scnaul actiVity Fir JotAt tasks.

Since the list of modegs each sensor can perform 1is long and highly overlapping under ideal
conditions, the sensors may be required to hand off tasks which can be more effectively performed by a
sensor which is not as fully utilized for a particular wmission sgegment. These hand~offs should be
configured so that as the system encounters less than ideal conditions, the tasks can be handed to the
sengor providing the beat data. This may require a redistribution of the tasks being performed by that
sensor and trade~off between sensors of the mode sharing responsibilities so that the key functions are
gerviced.

This implies systems which can sense performance degradation in a particular sensor and whick can
wandge Chell TE€BOUC"¢S TO compensate for these performauce Jegtadatious. Tuils Is fwporiant ooth for gooa
weapon systeam performance as well as safety of flight. The functions must be managed and monitored by
each sensor system as well as managed and monitored by the integrated system cootroller be it manual or
automated. Multigle sensor sgstems of the future which function in an intefrated fashion will utilize
the unique characteristics of each sensor to monitor the overall performance of the system. This will
provide the data necessary for the various system modes under the variable eanvironmeatal conditions
under which the mission is executed.

The functions provided by the various sengsors aboard a fighter aircraft are shown in table 2-2.
The atliity of tliese sensors 1s Gependent upvn tné conditious unler Wulch the Tlsdion 18 beiug petformed
and the geometry of the engagement. These are the functions which must be managed in the integrated
weapons system.

The overlap in modes available for the various sensors shown in the table indicates the redundency
of processiog required within the weapons system. If the sensor processors are autonooous this
redundancy necessarily exists. The integrated sensor processor of the future will combine many of these
redundant functions by using common processing where possible. Some redundancy may still exist since
more than one sensor may be performing the same function during transition periods. The common
wocessor will organize this irocessin; so that these redundant 7rocesses are ‘grformed more efficiently.

There are many advantages of common processing even without one computer performing all like
functions. By merely having like processors in the various sensor subsystema the common functions can
be serviced with common software which will reduce system design time and improve the understanding of
i maled %y dalrtslseord ool replly owrsonned bersesd 1Tare sdw Tewp® AlL{etent silbmity slaments to
deal with.

For those functfons that are unique to a particular sensor there are efficiencies associated with
common architecture between sensor processors. Here again the maintainence persoonel will more readily
understand the system software and hardware since there are likely to be many similiarities in these
unique functions.

As the integrated sensor systems emerge, the occasions for a separate expert for repair of each

TABLE 2-2
SENSOR UTILIZATION IN THE FIGHTER MISSION

Visual -Target Acquisition and Track
=Navigation & INS Update
=Target Identification
-Weapon delivery via HUD or in cockpit display

Radar -Target Acquisition and Track
=Navigation Fixtaking & INS Update
-Map Correlation (DLMS)
=Moving Target Indication & Tracking
=Rang ing
-Weapon Guidance
~Aircraft Guidance
-Target ldentification

E/O ~Target Acquisition and Track
-Image Magnification & Identificatioo
=Navigation Pixtaking & INS Update
=Map Correlatioo
~Ranging
~Laser Guidance

ESM =Threat Warning & Avoidance

-Target Acquisition and Tracking
~Target Ideantification
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sensor processor begin to diminish. Although the processing associated with each sensor may be
separately identifiable in the integrated system softwsre and/or hardware, an overall understsnding of
the whole system becomes of greater importance to isolste problems in modes using data from multiple
sensors. Common computer languages such as Ada are emerging and will help to provide system commonality
of processing. Commonality of sensor hardware components has been a stated goal in militsry hardware
for many years. Commonality of processing hardware 1is a more recently stated goel. Commonality of
software 18 as yet unachieved and wiil require several more years of "organization” before it becomes a
reality in military systems. We should at least try for common processing within the systems designed
for future use. Without such a thrust the task of system integration becomes very difficult,
inefficient, and in all likelihood ineffective.

6.0 IMPACT OF TECHNOLOGY

Today's digital avionics systems are but just a beginning of the technological advances to become
available in advanced aircraft of the future- We have succeeded in the conversion of many analog
avionics devices to digital devices. The next step is to upgr de those devices to take advsntage of the
new high speed digital capability which has emerged in the 1980°'s.

Twenty five years ago we built rooms or buildings to house the new digital computer that could
compute the company payroll overnight. Today we use microscopes to design the devices which will make
up computers the size of a cigarette pack which can process many orders of magnitude more data. This
explosion of very high speed integrated circuit technology will permit the future avionics sensors to
provide msny more functions of greater accuracy and reliability than exist in todays most advsnced
fighters.

The programmable signal processor {PSP) of the 1983 fighter aircraft radar is a good example. The
baseline PSP ghown in Figure 2-3 is availsble today for performing the radsr data processing functions
necesssry for providing the rsdar modes in a present era fighter. This processor is cspable of a wide
vsriety of modes including multiple target trsck while search for sir-to-air engagement as well as
terrain following for low level penetration for air-to-ground engagements.1

As very high speed integrated circuit technology becomes availsble in the latter part of the 80's
this same PSP could be reduced to 1/4 the volume while still maintaining the capability to process the
radar data of the current PSP { baseline). As shown in figure 2-4 the power requirement would be reduced
by 1/7 and the reliability improvement would allow an increased expectstion of mission success using the
sdvanced PSP over the present configuration. Acquisition and logistic support costs would be
gignificantly reduced.

But the radar will likely change considerably by 1990 so thst the PSP requirements will be expanded
to accomodste electronic radar beam steering ss well as s multitude of new rsdar modes for enhanced
air-to~air performance ss well as greatly expanded air-to-ground capability. Figure 2-5 indicates the
future fighter aircrsft radar PSP charscteristics encompassing the greatly expanded capability required
for the advanced tsctical fighters of the 1990's. By this time period the number of functions per chip
will have increased so that even with the greater processing requirements the chip count is more thsn

(1) Chip Count - 5950
(2) No. of Board Pairs - 31
39 Locations (3) Power/Voiume - 2.8 kW 0.04 m®

(4) Signai Processor Capability
— 16 MCOP (COP = 4 Muit, 6 Adds)

(5) GP Computer Capabiiity
— 1.3 MIP (Dais Mix)

(6) MTBF (Fighter, Non-inhabited) -

t 9 330 Hours
(7) Acquisition Unit Costs - 100%

] (8) Logistics Support Costs - 100% (3 Level)
Supply "
- 25.4 cm-—-l,// (9) Probabiiity Mission Success* - .994

59.4 cm (10) Deveiopment Cost Factors -
rd - None (Baseiine Reference)

Power |

*2 Hour Mission

830220-8A 4

Figure 2-3: STANDARD 1983 FIGHTER RADAR {BASELINE) PROGRAMMABLE SIGNAL PROCESSOR CHARACTERISTICS
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Z T (1) Chip Count - 600
10 Locations 19.6 om (2) No. of Board Pairs - 6
o, | (3) Power - 400W
Test (4) Signai Processor Capability
Connectors — 46 MCOP (COP = 4 Muit, 6 Adds)
3 o O g (5) GP Computer Capability
| — 3 MIP (Dais Mix)
3 ) 36.1 cm (6) MTBF (Fighter, Non-inhabited) -
f § 2067 Hours
/ (7) Acquisition Unit Costs - 33%

% 328cm —ﬂ

(8) Logistics Support Costs - 9.3% (2 Level)
(9) Probablilty Mission Success* - .9990

(10) Development Cost Factors -
*2 Level Maintenance - Software Reprogrammed in ADA

(No Redundancy)

83-0228-BA-6

Figure 2-4: BASELINE PERFORMANCE WITH VERY HIGH SPEED PROCESSOR

T (1) Chip Count - 2200
(2) No. of Board Pairs - 17 i
(3) Power - 1 kW ‘

(4) Signal Processor Capabliity
— 216 MCOP (COP = 4 Mulit, 6 Adds)
— 32M BYTES Memory

—j— (5) GP Computer Capabiliity
— 6 MIP (Dais Mix)

(6) MTBF (Fighter, Non-inhabited) -
406 Hours
Power

Supply l<-32.8 cm | / (N Acquisition Unit Costs - 66%

28.7cm

Connectors

O O
—J

(8) Logistics Support Costs - 48% (2
Level)
(9) Probabiiity Mission Success* - .995

(10) Development Cost Factors -
¢ Software

*2 Hour Mission

Figure 2-5: 1990 FPIGHTER AIRCRAFT PROGRAMMABLE SIGNAL PROCESSOR CHARACTERISTICS




bt

R N e S Sl b i v

cut in half. The complexity of the edded redar modes will significently increase the cost with software
develomment representing e mejor cost driver. Historically the demands of the aission have exceeded the
cepability of the weapons systems end it is unlikely that the 1990 fighter would contain a PSP which ia
of much less cepability than the maximum the stete of art will allow.

The enhanced digital proceasing capability allows revolutionary rader aystem technology to emerge.
The major rader advancemente will occur in the erea of beam forming end control. The hardware which
creates the radar beam and procesaes it in the tactical fighter of the 90'a will likely be all digital
in nature.

Currently the beam is formed using an analog transaitter feeding an antenna array which shapes the
beam via its mechanical dimensions. The beam is positioned with gimbals which tend to move slowly and
possess a great amount of inertia. The fighter radar of the 90's may have digital beam forming, shaping
and positioning mechanizations with antenna arrays made up of a large number of digital transmitting and
receiving modules which are coantrolled from and feed thejr data to a programmable digital signal
processor. Such a configuration would require no transamitter, receiver or gimbals as we know them in
today's radar systems since all of these functions would be performed by the digital active aperture
antenna modules.20 The beam would be formed, shaped and directed electronically by solid state
devices under digital control. The evolutionary process for achieving digital active aperture radarv
capabilicty by the 90's is shown in figure 2-6.

This advanced configuration will permit a wide variety of modes to be structured in the radar
software which when coupled with the high speed computational capability will provide a full complement
of sir-to-air and air-to-ground modes to be executed in an interleaved fashion. This will permit a
variety of wave forms and beam positions to be generated during a single PRF for multiple mode data
collection simultaneously. This will greatly enhance the weapon system performance and mission
flexibility of the advanced tactical aircraft.

As the digital active aperture radar evolves several intermediate aystems may be developed. Agile
beam technology has already been demonstrated for bomber application and may be available for fighter
application within a year or less. As the very high speed data processing become available, advanced
modes will become possible for both gimballed and electronically agile radars. Hybrid monolithic active
aperture technology may be available in the late 80's to provide the digital receiving array flexibility
for interpulse receive mode Interieaving as én iIntefim to tne fully digital active aperture rader
capability. Eech of these stepa offer significent system improvement and will develop softwere modes
which are applicable to future systems as the reder technology edvances.

The technology of lasers useful for tacticel aircraft application has been evolving repidly in the
past decade. Laaers useful for renging and illumination for weapon guidence made their debut during the
late 60's. In the 70's the airborne lesers were considered for broeder roles of navigation, terrain
following es well as multiple missile guidence. As we progress through the 80's the use of lasers to
provide many of the classical radar functions for air-to-ground weepon delivery will emerge. The lesers
are, of course, limited by environmental factors such as fog, haze and smoke but since they are
cnaplimentary to coaventional radar sensors aand provide highly accurate air-to-ground as well as
air-to~air pointing and tracking, lasers are being highly regarded as an element of a multiple sensor
system for the complex missions of the future.
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Figure 2-6: FIGHTER RADAR EVOLUTION
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During the early days of laser develojment the emphasis focused around 1.06 micron region for
target designators and laser rangers. This was compatible with TV optics and could be coupled through
the same optical chain as the TV image to facilitate laser alignment. Curreat efforts are more heavily
focused in the 10.6 micron region for better weather performance and coapatibility with forward looking
infrared systems operating in the 8-12 micron region. It is in this region that the significant
developments in luser systems for the fighter aircraft of the 90's are likely to occur.

The CO2 lasers can provide navigation, target detection, target classification, accurate pointing
and tracking for weapons control as well as terrain following and obstacle avoidance. Since the laser
system is compatible with the radar system in the data it generates as well as the format in many cases,
the two systems can be used in supportive roles in the integrated system. Both the CO; laser and
radar caa provide reliable data for the cuanditions (weather, smoke, etc.) eacountered in a high
percentage of the missions. Wben these conditions degrade, the impact on the laser gystems difiers froa
radar systems. Thus, the compatibility changes from the selection of either semsor for distribution of
the mission tasks between the sensors, to a selection of the best source of data for the existing
condition. This will allow the CO7 laser to be used during certain rare periods where rainfall
degrades the rsdar and the radar to be used where fog restricts the C0; laser system. Weapons with
guidance systems operating in the laser bands will of course be matched with the laser sensor systems
for compatability of conditions under which the mission can be successfully executed.

A typical performance curve for a laser functioning in the terrain following mode is shown in
figure 2-7. For a system which has a 7dB signal to noise the sensor could provide a 5 kilometer
capability in haze dropping to about 3.3 kilometers in fog. This latter number being near the minimum
range for safe high speed low level flight.21

Imaging infrared sensors offer enhanced fighter weapon delivery performance by providing both
targeting and navigation data. Ia the 1980's it is likely that these sensors will be more heavily
integrated into the fighter avionics suite for enhanced weapons system performance. To date these
systems have been mounted in pods to aid in aircraft reconfiguration for specialized missions and to
maximize the coverage of the sensors on airframes in which the nose is committed to other sensors
(radars). By the 1990's these IR sensors will have moved to within the airframes of operational
fighters and will providing multiple mode inputs for the integrated fighter control systeas. This may
impose multiple field of view requirements on the IR system as shown ian table 2-3, which provide the
variable sensing requirements of the full mission with a sensitivity to 0.19C. This will yield a
typical targeting system performance as shown in figure 2-8, The major improvements in the 80's will
come from the detector technology which will provide cooled phioto conductive arrays with the high
sensivity necessary to meet the navigation requiremeat. These systeas will be compact and reliable with
digital output for direct iaterface with the system processor and other digitsl avionics. This enhances
the ulility of the imaging IR as an important element in an integrated sensor system. The imaging IR
when coupled to a COy laser will provide functions such as navigation including INS update, air-to-air
search, air-to-ground target search, moving target detection, target tracking, target identification and
missile guidance. As in the case of the COz laser the compatibility between the IR and radar will
allow mode sharing between the sensor systems uader favorable weather conditions and a hand-off to the
sensur providing the better data under degraded condition.

40
a0 | o = 0.4/km (CLEAR)
= 0.5/km (HAZE)
Z 2
7]
3 0.9/km (FOG)
10 |-
SYSTEM REQUIREMENT = 7 dB
e« o e = e 2 o e 5 e
0 A 1 i
1 2 3 4 5 6
RANGE (km) 830220848

figure 2-7: CO; LASER RANGE PERPORMANCE PREDICTION IN TERKAIN FOLLOWING MODE




Table 2-3 PERFPORMANCE PARAMETERS FOR IMAGING INFRARED SYSTEM
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TARGETING FLIR NAV PLIR
Effective focal Length (cm) 20.3 10,2 2,2
f Pield of View (Deg) 2.25 x 2.25 4.50 x 4,50 21 x 28
Aperture!cm) 4.0 10,2 5.1 1.1
/4 £/2.0 £/2.0 £/2.0 i
Transmission 0.49 0.46 0.62
b Instantaneous Field of View (Mrad) 0.15 x 0,246 0.308 x 0.492 1.43 x 2.29
g Spectrum (microns) 8.1 - 11.5 8.1 = 11.5 8.0 x 11.5
Detector (mils) 1.25 x 320 1.25 x 320 1.25 x 320
Aspect Ratio 1 x1 1 x1 Ix4 r
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Figure 2-8: FLIR AIR-TO-GROUND RANGE PERFORMANCE
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7.0 CONCLUSIONS

Tactical weapon delivery systems for future tactical aircraft must be strongly influenced by the
target characteristics, their eavironment and deployment, and by the weapons and tactics required to
destroy these targets. The result 1s an integrated avionics system which exploits the flexibility
inherent in digital technology and is integrated in function not just in hardware. To arrive at such a
system architecture requires a methodical 2ssessment 5f the tactical requirements to translate thea into
functional requirements from which a true integratcd system architecture can be consummated.
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DISCUSSION

K.F.Boecking, Ge

In Table 2-A, it is shown that during ground attack the function TF/TA has a priority of 1 in the mission segments
: search/acquisition and attack/guidance. Would you please explain why the functions ground T/D and T and weapon
| i delivery have a priority of 4 only considering that these functions were the reasons for take-off?

Author’s Reply
The reason for assigning TF/TA oriority No. 1 during all low altitude mission segments is because of the impact

i upon flight safety. Likewise, the system monitoring function must have high priority (No. 2) since it determines the
i quality of the TF/TA inputs for the system, thus the function is also key to flight safety. Navigation is a function

; that is always present throughout the missions and although the sensor suite of the aircraft may be fully occupied
! for a short period providing weapon delivery, a ful' awareness of where the aircraft is and where it is headed must be
| & maintained. Thus, the weapon delivery priority of 4 during attack and weapon guidance means that it will be pre-
empted if problems arise in the other 3 functions even though it’s the primary task during that mission segment. A
degraded mode in the event of TF/TA failure might be to fly at a higher altitude if tactically feasible. This would
rafve Hic privtity ol weapon defivery duating Wi mission sepnrenes felaved 1o sheapon &divery.
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OPERATIONAL READINESS AND ITS IMPACT ON
FIGHTER AVIONIC SYSTEM DESIGN

by

J.F Irwin
NORTHROP CORPORATION
Aircraft Division
l{awthome, California 90250
USA

I. ABSTRACT

Operational Readiness (OR) is & widely used term that covers various aspects of availability,
maintainability, reliability and testability.

Just as the development of avionic systems require the establishment of system engineering, soft-
ware design and interface management guidelines, the same requirement exists for the world of operstional
readiness. These OR guidelines include the following controllablc elements:

Design-for-Testability (DFT),

Operational Fault Tolerance,

System Diagnostic & Reconfiguration,
Post-Flight Data Extraction/Analysis, and
Integrated Test & Maintenance.

Design and Acquisition of systems and prime electronic equipment must account for early considera-
tion of testability and automatic test design requirements. Testability factors influence all phases of
design, integration, deployment and support of electronic equipment and will adversely impact weapon
system availabllity and ultimate return on investment if improperly specified and implemented.

The major goals of fault tolerant systems sre increased weapon systems availability, mission sur-
vivability, snd an affordable life cycle cost. Widespread acceptance of operational readiness objectives
will probably be predicated on the demonstrated llfe cycle cost of those initial aircraft containing fault
tolerant systems.

New technologies, such as Very Large Scale Integrated (VLSI) and Very High Speed Integrated
Clrcuits (VHSIC), will have a major impact on tomorrow's operational effectiveness, provided the OR
concepts are clearly deflned and enforced. Processlng elements, virtual memory techniques, and
wideband buses are readlly available for the next generation fighter. The design of weapcn system
«omputers capable of tolerating random hardware failures, has become a relatively mature technology at an
afiordable cost. However, full advantage must bc taken of advances in computer technologies to integrate
a fault tolerant design. Today, adequate methods exist to insure a high degree of availabllity and
mlsslon success through simple Bullt-In-Test (BIT) and auto-reconflgurable designs. This paper provides
a managerial and technlcal roadmap for accomplishing the deslred operational readiness goals in the next
gene-atlon fighter. The contributlon of the various attributes (including testabllity, avionic architecture,
fault tolerant designs, BIT, standardizstion and operatlonal readiness control) is provided.

1I. TESTABILITY AND ITS APPLICATION

Current projections of computer technologies indicate a strong trcnd toward reduced avionic size,
welght and cost, as well as greatly improved weapon system avallability and supportsbillty. The com-
plexity of fighter avionics, however, will remain high as more and more mission functions are accommo-
dated by the weapon system.

Projected trends Iln topography and packlng densities of electronics work to the advantage and
relative ease of partitionlng clrcuitry for purposes of real-time testability. This 1s made possible by the
integration of much higher-level functions on a single chip. Tuere is no longer a need to worry about
the failure modes of a slngle flip-flop, NAND gate or the like, now that the avionics can be reduced in
weight and volume by an order of magnitude over that of the second generation electronics (See Fig-
ure 1). Ample built-in-test and redundancy can be Incorporated at the system and equipment level to
achieve the desired degree of operational as well as depot level testability. Function for function, the
cost of VHSIC over that of a hybrid circuit (i.e., discrete and M&1), even with testability added, will be
reduced slgnificantly.

The design-for-testability (DFT) ciscipline is not black magic. Traditionally, however it has been
an area often ignored by most operational design engineera. This Iack of interest in DF. characteristics
of the syatem (and subsystem) is the natural consequence of neither the market place nor supplier self-
interest in placing DFT high on the list of design trade-off priorities. DFT is now emerging in a manner
reminiscent of the Reliability/Maintainability (R/M) groundswell of the not too distant past. And as with
R/M, the detailed effective implementation of DFT is primarily the function of the design engineering
procesa. In a similar manner, the design engineering process requirea inputs end oversights of DFT
design requirements and validation by system engineers dedicated to the DFT discipline.
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FIGURE 1. ELECTRONIC VOLUME & DENSITY CHANGES

Design-for-testability must accommodate all levels of test and repair. The degree or utilization of
testability is largely determined by the maintenance level being considered. Built-In-Test (BIT) and
performance monitoring is used at the Operational level and provides for a quick readiness status and
fault isolation to major subsystems or units within the system. Testabilitv at the Depot maintenance level
relates to unit testing and the application of off-line Automatic Test Equipment (ATE) and special test

devices.

Intermediate Level maintenance in support of future avionics will be relegated largely to a flight line
remove! and replacement function.

The Operational readiness concept {or avionics must include provisions for:
1. Design-for-Testability (DFT)
2. Operational Test
3. Integrated Test & Maintenance (IT&M)
These OR features or attributes are better identified in Figure 2, which provides amplification of these
specific OR categories of design. The concern is that an approach be implemented such that each of the
interdependent elements of OR be integrated into the total weapon system design. To properly apply
these disciplines, the system definition must provide for early identification of issues such as:
1. Availability/Reliability Requirements
2. Level-of-Repair
3. Testability Standards & Guidelines
4, Built-in-Test Features (Hardware & Soitware)
5. Functional Circuit Partitioning
6. Fault Isolation/Avoidance
7. Accessibility
8. Weight & Volume Considerations
9. Integrated Logistics Support

10. Life Cycle Cost Impact

<
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Unfortunately, the tendency has been to treat each of the features (i.e., DFT, Operational Test
and !T&M) of the OR weapon system attributes, independently of each other with little or no compatibility
relative to system objectives. The criticality of this total integrated maintenance concept cannot be
over-eniphasized. The lupact ol deslgming the avionmics with adegquatz BIT without considering the
influence on the ATE design or onboard operational tests would neither be a sound nor a cost-effective
strategy. Therefore, a model of the life cycle maintenance concept must be developed for the weapon
system under conaideration atd it must be properly implemented and managed across all phases of design
development and test,

DESIGN FOR TESTABILITY OPERATIONAL TEST INTEGRATED TEST AND MAINTENANCE
e TESTABILITY STANDARDS @ INFLIGHT PERFORMANCE ® AUTOMATIC TEST SYSTEMS
MONITORING SYSTEM

© BUILT-IN-TEST ® CALIBRATION/ALIGNMENT
® SYSTEM DIAGNOSTICS

® REDUNDANCY DESIGN ® PREVENTIVE MAINTENANCE
e FAILURE MODE

® CIRCUIT DESIGN AND REVERSIONARY ® { OGISTICS SUPPORT

PARTITIONING PROCESSES
® TEST POINTS/CONNECTORS ® FAULT CONTAINMENT
® ATE COMPATIBILITY ® AUTO-RECONFIGURATION

AND RECOVERY

FIGURE 2. ACHIEVEMENT OF OPERATIONAL READINESS ENCOMPASSES:

Future weapon system designs must consider the total aircraft testability design as depicted
functionally in Figure 3. A synergistic approach is necessary as a rcsult of the highly integrated nature
of advarced fighter technologies which include provisions for (1) solution-oriented tactical situations
requiring instantaneous aircraft maneuvering (e.g., Terrain Following/Terrain Avoidance (TF/TA), (2)
missile avoidance, (3) optimum coordinated sttack profiles (air-to-air) and (4) overall encrgy management
and thrust vectoring. Any one of the system elements must exhibit a degree of fault tolerance or grace-
ful degradation (failsoft) which for any one failure will provide for a reasonable guarantee of mission
success without major degradation or loss of aircraft.

General Bernard Schriever once said, "Many times we have found that the pacing factor in
acquiring new weapons, support, and command and control system is not the technology, . . . it is
management." Furthermore, weapon systems management often does not excel in all aspects of the air-
craft technologies (i.e., Avionics, Flight Controis, Air-vehicle, and Propulsion) as well as the integration
of the operational and test concepts. The tendency, therefore, is not to give equal consideration to
these wezpon system elements in a holistic fashion; consequently, the objectives of availability, operational
performance, and life cycle cost have been compromised.

III. AVIONIC SYSTEM ARCHITECTURES

The advanced avionic system architectures of today utilize digital multiplex buses with inter-
connected multiprocessor subsystems dedicated to specific functions such as navigation, communication,
weapon delivery, controls and displays, stores management, and target acquisition (Figure 4). More and
more, software is assuming the traditional functional role previously allocated to the hardware design.
Newly proposed avionic designs also emphasize integration of flight and fire control as well as propulsion
control. Redundant avionic buses are utilized to provide a backup path f?f) communications and navi-
gation functions in the event the primary communication interface should feil. There still exists a wide
diversity of second order architectures and related allocation of functions to the various distributed
processors. The processors embedded in the various subsystems arc quite dissimilar in design, capa-
bility, language, timing and testability, Today's avionics incorporate these multiprocessor designs by
specifying compliance with a common intcrface design, such as that defined in MIL-STD-1553B. This
trend toward distributed architectures is aided by the many tri-service studics which have supported
llnjué'l!'j in _L—ﬂnh.g' s «Qranodd le;l.r.ulv‘g'y. Nuwever, L‘t‘._yvrl\l Sy STLi gtatas chelks and sone
consideration for manual system reconfiguration by the pilot, little has hbeen accomplished in the way of
automatic operationa! fault tolerance and reconfiguration of mission elements.

With the advent of the advanced avionics architectures comes the need for equally advanced tools to
model the fault tolerant requirements and to establish affordable designs. Such models as the Markov and
ARIES 81 models are serving to accomplish these goals. However, considerable sophistication must be
added o oxisting CAD (Compater Atded {resign) programs o sivw for couplenentery autonetic derivation
of testability designs. Such models would also account for increase in component counta, reliability
factora, physical budgets (weight, size, cooling), timing budgets and cost.

Lo st s,
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IV. FAULT TOLERANT DESIGNS

Concepts being investigated for future use in fault tolerart design include continuous automatic
reconfiguration, software implemented fault tolerance, and the use of functional redundancy in failure
detection. The fault tolerant design for the future will strike a middle ground, borrowing ideas from all
available technologies. For example, a certain degree of hardware redundancy together with reliance on
software to provide functions such as fault isolation, diagnosis, and error detection and recovery will
mapiglt in ‘Hhe moil effiglont mesans uf ditidindiey operdtiomad meadiiiees.  The Wik ol Daeetional ssoubidaimg,
which is typically inherent in the system design, can vastly reduce the need for hardware redundancy.
For example, the pitot-static/air data systems do not have to be duplicated to verify that correct indi-
cated sirspeed is being generated. Instead, an algorithm can be employed using the known values of air-
craft ass, aircraft reference &ie€a, cu'lgfe of altatk, fLiuImal accelération, and celated constants to Coaipute
indicated airspeed for the purpose of verification. Primary factors which will influence the fault tolerant
design and which must be considered in the acquisition of electronic systems and components are listed
below:

1. EysrensSubsysrem Arehitecture

2. Redundancy Management Criteria

3. Degraded Modes Operations

4. Fault Detection Techniques

a. Comparison
b. Redundancy Voting
c. Periodic/Initiated Testing
d. End-to-End/Diagnostics
e. Event time-out
5. Fault Isolation and Containment
a. Functional Partitioning
b. Independent Opcration
c. Logical Modeling
6. Recovery (Coverage)
a. Error Masking
b. Error Detection and Correction
c. Reconfiguration
d. Retry
7. Tolerance Renewal

8. Environmental Constraints

9. Cost ané Development Constraints

V. EXTENT OF BUILT-IN-TEST

The implementation of BIT in avionics is usually predicated on availability requirements which
provide limits on the mean-corrective-maintenance-time at the Organizational Level. The fault isolation
level of BIT is determined on the basis of functional modularity, accessibility, spares provisioning, repair
skills of maintenance personnel and planned off-line test equipment.

A design for BIT optimization is favored over the more costly ATE approach. The mobility of
military forces is such that complex ATE, with its associated adapters and support equipment, is less
desirable than a comprehensive approach to operational BIT.

The cumulative effect of all elements impacting the BIT trade-off analysis must be weighted; they
include such factors as:

1. Development and life cycle support costs
. 1lmpact on availability/reliablility
. Level of isolation afforded in terms of ambiguity ratios

4. Impact on weight, size and access

iy e T — »
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5. Ilmpact on environmental conditions (e.g., cooling, EMI, shock)
6. Added power requirements

Further, BIT must be traded off with the established testability philosophy and the selected ATE.
When ATE provisicns are sufficient for total off-line maintenance support, extensive BIT may not be
necessary. The U.S. military would prefer to remove a Shop Replaceable Unit (SRU), rather than an
electronic unit or subsystem at the Operational level. Thus, the avionics design concept and maintenance
philosophy must allow for unambiguous isolation to the card level. At the same time, the weapon system
design concept must allow practical flight line access to the failed card. The Operational test software
must be compatibly interleaved with the operational flight program in order to support this philosophy.

Accomplishing this BIT approadhi is tantamount o desigued the originagd aviviics, and Figure ¥
provides a representation of the hidden areas for consideration., A master plan with the appropriate
maintenance philosophy and design-for-testability specifications must be established early in the planning
phases. Standardization, packaging, environmental constraints, acceptance criteria and the like must all
be firmly established and disseminated to the affected design organizations.

BIT/BITE

MASTER PLAN
MAINTENANCE PHILOSOPHY
DESIGN SPECIFICATIONS
STANDARDIZATION
TRADE-OFFS

DESIGN CONSTRAINTS
SYSTEM LEVEL
PACKAGING/ISOLATION
VLSI/VHSIC
ENVIRONMENTAL
PROCUREMENT PRACTICES
TESTABILITY ENG.ASSIGN.
ATE EFFECTS

ACCEPTANCE CRITERIA
COST FACTORS

FIGURE 5. THE BIT ICEBERG

The Organizationai Level tests must be properly fused with the execution of the operational func-
tions such that minimum vigilance and manual reconfiguration is required of the pilot. Detection, isolation
and the self-healing processes will generally be transparent to the pilot with alerts and cues provided
after the fact. Figure 6 provides an architecture test philosophy which illustrates this concept. The
pilot will have a choice of accepting the systems failure mode recovery or of selecting an alternate, if one
exists. Aircraft safety and mission success will continue to be the motivating factors in selecting the
automatic or manual modes.

Specific approaches to avionic BIT designs might include on-chip testability with monitor circuits
added for failure detection and circuit feedback, summing networks and provision for interface status, as
shown in the example of Figure 7. A nondestruct memory would permit immediate post-flight determina-
tion of failure status without the necessity of rerunning extensive aircraft ground test; thus, providing
for improved weapon system turnaround time. Furthermore, inflight recording of fault data would allow
analysis of transient type conditiona that may not be apparent during post-flight maintenance.
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In the considerstion of sdvsnced svionic designs which allow for highly fault-tolcrsnt architectures,
s standsrd VHSIC processor msy be utilized in s building block fashion to permit sutomatic reconfigu-
ration of s failed microprocessor component. This csn be sccomplished by allowing the stscked processors
to perform in s task queue priority scheme, whereby the processor next in line can be sssigned to per-
form the next function in line. Therefore, if any processor should fail in the queue, the next processor
in line would assume the functional processing role. This would provide s completely transparent




fault-tolerant system with no apparent reduction in mission performance. The determination and
partitioning of the quantitative number of operational and spare processors required would be established
by the criticality of specific mission modes and acceptable reliability Ievels. The memory of the respective
processor elements couid 8.80 De treated as nonNdedicaled e€iements and &ppliea [0 e same reaunaancy
management scheme., Standard processing elements would be moved as far out into the subsystem func-
tions as possible to achieve as high a commonality factor as possible. Only those elements or functions of
e subsystem reguiring special Crcuit/software Jdesign need e unigue. Figure 8 provides jusl sudh an
architecture which could easily accommocdate the next generation fighter multi-mission functions.
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FIGURE 8. ADVANCED ARCHITECTURE (FAULT TOLERANT)

i VI. STANDARD BUILDING BLOCKS

Al the outset of a new system design, testability standards and guidelines should be established to
influence the end product toward realizing the desirable effect on availability and maintainability.
However, many new systems are partial derivatives of existing designs or utilize 'off-the-shelf' electronics
and are highly influenced by the test philosophy underlying that predecessor design. Such mixed sys-
tems create complex integration problems, and testability designs are generally compromised. Further-
more, test equipment compatibility is seriously affected, and the need for addcd test capability and
interfacing devices is considerably expanded.

To reduce thc diversity of avionic designs, the author proposes that a standard building block
approach be adhered to by all subcontractors providing new electronic systems, subsystems and
cumponent designs. Equipment spccifications must stipulate the design requirements for both functional
and testability requirements for the unit under test (UUT).

The standards employed currently at Northrop include, as a minimum, the following:
1. MIL-STD-1750A Computer Architccture
2. MIL-STD-1589B JOVIAI J73B Language
3. MIL-STD-1553B Multiplex Bus Interface
4, MIL-STD-52779 Software Quality Control

' 5. AFR 800-14 Acquisition Management

i 6. MIL-STD-483 Software Configuration Management Practices ;
7. MIL-STD-490 Specification Practices
A complementary set of company standards such as a Software Development and Management Plan

and a System Engineering Managcment Plan (SEMP) also serve to prcvide engineering design direction and
control.
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A system design will make use of these standards in a building block fashion, such that functions
can be easily added or deleted either from a software, hardware, or interface design standpoint.

The areas of concern relating to the standard building block approach must, however, also include
consideration of the following factors:

1. Maturity oi the building blocks
2. Universal application to systems and subsystems

3. Common interface boundaries (I/O conversions, protocol, software, physical and electrical
compatibility, testability, etc.)

4. Distribution of functional work loacs

5. Throughput and timing relationships

6. Timeliness and cost for implementation of standards

7. Configuration control

8. Obsolescence

The application of VHSIC designs to future avionics (e.g., Radar, CNI, Fire Control) and related

fault-tolerant designs will also play a major role in standards of the future.

VIl. AVIONICS OPERATIONAL READINESS CONTROL

A system msnagement process to provide for timely integration of Operational Readiness concepts
into the system design is important to successful implementation and deployment of the weapon system.
The key milestones and events of the testability design process are influenced by the same events that
influence the operational design. Therefore, management controls which include development standards,
design reviews, documentation control, baseline management, hardware and software configuration man-
agement and the like must be imposed equally on the Operational Readiness design requirements.

Figure 9 provides a program development flow which identifies the critical control elements, the
most critical of which are the mission/readiness requirements and the testability design standards/
guidelines. These requirements must be established and approved early in the definition phase and mon-
itored throughout the development, test and verification phases.

Critical design reviews will include an in-depth testability design compliance verification which will
include:

1. Circuit Design Review (Schematic Level)
2. Equipment Test Verification

3. Operational System Test Compatibility
4, Maintenance Support Review

5. Ground Support Test Compatibility

All of these reviews will be conducted in accordance with established standards and guidelines. The
acceptance criteria will have to be specified at each level of evaluation to ensure total system compliance
from the bottom up. These acceptance criteria must be weighted on the basis of their impact on the
weapon system (availability, mission reliability, and testability, as well as life-cycle cost) or objectives.
Historically, this has not been an easy task unless top-down systems management has been strictly im-
posed. To do this, the weapon systems manager must cross all lines of discipline and enforce strict
compliance and proper performance tracking techniques. Essential to the succcss of this top-down man-
agement approach is a timely integration of the OR requirements with those of the operational development
events.

VIII. CONCLUSION q
T (e )
—2 Achievement of Operational Readiness frequires an interaction with the functional design and must be
built into the system and controlled from the top down. The payoff is obtained in terms of enhanced
mission success, improved availability/reliability, and reductions in maintenance and life cycle costs.

Testability in microprocessors must start at the level of the chip design. Many techniques such as
nodal summing points, redundancy switching and dynamic macrotest goftware are known today and can be
easily incorporated at the outset of the processor design, by utilizing’ *utomated design aids.

sin

Cost reduction goals can be realized with the eliminatic}r? of the intermediate level test system and a
reduction in the cost of the depot/factory equipment. Life cycle costs can be drastically lowered by the
reduction in maintenance training and support costs. 2?(4 . m)
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FIGURE 9. O.R. DEFINITION AND CONTROL APPROACH
{4

.+ Opcrational Readineaa improvements will be made possible by scveral new advances in technology.
“The ‘new eclectronic components will permit the inclusion of advanced testability concepts into airborne
avionica. Advances in software and design of new distril uted-system architectures will provide for a
universal set of testing standards. Achievement of,the-8perational Readiness concepts will be obtained
through integration and control of each of its related elements, thus providing a marked ‘ncrease in

weapon systems effectiveness. -

(\, F AThe deployment of weapon systems which have been designed to comply with bperational readinesa
?requirements hold & significant promise of improved availability while reducing life cycle cost and
manpower requirements. y Comprehensive management and technical training efforts are, however, required
to take advantage of th4 potential. Guidelines and standards, such aa those proposed under the tri-
service Joint Logistics Command (JLC) program, will serve to accomplish these operational and support

goals.
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DISCUSSION

M.Burford, UK
A high degree of standardization is now possible through the use of the MIL Bus, but will a standard interface really

be plastic enough to cope with the fault tolerance requirements of the various terminals of the bus? Perhaps one
should really talk of modularized interface elements as opposed to standardized units. The required interface
could be constricted by defining a certain mix of the modules with the appropriate interleaving software. In this
case ther perhaps these modules could form a library of standardized elements.

Author’s Reply
A standard interface, be it a single VHSIC or several elements, can be plastic enough to satisfy the fault tolerance

requirements if properly designed up front to do so. QOperational monitoring and wrap-around testing augmanted
with interleaving operational/test sof.ware. The goal is not to stop with this interface but also standardize on the
Aoyl pedosmors el peogennnniing bngieps b s lociig e msior logistic sosta.
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AVIONICS CONCEPT EVALUATION AT THE FORCE LEVEL

Miriam Cartwright and Terry Haven
Naval Weapons Center
China Lake, California 93555
USA.

SUMMARY

AThe development of new avionics systems should be guided and supported bv force level analysis. Evaluation at the
force level is necessary in order to assure that a concept, as it is conceived and developed, will indeed provide a significant
increase in capability when the resulting weapon system is used in an operational environment.

The Weapons and Tactics Analysis Center (WEPTAC) at the Naval Weapons Center is a war-gaming facility for doing
force level analysis. It is used to evaluate weapon systems and tactics as they would be employed in realistic scenarios
involving opposing forces. It provides a valuable tool, therefore, for the evaluation of avionics concepts.

This paper discusses the importance of force level analysis in avionics system development, describes the WEPTAC
facility, and gives an example of the use of WEPTAC to evaluate an avionics concept. .¢ -

INTRODUCTION

Force level analysis is the evaluation of weapon systems in the context of important scenarios that involve many inter-
acting friendly and enemy weapon systems, all employed with realistic tactics. In other words, it is evaluation of weapon
systems in the complexity of operational environments.

Force level analysis is important from the start to the finish of the development of an avionics concept. A new con-
cept should be introduced in response to operational needs, which may well be discovered by force level analysis. During
the process of concept definition and refinement, force level analysis is needed to evaluate the proposed system’s contribu-
tion to weapon system effectiveness in the operational environment. Based on the results of these evaluations, the concept
may be redefined, radically changed, or dropped.

It is important that today’s scarce funds for new concept design and development, and also for technology base research,
be allocated only to projects that may appreciably improve overall weapon system capability in future scenarios. Force level
analysis of new concepts that exploit promising new technologies can provide the planner an important tool for evaluating
both the concepts and the technologies.

The capability to do force level analysis is increasing with the rapid advances in computer hardware and software.
Given its importance, force level analysis should be done formally as part of the synthesis of new avionics suites.

The Avionics Division at the Naval Weapons Center is developing a method for avionics suite synthesis. The method
consists of an ordered set of computer models that are linked together to predict the performance, and evaluate the ¢ffec-
tiveness, of a new avionics concept in the successive stages of synthesis from components to weapon system. The purpose of
the method is to provide a systematic, flexible evaluation process that will be used to guide the development of conceptual
avionics suites. The capability to do concept evaluation at the very early siages of concept development will also help
generate a technology base that is driven by requirements.

Figure 1 shows how force level analysis fits into an overall method for avionics suite synthesis. An operational nced,
perhaps revealed by force level analysis, results in a new avionics concept. As a result of modeling at the component and
weapon system levels, values for performance parameters—such as navigation accuracy, probability of detection, probability of
kill, probability of survival, and reliability—are cbtained. Costs are also modeled and judgments are made about the tech-
nological risks associated with the new ceacept. The performance parameters are inputs into a force level analysis that
evaluates operational effectiveness in tcems such as the numbers of targets killed and the numbers of friendly aircraft lost.
The results of the force level znalysis and the cost and risk information are then combined in an overall evaluation of the
avionics concept as it wcuid be synthesized into a weapon system, and the advantages and disadvantages of the concept are
summarizad  lazding to recommendations for, or against, development.

The process as pictured in Figure 1 is simplified. In a typical case, there wili be many loops back to the beginning to
redefine the concept.

WEPTAC

The synihesis method being developed at the Naval Weapons Center uses the WEPTAC wargaming facility as the tool
for force level analysis. Each wargame involves three teams of players: a friendly “blue” team, an enemy “red” tesm, 2nu
an umpire. At present, there can be a total of 8 players divided among the teams. A typical arrangement of the players in
the facility is shown in Figure 2.

The players control up to 200 units, a unit heing a platform or missile. Each unit can be fitted with up to 30 weapon
and sensor \ypes. The central coiaputer that provides this capability is a 16-bit, Hewlett-Packard system 100C minicomputer.
Plans for the near future include a 32-bit minicomputer and the capability for 12 players controlling up to 400 units,

e 0
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FIGURE 1. Force Level Analysis and Avionics Suite Synthesis

Each player has available several pieces of equipment (Figure 3). There is a terminal on which an operator, assigned to
the player, communicates his decisions to the computer. There is a graphics display screen on which is mapped the location
and course of all units that the player controls or has information about. There is a console that is used to display, in
tabular form, the status of any platform under the player’s control and the status of its sensors and weapons; it also
displays the information the sensors have obtained about enemy units. Also, there is a printer that produces a record of all
: events in the game that the player would, in real life, know about. Finally, for later reference and analysis, at any time in
! the game a player can ask the umpire to make a hard copy of the scene displayed on the umpire’s graphics display, which

shows the locations of all the units.

3

1 The use of WEPTAC starts with the definition of an appropriate scenario. This can be either a war-at-sea or a force
projection scenario, although the WEPTAC projection capability is limited since terrain is not at present modeled. Given the
initial friendly and enemy platform positions, the players make decisions to maneuver their platforms, manage their sensors,

and fire their weapons.
As the war game proceeds, the results of the various interactions are calculated by the computer using algorithms that model

Communications between platforms

1 e Detection by radar, sonar, and other sensors .

v e Noise and deception jamming e Logistics
e Weapon guidance e Refueling
[ ) [ )

Identification and classification of targets Target damage.

Platform courses, speeds, and intercepts are calculated in three-dimensional geometry.

B

FIGURE 2. Layout of WEPTAC Player Stations.
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At the end of the game, event summaries are printed out in various formats by the computer, providing much userui
g data in addition to the force level measures of effectiveness such as target damage and number of survivors. Less tangible
products are the insights that arise from modeling the use of a new weapon system concept in an operational setting.

These are as important as the quantitative results.

WEPTAC realistically models the process of voerators making quick decisions based on partial information. It is especially .
appropriate, therefore, for the evaluation of avionics capabilities involving information such as detection, jamming, communi-

cations, and identification.

Runs on WEPTAC can be played either in a war-game mode, with the players making interactive decisions as described
] above, or in a noninteractive mode. In a noninteractive mode, tactics are decided on beforchand, engagements are treated

automatically, and many runs are made to generate statistics.
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FIGURE 3. Player Equipment.

" EXAMPLE OF CONCEPT EVALUATION USING WEPTAC

Listed below are some typical questions related to avionics that could be studied using WEPTAC or some other force
level analysis model.

How much additional detection range would be useful given today’s weapon systems?

For a new sensor type, what is acceptable resolution and accuracy?

How do tactics affect the requirement for jam-resistant communications?

Should ship identification avionics be in the weapon, the delivery aircraft, or another aircraft?
How useful would it be to extend the range at which high-value ships can be identified?

T

The following paragraphs describe how WEPTAC might be used to address the last question, and thereby evaluate =
ship-identification concept.

i

Consider a conceptual ship identification system proposed for attack aircraft. It will provide a 90% probability of
detection of a high-value ship at a distance of X nautical miles, X being larger than the identification range obtainable
currently and matching the range of a new air-to-surface mussile. The time required io do the idertification is 7 seconds.
WEPTAC is to be used to evaluate the effectiveness of this new concept in Killing the high-value ships in an enemy task

force.
First one needs to choose an appropriate scerario. In this example the enemy task force has nine ships, three of these

being of high-value as shown in Figure 4. The initial information state for the attacking aircraft needs to be specified. In
this example, as the attack aircraft approach the task force outside of their detection range, it is assumed that they know

only that the target is 3 nineship force.

e TR ‘,_’-s«‘x;

Initial tactics for the attacking aircraft need to be decided on. A coordinated two-pronged attack is shown in Figure 4,
cach prong containing four sircraft that launch the standoff air-to-surface missiles.

Figure 5 shows profiles of the missile launching tactics used in the baseline case and in the case where the new ship
identification system is used. In both cases, the attack aircraft fly in under the task force’s radar horizon and pop up to
detect it and launch their missiles. Using the new avionics system, the attacking aircraft can also identify the high-value
ships in the task force. However, the time required up in the enemy surface-to-air missile envelope is longer in order to

accomplish the identification.
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Operational decisions made by the players are important. For example, a factor tha: would influence the errecuvencs
of this new concept would be the time at which an attack aircraft fires its missiles. How many ships will have been detected,
&l fiow fmrry idertified, befise Gl lpuret?  Pigure & stowe & teee G whicll qéssiles s¢ Jaunched after five ships have
been seen, one of which has been identified as high-value.
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FIGURE 4. Scenario for Evaluation of Ship-Identification Avionics.
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FIGURE 6. Information State at Missile Launch.




An evaluation of this ship-identification concept at WEPTAC would involve several interactive runs. (It would be best if
attack pilots were used as the players controlling the attack aircraft and making the decisions on tactics and missile launch
times.) It might be that after the interactive runs, noninteractive runs would be made starting from missile launch in order
to get good statistics on ship kills and aircraft losses.

One kind of data one could obtain from a WEPTAC evaluation of the new concept is shown in Figure 7. (The num-
bers shown are hypothetical and not from any actual WEPTAC runs.) The shad=4 bars show the results, averaged over the
appropriate runs, of the task force attack when the aircraft have the new ident ication capability. The clear bars are for
the baseline case. Kills of high-value and other ships are shown, as well as losses for the attacking aircraft.

S AN TN SO RN i P

If the data in Figure 7 were real data, the new avionics would indeed be effective in increasing the number of high-
i vatue Sdp Kills. Tl © & sur oost, howewer The rambor ot airerait hosses hircreases. Ui wonld protatty dook ot s

results and conclude that it was a good trade: an average gain of about one and a half high-value ships for an average loss
g of about two aircraft.

A closer look at the data from the WEPTAC games might reveal more information. By examining the records of the
games, it might become clear that there was considerable vanation, depending on the player, in the length of time spent up
in the enemy surface-to-air missile (SAM) envelope detecting and identifying the task force ships. One could then make
mverd. Tume, with vaiols (seewmc G feiievidi eupkeiey U osleolf Yosween griniiig defiirmoetion fad euiosss 1 cSoms
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FIGURE 7. Effects of New Avionics.

Figure 8 compares the results for a particular pop-up time, 7., and one that is three times as long. The clear bars are
for Tp, the shaded bars for 3Tp. The baseline results, without the new capability, are shown as dashed lines.

If the results are as shown, staying up in the ships’ SAM envelope for the smaller length of time still yields very
nearly as many high-value ship kills as are obtained from staying up for the longer time to gain more information. And
now, the aircraft losses are way down. If the new avionics were installed in attack aircraft, it would be important to have
some doctrine for the total amoun: of time spent on the identification process.

The evaluation of the new avionics would then need to look at different tactics, different management of the enemy
task force assets, and different task force composition and orientation. It would also be useful to vary the time, T, required
for identification to see how important it is to try to make it smaller.
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FIGURE 8. Effects of Pop-Up Time.




From all this, one would obtain much data and many insights. It has been mentioned before that the insights derived
from force level analysis are frequently as important as the quantitative data. Insights (again hypothetical) that might be
derived in the evaluation of new ship-identification avionics are:

e The new capability would be used only if detection-to-identification time could be held below some maximum
value.

e Attack pilots tend to fire'when the first high-value ship is identified
e The improvement in high-value ship kills is not very dependent on enemy resource management decisions.

WEPTAC would thus produce data and insights that could be used to evaluate the new ship-identification avionics con-
cept. It might really be good, or need some additional work. It might turn out to be useful only in special situations. Or
it might clearly not be worth developing.

CONCLUSION

Force level analysis plays an important role in avionics design. It can be used to evaluate existing systems, develop
avionics requirements, evaluate conceptual systems, direct research and development efforts to systems that can produce large
increases in capability, and focus technology base development towards those areas that are most likely to increase actual
operational capability.

There are several advantages to using a facility like WEPTAC to do force level analysis of avionics concepts. It offers a
ready-made way to integrate many systems and functions. It provides an excellent forum for operators and analysts to
exchange ideas, experience, and data. Seeing the results on a graphics display in real time is a very effective way of absorb-
ing information about a concept’s effectiveness. Finally, it provides the closest approximation available to an actual opera-
tional environment for the evaluation of conceptual weapon systems.




DISCUSSION

M.Burford, UK
The definition of the attributes of the baseline element in a comparative evaluation of changes in system design at
force level would appear to play a dominant role. In the past, the driving motivation has always been to produce a
system superior in performance to that held by the “enemy” or presumed “enemy’’. However, in future the
motivation may be to replace an already superior system on an inservice grounds. How are the attributes of the
baseline selected or identified and are there any plans to capture the results from a study in a form such as a data
base so that the impact of the analysis may provide inputs in future designs?

Author’s Reply
The baseline is selected by the user of WEPTAC or some other force level analysis model, so that it is appropriate for
the specific decisions that his avionics is intended to illuminate. The results of each analysis, as well as a summary of
the scenario and the important assumptions, are kept for future reference.
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A FUTURE SYSTEM DESIGN TECHNIQUE BASED ON FUNCTIONAL DECCMPOSITION, SUPPORTED
BY QUANTIFIABLE DESIGN AIMS, AND GUIDELINES FOR MINIMUM MAINTENANCE COSTS

by

D, Oldfield and Dr. L. T. J. Salmon,
Flight Systems Department, Royal Aircraft Eetablishment,
Farnborough, Hampshire, UK GU14 6TD
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SUMMARY

‘{ The increasing cost and complexity of modern faet-jet aircraft, coupled with the long development
period which takes place while technology ie changing rapidly, make it necessary to consider a new approach
to system design. Such an approach should be based on a structured top-dewn procedure, in which the rather

Q-( general requirement can be changed into a detailed documented design in a controlled mammer,

One important aspect of design ie cost, and in particular cost-effectiveneee and life-cycle cost.
Q At least some of the design aims can be hased on cost-effectiveness reaeoning, and it is necessary to have
< an appreciation of the background to this, Reliability-dependent maintenance coets can amount to much
more than the original purchase price, and hence it ie essential to be aware of the possible cost-drivers,
and include maintenance aspects in the design approach from the beginning.

This paper describes eome of the work carried out at RAE on theee aspecte.
1 INTRODUCTION e

The interval between feasibility studiee and the in-service date for offensive-support aircraft is
several years. Increasingly rapid advances in electronics require that a new approach must be adopted in
future system design to avoid aircraft entering eervice with unnecessarily out of date technology. It is
therefore necessary to start the feasibility studiee by undertaking a *functional design', which is kept
as abstract as possible, and to delay producing a detailed 'technical implementation'! to as late ae
reasonable in the project. The functional approach has to achieve a solution which satisfies agreed
design aims for safety and for miesion failure. In addition, life-cycle coste (LCC) must be minimised,
and a successful attempt to do thie can only be mounted in the early stages of deeign.

The paper describes work concerned with this approach, and covers three particular areas ae follows:
(a) the neceseity for, and the approach to, !functional designt,

(b) oproposals for design requirements for safety and for miesion failure, and practical difficulties
in applying such aims,

(c) the contribution of reliability-~dependent maintenance coets to LCCe. The results ¢f a quantitative
analyeis of the varioue facets of the maintenance burden with current avionice are presented, and
suggestions made for improvements with future designs.

2 SYSTEM ARCHITECTURE

For any avionic system four architeoturee can be defined which represent the system in a top-down,
structured manner. They are:

(a) The Functional Architecture; which defines the functions which the syetem must perform and the ways
in which they inter-relate. Supporting information outlining safety criteria, mission failure rates
and guidelines for minimum life-cycle cost also forms part of this architecture. The Functional
Architecture thus totally represents the requirement.

(b) The Conceptual Architecture; which represents the first level at which an attempt to mechanise the
system is made. This mechanisation ie not performed in terms of hardware and software but, rather
in terms of more abstract concepts such ae the data flows and algorithms required to support the
syetem functions.

(c) The Hardware and Software architectures; which describe the actual hardware and software etructures
ueed to implement the Conceptual Architeoture. Naturally, the implementation will be determined not
only by the functions to be performed but also by the guidelines for safety etc contained in the
Functional Architecture.

The relationship between these architectures is shown in Fig 1 which also represents the ideal order
in which they should be defined ie the Functional Architecture should be defined first., This is not alwaye
possible because, in some projeots, the hardware architecture is pre-defined. Neverthelees, the need for
the four architeotures still exists to ensure that a complete record of the project is available from
requirement to implementation. It is only by produoing theee architectures that subsequent modifications
at any level caused, say, by a re-assessment of the threat or a major advance in hardware or eoftware
techniques, can be made in a top-down, etructured manner and dooumented in a consistent and unambiguous

way.,

The remainder of this paper describes the work being performed at RAE Farnborough towards deter-
mining methods of producing Functional Architectures for future projects. Chapter 3 will concentrate on
the functional desoription aspeots of the task while Chapter 4 will desoribe the work that has been
performed on design aims for safety etc. Chapter 5 will discuss design procedures for minimm life-cycle
cost. Naturally, fur a particular project, the rather general work on design aims and life-cyole cost



would form a background against which techniques pertinent to the aircraft and its operational scenmario
would be determined., These, and the functions required to fulfill the aircraft's mission would then form
the Functional Architecture for that project.

3 FUNCTIONAL DESIGN

3.1 The need for Functional Design

To date, avionic system design has been largely driven by hardware implementation considerations
although, in recent years, software implementation problems have increased in importance. Possible reasons
for this hardware dominance are:

(a) Most avionic mystem engineers are trained in hardware related disciplines.

(b) Most major inmovations occur as a result of hardware related activities or, at least, the reporting
of innovation gives that impression.

(¢) Traditionally, aircraft functions have been identified in terms of particular pieces of hardware,
often on a one to one basis.

(d) The belief that software is flexible has allowed avionic gsystem engineers to concentrate heavily on
the hardware design of systems.

This hardware driven approach to avionic system design is becoming increasingly difficult to apply
for a mumber of reasons, Amongst these are:

(i) Advances in integrated circuit technology coupled with the advent of bussed data transmission tech-
niques are leading to avionic systems in which individual pieces of hardware are no longer associated
with particular functions, Not only may a function obtain data from and distribute its processing
among a rumber of hardware items but also the way in which the processing is distributed may vary
ag a result of aircraft phase of flight and other, mission related, activities.

(ii) The long gestation period cf modern military aircraft leads to a situation in which many technical
advances will have taken place before the aircraft enters service. Such advances cannot usually be
capitalised upon because of the current practice of defining hardware as early as possible in the
procurement cycle,

(iii) The leaving of software definition until late in the project leads to the need for software retrofits
vwhich often follow the aircraft into service and thus lead to high software life-cycle cost.

It follows that, in order to alleviate problems caused by the hardware approach to system design the
system requirement must be divorced, as far as possible, from the implementation of the system. It is
therefore imperative that early system design be performed in functional terms only and that these functions
gshould be as abstract as possible to distance themselves from implementation considerations. The technique
wad fom Ileumertin s Mhe Jucebdin. chould elxc a¥low sonmdlrand oy, F . wiloe seoreelc #. be wBlc 5o Wit
all the factors that determine the avionic system requirement can be taken fully into account., Thus, the
functional design should commence at a level at which logistic support, strategic operational considerations
and similar pertinent factors are under discussion. In fact, the design should evolve throughout the Air
Staff Target (AST) production process and finally produce a functional description of the system which
becomes a major part of the AST and which industry can use as a starting point for implementation. It is
interesting to note that this approach is consisteut with the way in which technological advances such as
those proposed under the VESIC programme will be exploited in that, as the functions are decomposed to
their constituent sub functions, a level will be rceached at which certain of the sub functions can be
realised directly in silicon.

The method chosen for producing the functional decomposition must be self documenting and must provide
readily understendable feedback to the system user go that the interactive nature of the system requirement
definition phase cen be capitalised upon. Furthermore, it must be easy to update the documentation when
changes in requirement occur. The first need can be satisfied by using a technique based on diagrams rather
than prose while the second aim can be met by the use of computer aids.

3.2 Methods of Producing the Functional Design

This section reviews the work performed to date on the problem of producing functional designs and
indicates the extent to which the ideal approach to system design, shown in Fig 1, can be achieved. It
mst be stressed that the conclusions presented are tentative, not only because of the early nature of the
work but also because the field itself is very young and does not possess the scientific rigour found in
the more traditional engineering disciplines.

Moat of the effort to date has been expended in the search for suitable tools, with the system
analysis srea undergoing the most scrutiny. This area was chosen because many design tocls have been
developed as aids to the system analyst for use during the process of transforming the customer requirement
into software. It was felt that, because in many applicatio.  in which commercial systems are under
development the hardware is relatively fixed, the process of cefining and documenting the system software
is very similar to that of defining and documenting the system. It was also decided that, as far as possible,
only mature tools, which possess computer based support, should be used and it was likely that such tools
would be found in the system analysis area.

in the event two techniques were discovered which largely met the requirements; SADT (Softech Inc,
1976) and SAFRA (BAe, 1980). Both were applied to a complex in-house project and the results compared. It
is not possible to gpresent the results of the work in detail in a paver of this length but they are fully
documented elsewhere (L.T.J, Salmon, 1981, and M.A. Beeny, 1982). The following general points arose:
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(a) SAFRA wes more time consuming in its application because it was more formal and rigorcus than SADT,
Each functional level needed a detailed breakdown before the next level could be safely embarked
upon whereae SADT allowed a rapid breakdown to occur.

(b) As a corollary of (i), it was found that the transition between the Functional Architecture and
Conceptual Architecturees wae difficult to achieve smoothly in SADT because of the lack of rigour at
higher levels. Ref (3) shows that the traneition was made but the steps involved were somewhat
gubjective and difficult to justify logically. They were also, therefore,difficult to document.

(c) SAFRA does not lead to a clear delineation between the various architectures, rather, there is a
graflual progression will overlapplip wreas tetween axcdhiftectlures, Teveirtheless, phiicslically &t
least, it doee produce a breakdown eimilar to that shown in Fig 1,

{(4) Vhen applied to a complex syetem both techniquee ere not viable unlees supported by computer aids
which allow pictorial documentation to be produced and consistency checks to be performed antomati-
cally. Such aids do not replace the need for immovative thought on the part of the syetem deeigner
but they do remove the tedium caueed by the need to update syetem documentation mamially after
changee have been made in system requirement. It cammot be emphasieed too etrongly that without
theee aids both techniques are not usable.

(e) Both techniquee suffer from limitations caused by the English language iteelf. It can be difficult
to find sufficient unique names for the mass of data types and proceeeee which exiet in a large,
somplex syetem,

(f) It ie self evident that the syetem analyete employed on the functional decompoeition of an aircraft
should, between them, poeeeee a broad experience of avionic syetem engineering, A conflict existe,
however, in that in order to apply & functional deecription technique to produce a Functional
Architecture, the aircraft must be thought of and deecribed in terms which are ae abstract as poeeible,
for reaeons outlined in para 3.1. An analyet with a wide experience of avionic syetem engineering
will tend to think in terme of implementation solutions rather than in terms of abetract requiremente.
The ideal system analyet will, therefore think abstractly, based on his experience, and be aware of
thie danger. Such people are difficult to find therefore much care miezt be exercieed over the selection
of staff for thie task.

As a result of the above investigation SAFRA wae choeen as the method upon which future work will be
based., It ie intended to apply the technique to the functional requirement of a complete aircraft project,
not only to aeseee SAFRA more fully but aleo to validate the ayetem design philoe-phy outlined in parae 2
and 3.1.

4  DESIGN REQUIRRMEWS

To support the functional design, requirements for safety, miseion effectivenees and vulnerability
are needed, Often in the past, the approach to theee deeign requiremente has been to propoee that future
gyetems should be eay an order of magnitude 'better' than current onee, or should be able to abeorb one,
two, or whatever, failuree. Such propoeale are not based on particularly rigorous assumptions, but are
usually baeed on what the originator considered practical with the technology at the time, and may be too
etringent. An approach baeed on coet-effectivenees reasoning ie preferable, although there are many
practical difficulties and it ie not always poesible. Moreover, coet-effectiveneee reaeoning often doee not
permit a eimple univereally applioable figure to be propoeed, eince, by definition, coet and effectivenese
are dependent on the detailed deeign. General guidelines to determining optimum requiremente can, however,
be given.

4.1 Safety

In practice, the eafety rsquirement ie probably the moet difficult one to specify and assees. Although
it might be poseible to apportion financial costs to accidents, and then derive a safety requirement from
parely coet-effectiveneee analyeie, a lees contentious approach is to reaeon that future aircraft should not
be leee safe than current onee.

The safety requirement can only be expreeeed in terms of the number of accidents which can be accepted.
It is clearly too facile to suggeet that we can tolerate no accidente, eince even if thie could be achieved,
the resulting aircraft would probably be unacceptably expensive to purchase and maintain, On this basis,
the safety requirement for future aircraft mmet be that they should be no less safe than the corresponding
clage of current in-service aircraft, with improvements being made in areas where these can be ashieved
without eignificant cost or complexity penaltiee.

Examination of accident vecorde shows that in many caeee one can only speculate on the cause of the
accident. Thie, together with the very small eample eizes, produced much uncertainty in agreeing the
current accident rate resulting from equipment failure, However, it would seem that, at woret, the major
acoident rate, due to equipment failurse, for faet-jet aircraft, ie 1 in 40,000 flying houre. Future
gystems should be designed to be no woree than thie, and preferably show an improvement.

There ie, of oourse, the additional difficulty, namely that of proving that a propoeed eolution will
meet the eafoty requiremente, If the propoeed design ie based cn current techniquee, recourse can be made
to hietorical data. If new techniquee are used, a failure mode and effect analysie (FMEA) will be necessary,
The difficulty ie further increased if pilot interpretation ie involved, eince the pilot reaztion can be
difficult to quantify or predict, and is influenced by factore such as workload., The moet important area
where pilot interpretation ie involved, from a eafety viewpoint, ie the preeentation of flight information
to the pilot. Normally, in fast-jet alrcraft, the pilot has two more or lees independent channele of
flight information, namely the head-up display and the head-down instruments. It can be shown that for
typical syetems, the pilot is statistically more likely to be placed in a potentially hagardoue eituation,
not due to a failure of both chammele, but by a non-obviocus failure of one channel, when there ie no vieible
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horizon., From a safety aspect therefore, it is not the failure rece which is important, but a sub-set of
this, the non-obvious (or insidious) failure rate, It is difficult in practice to obtain agreement on
which failures are non-obvious but a reasonable agreement is possible. It is very much more difficult to
letsrmirs the Jogree S hLorsrd wilal dhoidd e mpportlonsd to etell nor—=cbmills fuilure,  Af%ew AlsCuzsion
with pilots (particularly on their experience of potentially hazardous failure), and examining failure and
accident information, the authors have produced the following proposal for failures in systems which
present flight information to the pilot:

1 s caffioiunily seemraic 3 ootallior only o Eallsre sutogiries; (v doriike and ton- il o),
and two meteorological states (ie horizon visible and no horizon visible). The safety proposal for fast-jet
aircraft is that the pilot should not be placed in a potentially hazardous situation due to a non-obvious
failure of the flight information when there is no visible horizon, more frequently thar once in 50,000
one~hour sorties,

There is very little information on the ability of a pilot to recover from potentially hazardous
failures, largely because of the small sample size involved. The limited information acquired by the
authors from discussions with pilots, suggests that the failure rates implied by the above proposal are
1fdy 0 mestdt i lws then ono we for wsellent (Sme 't il of #hs Flighs Enforme rion) dr 1,8K,000
one-hour sorties. This is compatible with the overall accident requirement of less than one major accident
in 40,000 hours.

4.2 Misgion Failure

e Jevigo ceyettvwent For i lon il 18 o are st T st ITotiven galrlo, -TF
failures in a given item of equipuent result in say 1% of the ground attack missions being 'lost!, then the
effectiveness of the fleet is reduced by 1%, and it can be argued that up to 1% of the aircraft cost can be
justified in removing this source of mission failure, by say duplicating that item of equipment. Thus,
although no universal figure can be proposed, the approach to deciding whether or not a particular design
has an acceptable mission failure rate is clear.

Two questions arise, Firstly, when we speak of cost, should this be the purchase price, the
life-cycle costs, or what? The costs should, of course, be life-cycle costs, but the limited data which
the authors have to hand suggests that the figure for the ratio of the life-cycle costs (LCC) to purchase
price is approximately the same for a complete aircraft as for an item of complex avionics., Thus, at least
for complex avionics, preliminary rough assessments can be made using purchase price. Secondly, is dupli-
cation the best approach, or should efforts be made to improve reliability, or should a lower accuracy, but
less expensive standby system be incorporated? The cost-effectiveness analysis of these options is, at
least mathematically, trivial, and is not pursued here. However, an important aspect of the design of
future aircraft, particularly where off-base operstion in small groups is envisaged, is the ability to
cuatiiaue tu 11y effective wortlew Tolluwiig dail equlphe:it Tollue whew opares ace ot avallalle, To Uiis
context, depending on the detailed scenario envisaged a simple reliable and independent standby system
might be more useful than duplicating items of main equipment.

4.3 YVulnerabili

Vulnerability in this context is taken as being vulnerability to enemy action. The importance of
vulnerability can be illustrated very simply. For a large fleet of aircraft, taking attrition rates per
sortie of 1%, 5% and 10%, then, neglecting any limitations in repair facilities, the average numbers of
gorties flown per aircraft, before all are 'lost!, are respectively 100, 20 and 10.

The question thus arices as to how far can one Jjustify measures to reduce attrition? It can be
shown that, at a simple level, the answer is independent of the details of the scenario, other than a
knowledge of the damage characteristics of the threat. If the attrition rate can Le reduced by say 10%,
the namllor OF sortics fncreados Uy 10, 1o W o cmmple Lowe, 4 e oteedtion rator &re redmecd 4o
0.9%, 4.5% and 9%, the average mumber of sorties flown per aircraft rises to 110, 22 and 11 respectively.
Thus, at a simple level, measures taken to reduce the vulnerability by 10% are equivalent to an ircrease
in fleet size of 10%. A basis for a cost-effectiveness analysis is therefore established, It is, of
course, necessary to predict the damage caused by the particular type of missile, shell, etc, but much
experience has been built up over the years in this area.

5 AVIONICS MAINTENANCE COSTS

It is generally agreed that the reliability-dependent maintenance cost for complex avioniocs, when
taken over the life of the squipment, is typically much greater than the original purchase price of the
equipment, and it is necessary, in the early stages of equipment design, to design for minimum life-cycle
costs. There is much less agreement on how we actually achieve thisl

In order to contribute proposals on the way ahead, and to be able to assess the various opinions
expressed, the authors needed to obtain background education on a breakdown of maintenance costs for
avionic equipment currently in-service. Accordingly, 12 avionic line replacesble units (LRUs) for a
current fagt-Jet airoraft were selected, and the maintenance man-hours expended in testing and defect
rectification at the various servicing levels determined, These results were combined with the results
of other studies, to produce the cost pie diagram of Fig 2. It must be emphasiged that there was a large
spread in the valuees for individual LRUs. The average values are presented in Fig 2.

For the 12 LRUs selected in this survey, the dominant costs are 3rd/4th line and spares. At 1at
line (ie work carried out at the aircraft), activities are restricted to testing the system, and replacing
defective LRUs: at 2nd line (ie work carried out in the repair bays on the airfield), rectification is
trpically confined to diagnoeing the defect to module level, and replacing the defective module, while at
ird @t 490 lhoe [le work cerried oud' ln ceptruliced [P repals feclililew, of L infestry, vespesiively )
defects are diagnosed to component level, Since equipment is usually designed so that defects to LRU and
module level can easily be diagnosed, it is perhaps not surprising that 3rd/4th line costs (imvolving
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diagnoeie to oomponent level and replacement of the defective component) are relatively large.

IR0s need to be held to supply 1st line, and spare modules to supply 2nd line. The cost of
the sparee holding therefore depends upon the reliability of the LRU and the reliability of the individual
modules, the oost of the LRU and individual modules, and the length of time that the LRU and modules are
"loet in the repair chain".

Assuming that future avionics will have a similar ocost pattern to the 12 LRUs choses: in this etudy,
then it is clear that a broad view must be taken if life-cycle costs are to be reduced, There is little
point in concentrating on just one aspect say improved testability for 1st and 2nd line diagnosis - which
ie a suggestion frequently proposed -~ if this is likely to result in increased costs elsewhere. Repair
costs can only be minimised by designing the system and LRUs such that the total repair costs, considered
ag the sum of the contributions from each of the servicing levelas, are minimised.

There is therefore a need, in futur: system design, to consider not oniy LRU reliability, but the
ttotal cost! of repairing a defect, The detailed equipment design must be such as to minimise this total
cost of repairing a defect. Special attention should be given to the 3rd/4th 1line costs (locating a defect
to component level, and subsequent repair). The cost of spare holdings of modules is aleo influenced by
the detailed design. For instance, if mcet of the purchase cost and the unreliability of an LRU arose from
a relatively small mumber of modules in that LRU, the cost of spare modules necessary to supply the 2nd
line eervicing would be greater than if the cost and unreliability were divided equally between all the
modulee, Thus oomparative studies of alternative detailed designs should be undertaken by the mamufacturer
in the early deeign stages to ensure that the eventual eolution hias minimum LCC.

6 CONCLUSIONS

s work on tamctlonal deslgn has shown milh proemlec when SLpINcd o odootly<olacd Llivuse tadks,
but there is a need to test the practicality of the approach by tackling a complete aircraft, and seeking
involvement from a wider range of specialists who have not had prior experience of this design approach.
Bl Larly, e proposale For Sealgn majulvenerile and Foe oivlbleing 103, Al%horgt Lilisws] 4 "& soutx) 1h
themeelves, need to be applied to worked examples to assess whether their rather gemeral approach will
limit the extent to which they are of value in practice.

L
1
3
&

REFERENCES
1. Softech Inc. An introduction to SADT etructured analysis and design. November 1976. 9022-T78R.

==

2.  Ble Warton. SAFRA Controlled Requirements Expression TNAAS(84). 1980.

3 L.T.J, Salmon. A poseible system for the Electro Optic role of the Flight Systems Department 4
Buccaneer. 1981, Unpublished MOD(PE) material. d

4. M.A. Beeny. An Assessment of the CORE method as it might be applied to the Electro Optical Task of
Buccaneer Aircraft XV344. 1982. RAE Technical Memorandum FS469.

Copyright (¢), Controller HMSO London, 1983 U o

s B S s o o e S SRR i B

gl g i e B O Ty e
i R A R




FUNCTIONAL ARCHITECTURE

FUNCTIONAL DESIGN AIMS

CONCEPTUAL
ARCHTTECTURE |
L y
7 l_ —l Y
4
. HARDWARE
? ARCHITECTURE
. SOFTWARE ;
7~ ARCHITECTURE
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Definitions
1st line: work undertaken on the aircraft
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! 2nd line: work undertaken in the repair bays at the aircreft staticn

; 3rd line: work undertaken in centralised repair bays, genevally serving several stations |
4th line: work undertaken by industry ]

Fig 2 BREAKDOWN OF RELIABILITY-DEPENDENT MAINTENANCE COSTS FOR COMPLEX AVIONICS,
EXPRESSED HELATIVE TO THE EQUIPMENT PURCHASE PRICE




VERS UNE MODULARITE DU LOGICIEL

CONCUE POUR LES BESOINS DE L'UTILISATEUR

P. CATEL

ELECTRONIQUE SERGE DASSAULT

55 quai Carnot

92214 SAINT-CLOUD

E Apréds avoir resitué le contexte du logiciel d'un calculateur principal de syst2me avionique, ce document
E présente la démarche accomplia par ESD pour la recherche d'une modularité du logiciel adaptée aux besoins
de 1'utilisateur. Cette démarche s'est déroulée en deux phases :

- La premiére concernait des applications de taille moyenne (jusqu'd 64 K mots) et a permis de définir une
structure du logiciel et des rdgles de découpage du problime.

- La seconde est apparue 3 l'occasion du démarrage d'une nouvelle application, d'un volume plus important,
devant &tre la base d'une famille d'applications importante.

Une &tude, manée conjointement avac le cpécificateur du logiciel (le mattre d'oauvre du systime), a per-
uls différentes améliorations, aussi bien sur le plan de la structure que des méthodes et des rigles de
découpage, dans la but d'obtenir une récupérabilité parfaite d'entitéa de logiciel. Elle s'est concré-
tisée par la mise en oeuvre de nouveaux outils, et des extensions de la Machine Virtuella du calculateur
utilisé.

1. INTRODUCTION

L'ELECTRONIQUE SERGE DASSAULT (ESD) est spécialisée dans 1'€tude, le développement et la fabrication
d'&quipements &lactroniques de pointe, tant dans le domaine militaire que dans le domaine civil.

L'effectif da 1'ESD est de 320C personnes, dont 1800 ingénieurs et cadrea. L'informatique aérospatiale
(calculateurs, bua numériques, systimas digitaux, logiciels de base et d'application) constitue une dea
activités principales da 1'ELECTRONIQUE SERGE DASSAULT : 20 3 25 X du chiffre d'affaires est réalisé
dans ce domaine.

Depuis 1965, &poqua 2 laquelle 1'ESD a congu le premier calculateur embarqué européen utilisant des
circuits intégrés, les missiles b~‘istiques frangais sont &quipés de calculateurs universals ESD, puis
ESD-SAGEM 3 la suite d'accords d« - rpération signés entre les deux sociétés.

En 1976, 1'accroissemant des besoins en matidre de puigsance de calcul conduit 1'ESD 3 promouvoir en
France da nouvelles tachnologies da composants et de circuits pour créer una nouvella génération de
calculateurs universels :

- 1084 pour missilas balistiquas,
- Mi82 pour avions MIRAGE Frl,
- 2084 pour avions MIRAGE 2000.

Le systéme de transmission des informations numériques 3 bord de ces avions a lui aussi &té développé
par ESD : c'est le bus numérique GINA (DIGIBUS), normalisé depuia septembre 1982 par la Ministldre de la
Défcnse frangais sous la référence GAMTI1OLN.
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2.

L'ESD rfalise &galement tous les logi:iels de base et, sous la maftrise d'oeuvre de ses clients, la
plupart des logiciels d'application concernant ses propres calculateurs aérospatiaux. L'iatroduction de
la nouvelle génération de calculateurs ESD en tant que calculateurs principaux des avions MIRAGE Fl et
MIRAGE 2000 a considérablement développé cette activité logiciel.

Les logiciels, dans les applications avioniques, présentent des caractéristiques spécifiques : les
aspects les plus marquants sont la fiabilit&, et les contraintes de réalisation (concision du volume
mémoire et charge de calcul) qui sont encore sensibles avec les matériels disponibles aujourd'hui.

Cependant, le volume sans cesse croissant de ces logiciels fixe une nouvelle priorité, celle de pouvoir
réutiliser les parties les plus grandes possibles de logiciels d&3j3 existants pour réaliser le logiciel
d'un nouveau systéme.

Ce besoin se fait sentir non seulement au niveau de la réalisation proprement dite du logiciel, mais
aussi -et peut-8tre surtout- pour réduire 1'effort d'intégration et de mise au point (au sol et au vol)
du systéme global.

La réponse est apportée par une conception modulaire du logiciel développé. Ce document présente notre
approche de ce probl2me, qui peut &tre découpfe en deux phases. La premidre concerne des logiciels
développés jusqu'en 1981, d'une taille moyenne {volume mémoire des calculateurs limit&e 3 64 K).

La seconde phase est 1ife au développement de nouveaux logiciels, dont le volume 3 terme sers beaucoup
plus important, ce qui nous a amené & adapter 3 la fols les caractéristiques de nns calculateurs et nos
méthodes de réalisation du logiciel.

Avant de décrire ces deux phases, nous allons rappeler le contexte dans lequel se situe le logiciel du
calculateur principal, puis définir ce qu'est la modularité d'un logiciel.

CONTEXTE DU LOGICIEL D'UN CALCULATEUR PRINCIPAL

2.1. Fonctions du Calculateur Principal dans un systdme d'armes avionique

Le systéme de navigation et d'attaque {SNA) d'un avion de combat moderne peut €tre trds schémati-
quement illustré, dans son principe général, par la figure suivante :

POSTES DE VISUALISATION
R U N

Ecran Ecran
Vidéo téte téte
basse haute POSTES DE COMMANDE
CAPTEURS INTERNES \ /
e A e e
Centrale Centrale Généra- Poste de Poste de Poste de
Radar afro- | .« | teur de commande commande J -4 commande
dynamique inertie symboles Radar Navigatio Armement
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BUS NUMERIQUE

lateur lateur
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Calcu- [?i'caihﬁ?w
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Parmi lea principaux &quipements du SNA, on 4istingue :

- dea capteurs fixea ou montés en pod : centrale 3 inertie, centrale hydrodynamique,
radar, etc...

- dea postea de visualisation : &cran téte basse, viseur t&te haute, etc...

- dea postea de cormande : pour la navigation, 1'srmement, le radar, etc...

- des circuits d’armements : pour bombes, canons, missiles, etc...

Bien que toua ces &quipements comportent une part de plus en plus grande d’€lectronique numérique,
c’est-d-dire de processeurs spfcialisés et trds intégrés au matériel, les calculs effectués y sont
de nature différ-~nte de ceux du calculateur principal : ils sont spfcifiques de 1'équipement,
contribuent directement 3 ses performances et ne traitent généralement que des données locales.

Au contraire, le logiciel du calculateur principal intervient au niveau global du systéme de fagon
relativement indépendante des caractéristiques particuli2res des Equipements. Il assure deux types
de fonctions :

- des fonctions de gestion centralisfe (&changes d'information, surveillance du fonctionnement
d'ensenble)} :

Le schéma fait apparaltre le r8le particulier du (ou des) tus numérique ou "digibus” auquel sont
connectés la plupart des Equipements du systéme d'armes. Les informations &changées entre ces
€quipenents transitent sur cette li:ison sous forme numérique ec suivant un mode de multiplexage
temporel 3 haute fréquence. Les liaisons directes entre &quipements sont de plus en plus rares ;
11 en subsiste encore quelques tnes pour différentes raisons (survivance de techniques analo-
giques, débit d'informations, sécurité).

La gestion du bus numérique est assurfe par le calculateur principal. Celui-ci peut &tre dédoublé
pour des raisons de fiabilité, en particulier pour assurer la gestion du bus en cas de défail-
lance du premier.

- des fonctions opfrationnelles : & partir des données €laborfes par les capteurs et des ordres
introduits manuellement sur les postes de commandes par le pilote, le calculateur princinal
ef fectue un certa/n nombre de traitements permettant d'assurer les missions opérationnelles de
1'avion : navigstion, attaque Ai{r-Sol, attaque Air-Air ; suivant la mission, certains résultats
de calculs sont adressés 3 des &quipements comme les circuits d'armement, d'autres informations
sont présentées au pilote sur les postes de visualisation. Dans quelques cas, une partie de ces
traitements est effectue par des calculateurs implantés dans le radar ou le viseur par exemple.
La présence d'un second calculateur principal permet d'y implanter ua certain nombre de traite-
ments, augmentant ainsi la capacité globale de calcul au niveau syst@mc

2.2. Caractéristiques du logiciel

La présence d'un calculateur principal dans un SNA offre un certain nombre d'avantages. Par sa
structure de calculateur universel, {1 va apporter en effet une grande puissance de calcul, mais
11 va &galement constituer 1'6lément de souplesse privilégié du SNA : c'est par des adaptations de
son legiciel et, dans certains cas de son matériel (au niveau des coupleurs), que 1'on va pouvoir
intégrer dans le SNA des Eéquipements existants sans modification de ceux-ci (particuli2rement les
capteurs et les armements dont les techniques tr2s spécifiques font qu'il est en général plus
pénalisant de les modifier, cela entrainant des mises au point souvent longues).

Par ailleurs, il va assurer un r8le primordial dans les traitements 1iés 3 la mise en oeuvre du
ENA, et particulidrement les problemes de dialogue homme-systime. Notamment, il assure la gestion
des équipements 2 usage général, comme les postes de visualisation et les postes de commande, et
les configurant selon les spécificités de chaque mode dont le systdme est capable.

Ces 2 aspects ont comme conséquence que les logiciels des calculateurs principaux supportent de
tr2s nombreuses modifications tout au long de leur cycle de vie. En effet, d'une part ils doivent
suivre les évolutions des définitions des &quipements, d'autre part les solutions aux probl2mes
ergonomiques sont souvent longues 3 mettre au point. Le taux courant, sur nos projets, est de
recevoir environ 1.5 Jemandes d'&volutions par jour ouvrable, pendant toute la phase de dévelop-
’ pement. Ces &volutions permanentes ne favorisent pas, bien slir, la standardisation du logiciel.

due 2 dea gccroissements de leurs possibilités pour la mise en oceuvre d'armements de plus en plus
nombreux, et de plus en plus complexes. Cela a en particulier comme conséquence une recherche de
1'allagesent des tliches du pilote, se traduisant entre autre par des Elaborations d'informations
toujours plus synthétiques, et Egslement 1'automatisation de certaines prises de décision.

‘ Sur un autre plan, la tendance générale est une sophistication toujours plus grande des systmes,

IS
5 Ces &volutions se traduisent par un accroissement pernanent du volume du logiciel des calculateurs
gi principaux. I1 en résulte une évolution dans sa perception par les utilisateurs. D'une approche

5 initiale od la rfaction normale 2 une demande nouvelle &tait :

L4

&,

e -~ “¢a ne touche que le logiciel, il n'y a pzs de problame”, on tend vers une attitude opposée, ol
¥ le logiciel apparait comme quelque chose de secret, difficile 2 maftriser, en &volution perma-
3 9 nente et dont le colit est de plus en plus préoccupant.
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2.3.

Le réaiissteur du logiciel a autant de difficultés 3 expliquer qu'une &volution est faisable,
sans obligatoirement tout remettre en cause, qu’il en avait autrefois 3 faire comprendre, qu elle
n'était pas aussi simpliste que ses interlocuteurs avaient tendance 3 le supposer.

I1 est certain qu’un logiciel est complexe, ne gerait-ce que par le nombre d'informacions traitées :
le calculateur principal d'un syst3me actuel doit, par exemple, recevoir de 1'ordre de 900 infor-
mations différentes, logiques ou numériques, pour en générer environ 1300.

Face 2 un tel probl2me, i1 existe une seule solutior : "diviser pour régner” ou réduire le probl2me
ccmplet en sous-probl2mes suffisamment petits pour que chacun puisse 8tre mattrisé. D'od la
nfcessaire modularité du logiciel.

Cette modulari:& va Egalement &tre mise 3 profit pour permettre la récupération d'¢l1Ements entre un
logiciel et un autre. Cette démarche est cependant beaucoup plus difficile 3 faire passer dans les
faits, car elle nécessite une approche cohfrente de la psrt de toutes les personnes impliquées

dans la chafne, du pilote au programmeur.

Interlocuteurs impliqués dans le développement d'un logiciel

Le développement d’un logiciel fait intervenir deux responsabilitis :

- le Spécificateur du logiciel est 1'avionmeur, maltre d'oeuvre du systdme. Son r8le est de conce-
voir le Systéme de Navigation et d'Armements, ce qui se fait en deux Etapes :

. Définition globale du systd@me : cette &tape concerne le niveau systdme, et le projet logiciel
y est seulement identifi&. Ellc consiste 3 :

- d6finir le systéme du point de vue de ses utilisateurs, en décrivant globalement ses FONC-
TIONS OPERATIONNELLES, ses interfaces avec 1'environnement, ses performances,

- identifier les SOUS-ENSEMBLES matériels et logiciels du syst2me et mettre en Evidence le
rdle de chacun d'eux dans la réalisation de chaque fonction opérationnelle.

Cette Etape est concrétisfe par le document de SPECIFICATIONS GLOBALES DU SYSTEME.

Définition opérationnelle du logiciel :

La définition opérationnelle du logiciel ne peut s’effectuer que dans le cadre d'une DEFINITION
DETAILLEE DU SYSTEME qui consiste 3 :

- décrire chaque fonction opérationnelle de fagon compldte et précise,

- répartir, pour chaque fonction opérationnelle, les traitements entre les différents sous-
ensembles,

- déterminer les interfaces entre les sous-ensembles.

Les travaux relatifs au sous-ensemble logiciel, objet du projet, constituent la DEFINITION
OPERATIONNELLE DU LOGICIEL.

ia psrt incombant au logiciel dane chaque fonction opérationnelle est appelée CHAINE LOGICIELLE.
Les traitements de chaque chalne logicielle sont décrits d'un point de vue opérationnel (non
informatique) de la mani2re 1a plus compldte et la plus pricise possible. En particulier, tous
les choix relevant de la responsabilité .. demandeur sont explicitement définis.
Cette Etape est concrétisée par le cahier des charges du logiciel, constitu€ par :
~ les SPECIFICATIONS OPERATIONNELLES DU LOGICIEL,
- les SPECIFICATIONS DES INTERFACES DU LOGICIEL.
- Le Réalisateur du logiciel va en assurer la conception et la réalisation.
Si les responsabilités sont nettement marquées, il est trds profitable cue le transfert des
taches entre demandeur et réalisateur se fasse plus progressivement. En particulier, le réali-
sateur va participer 3 la phase de définition opfrationnelle du logiciel, et le spfcificateur va

au minimum contrBler les résultats de la phase de définition fonctionnelle du logiciel, qui est
la premidre menfe sous la responsabilité du réalisateur.

PrPeTT
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3. DEFINITION DE LA MODULARITE DU LOGICIEL

3.1. Définition

3.2

Un produit est dit modulaire 2 partir du moment ol il est constitué d'é&léments indépendants, dont
1'assemblag: conduit 3 un tout cohérent. Dans le cas d'un logiciel, on est amené en fait 3 conce-
voilr une s.ructure hierarchisée, dans laquelle, lorsqu'on part des composants &lémentaires, il
exist: plusieurs niveaux de regroupement successifs.

Le premier bénéficiaire de la modularité est le rfalisateur. Celle-ci va, en effet luil permettre
de contrdler le développement du logiciel et aussi de tenir les objectifs de fiabilité&, chaque
niveau d'intégration constituant un niveau de test.

Le deuxi2me apport de la modularité est la possibilité de modifier un &lément A 1'un quelconque des
niveaux, sans remettre en cause les autres, et donc d'apporter une grande souplesse pour 1'é&volution
d'un logiciel.

Dé&s lors, le probléme de 1a modularité du logiciel doit &tre abordé sur deux plans :

1) Le plan structurel

C'est le probl2me du contenant, autrement dit, il convient de dé€finir ce que seront les dif-
férents niveaux auxquels des &léments de logiciel seront manipulables. Il y a 12 une premi2re
source de difficultés : er effet, tout le monde sait de quoi on parle lorsque l'on nomme des
différents &léments d’un matériel : une carte, un hybride, cela se voit et se touche. L’aspect
raccordement (prises, cunnecteurs, pattes) est pergu facilement.

Pour le logiciel, par contre, la situation est différente, pour au moins 2 raisons :

~ La premidre est qu'un logiciel ne se voit pas. L'appréhension se fait sur le papler, dans des
1listings ou différents documents de description, dont la langue est plus ou moins ré&barbative,
mais rebute en général tout non informaticien.

- La deuxiéme est qu'il n'y a pas un vocabulaire universel définissant des &léments de structures
diment identifiés. Bien slr, tout le monde parle de module, mais quand on regarde de prés, on
s’apergoit vite que ga ne recouvre jamais les mémes notions.

2) Le plan fonctionnel

C'est le probldme du contenu, c'est-3a-dire celui qui consiste 2 définir le r8le de chaque
€lément de la structure. Le probleme essentiel, ici, est de faire coIncider les exigences au
niveau de la réalisation du logiciel, 1iées A la technique informatique avec les besoins des
utilisateurs qui manipulent des notions qui peuvent &tre a priori toutes autres.

En fait les premidres personnes concernées par 1la modularité du logiciel ont &té les réslisateurs
de celui-ci. Leur premier souci &tait de résoudre les difficultés liées & la réalisation d'un
logiciel avionique : fiabilité&, testabilité, et Egalement les aspects industriels : tenue des
délais, des colts de réalisation, prévision et suivi des charges de calcul et des volumes mémoire.

Cependant, la modularité du logiciel n'est valable que si les deux aspects du probl2me sont correc-
tement traités.

Réutilisation d'un logiciel

+

Une seconde notion gé€nérale reste 3 préciser, celle de "récupération” d'um logicial exisiant.
Classiquement, un logiciel est obtenu en deux &tapes, comme schématisé sur la figure ci-dessous.

Directives

. Binaire
-—L—-————- Editeur ; absolu

Compilateur

Programme | Binaire
source relogeable




La premidre &tape est la compilation. Elle consiste 3 transformer un programme source, r&digé en
différents langages (LTR, macroassembleur, assembleur, ...) en un programme binaire relogeable.
Cette compilation est réalisfe indépendamment sur chacune des unités &lEmentaires de logiciel, on
a donc le mfme nombre d'entités “binaire relogeable” que d'entités “source”.

La seconde E&tape, réalisfe par 1'€diteur de liens, consiste A réunir toutes les entit&s nécessaires
(levr liste est définie par des directives donn&es 3 1'&diteur de liens) pour composer un programme
exécutable. L'éditeur de liens peut alors générer, un binaire absolu, c'est-d-dire un programme
directement chargeable dans le calculateur.

TR —_—

Le meilleur niveau de récupération est celuf qui consiste 3 reprendre des binaires relogeables.
Cela permet e) eflet fe s'alfiavchic du colt et des $lals n@cessalies pour uome compllacion. 11
n'en reste pas moins que la réutilisation de programmes source est un second niveau envisageable,
2 partir du moment o il se situe en aval des interventions humaines.

Les directives données 3 1'&diteur de liens &tant &galement décrites par le programmeur, on aura
6galement intér8t 3 en récupérer un maximum en passant d'un projet 2 un autre.

4. PREMIERE GENERATICN DE LOGICIELS

Pour réaliser nos premiers logiciels avioniques, nous avons donc eu 2 définir 1'architecture du logiciel,
sur les plans structurel et fonctionnel.

4.1. Plan structurel

1) Niveaux de structure

Nous avons défini une structure 3 quatre niveaux, schématisée par la figure ci-dessous.

APPLICATION

FONCTION LOGICIELLE

MODULE

PIECE

- L'application est 1'ensemble du logiciel implanté dans un calculateur. Elle est pergue par
1l'utilisateur corme une bolte noire, &changeant des informations avec 1'extérieur et assurant
une certaine fonction de transfert entres ses entrfes et ses sorties. Au niveau de la produc-
tion de logiciel, elle est czractéris€e par un fichier donnant la liste des fonctions logi-
cielles la composant et par ur fichier de binaire absolu. Ces deux fichiers sont référencés
avec le méme nom et le mlme numéro de version (la seule différence &tant leur type).
L'application est bien entendu validée par la dernilre &tape de test.

- La fonction logicielle est le premier niveau de découpage. Si on fait un parall2le avec la
structure d'un matériel, on peut 1'assimiler 3 une carte d'un Equipement. Il s'agit d'une
entité assurant un r8le fonctionnel donné. I1 lui est associ&é un jeu de paramdtres en entrée
et un jeu de paramdtres en sortie. Le souci prédominant lors de sa définition est 1'homogé-
néité du r8le qu'elle doit jouer. Le seul souci informatique est la notion de taille de logi-
ciel associé, qui se situe généralement dans une fourchette de 3000 & 6000 mots. Avoir des
fonctions logicielles trop grandes augmente leur difficulté, donc rendent plus difficile le
test. Cela diminue augsi leur chance de pouvoir &tre standardisées. A 1'inverse, une taille
trop petite multiplierait leur nombre, augmentant ainsi notablement les difficultés de 1'inté-
gration finale au niveau application et limiterait alors les bé&néfices d'une réutilisation de
certaines fonctions logicielles d&éjd validées.

En ce qui concerne la production de logiciel, une fonction logicielle est caractérisée par un
fichier contenant la liste des pi3ces la constituant (utilis€e en tant que directives pour
1'éditeur de liens) et identifife par un nom et un numéro de version. Chaque fonction logi-
cielle est validée s&parement, au cours de 1'&tape de tests fonctionnels.




- Le module eat le troisilme niveau, de découpage. Son existence est 1ife 3 des modifications
esaentiellement informatiques. Un module contient en effet toute la partie d'ume fonction
logicielle devant 8tre exécutée sous une mlme condition d'activation (par exemple tous les
traitements cycliques devant 8tre ex&cutés 3 une fréquence donné).

Uy pEnlral, uo asdule ne srra pas on EREment TRue1Yis€ taiiement. T me foue pas en €Ll an
r8le fonctionnel bien défini. Par contre, son rdle est primordizl au niveau de la technique
informatique, car 11 constitue une entité d'exécution : 11 possdde un point d’entrée et un
point de sorite, un jeu de paramdtres en entrfe et un jeu de paramdtres en sortie. La somme
£ des patenbrres J'entrlvs-sortive dee JLIT@eanic malalng Jue Tonetion loglolalle wovel |t
g 1'interface de cette fonction logicielle.

En ce qui concerne la production de logicel, un module est caractéris& par une entité de code,
dont le r8le est d'assurer 1l'enchatnement des diff&rentes pidces du module 3 1'ex&cution du
programme.

- La pidce est le composant &lémentaire, 12 brique du logiclel. Sa taille eat volontairement
limitée de 1'ordre d'une cinquantaine d'instructions source. Une pidce joue un rdle fonc-
tionnel défini, est ex&cutable en un seul tenant (un point d'entrée, un point de sortie) et
posséde une interface d'entrée-sortie bien définie.

Par ailleurs, chaque pidce est coupilable sé&parément. I1 lui correspond donc, au niveau de la
production de logiciel, deux fichiers : fichier de langage source, et fichier Linaire
relogeable. Ces deux fichiers portent le m&me nom et le méme numéro de version (seul le type
diffédre). Enfin chaque pil3ce est testée et validée s€parément. La taille limit&e d'une pilce
permet d'en assurer un test quasiment exhaustif, ce qui est primordial pour obtenir la fiabi-
1ité recherchée pour 1'ensemble de 1'application.

La taille restreinte d'une pidce fait qu'elle joue un r8le bien d€limit&, ce qui augmente ses
possibilités de réutilisation dans plusieurs logiciels différents.

2) Echanges d'information

L'€l1&ment primordial, dans le choix de m&thodes de passage d'informations entre les différentes
entités de logiciel, a &t& un souci d'optimisation. Certains des logiciels que nous avioms 2
réaliser 1'&taient pour des systémes Equipés d'un seul calculateur principal, et le volume
mémoire &tait donc obligatoirement 1imit& A 64 K. Par ailleurs, le prix de ces mémoires n'encou-
rageait pas non plus 3 de trop grandes largesses. Enfin, compte tenu de 1'ensemble des traite-
ments 3 r€aliser, une certaine concision en charge de calcul &tait &galement nécessaire.

Toutes ces raisons nous ont amen€s A recourir A des zones de donnes communes, accessibles
directement par toute pidce utilisatrice.

Nous avons alors défini deux niveaux de commun :

- Un commun gé€néral contenant toutes les données d'interface du calculateur avec l'extérieur,
et toutes les données en interface des fonctions logicielles.

- Des communs de fonction logicielle, chacun regroupant toutes les donnes internes d'une fonc-
tion logicielle, c'est-3-dire en interface de ses diff&rentes pidces.

4.2. Aspect fonctionnel

La structure &tant définie, i1 reste A définir le rdle que doit assurer chacun de ses Eléments.
En fonction de notre méthodologie, MINERVE, ces travaux sont réalisés au cours de deux E&tapes
successives.

- L'6étape de définition fonctionnelle consiste 3 reprendre les spécifications opérstionnelles
(le cahier des charges) du logiciel et 3 ré&diger les spfcifications fonctionnelles de celui-ci.
C'est donc au cours de cctte &tape que sont définies les différentes fonctions logicielles.

- L'&tape de corception globale a pour rdle de définir les &l&ments constitutifs suivants du
logiciel (modules, pidces) et de définir leurs interfaces.

En pratique, la réparcition en modules des traitements nécessaires pour 1'accomplissement
d'une fonction logicielle donn€e ne pose pas de gros probl2mes. Le crit@re "condition
d'exfcution” est en effet un concept précis, si bien que le concepteur n'h&site pas pour
implanter un traitenment dans le module adéquat.

Psr ailleurs, le¢s cicces sont d'une taille suffisamment réduites pour qu'elles possddent
généralement une bonne cohérence fonctionnelle.
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4.3,

Par contre, la déf{nition des fonctions logicielles est plus complexe. Elle recoupe en effet
des préoccupations d'analyse du probléme 3 traiter, et de synth@se 2 un niveau relativement
818vé . Les critdres de choix sont multiples, et le concepteur doit en fait obtenir le
meilleur compromis entre plusieurs facteurs dont certains sont contradictoires :

- Possibilités d'adaptation du logiciel 2 des &volutions opérationnelles (modification, sup-
pression ou ajout de modes opérationnels) ou des &volutions des &quipements du systéme
(modification, suppression ou refonte de certains d'entre eux).

- Isolement des traitements dépendant directement de chacun des autres &quipements du systéme,
par rapport aux traitements caractéristiques d'un mode opérationnel dans le but de standar-
diser ces derniers.

- Souci d'optimisation, par mise en commun et implantation unique dans le calculateur de trai-
tements nécessaires 3 1'ex&cution de plusieurs modes opérationnels.

- Possibilité& de réaliser des livraisons partielles, c'est-3-dire de livrer un logiciel
composé d'un nombre réd.iit de fonctions logicielles, qui permette néammoins au systéme
d'exécuter un certain nombre de missions opérationnelles.

Cette possibilit® est importanie car elle autorise une imbrication des phases de sp8cifi-
cations, de réalisation du logiciel, et d'intégration du systéme, réduisant ainsi les délais
de développement.

Possibi1ité& de dé&finir, pour chacune des fonctions logicielles, des modes de fonctionnement
dégradés. Le rdle de ceux—cl est de fournir les mémes param@tres de sortie que dans le mode
de fonctionnement normai {avec une pr&cisicn moins bonne) lorsan'un certsin nomhre d'infor-
mations en entrfe sont elles-m&me dégradées ou manquantes. Cela permet d'assurer une conti-
nuité de fonctionnement du systéme en cas de panne d'&quipements.

Appliquer aux logiciels avioniques, ces notions ont conduit 3 définir quatre grands types de
fonctions logicielles :

- Les fonctions logicielles "de servitude”, dont le rdle est de permettre le fonctionnement
du calculateur (moniteur, autosurveillance) ou du systé@me (gestion des bus, surveillance
des &quipements et signalisation de leurs pannes).

- Les fonctions logicielles "générales”, dont le fonctionnement est indépendant ou peu dépen-
dant du mode syst@me en cours. Certaines assurent une interface avec les capteurs : prétrai-
tement des donnfes en entrfe du calculateur de fagon 3 €laborer les informations sous une
forme interne standardisfe, mais aussi mise en forme définitive des informations retournées
3 ces mémes capteurs pour en commander le fonctionnement. D'autres assurent des fonctions
communes 3 plusieurs modes opfrationnels différents, comme 1l'acquisition d'objectifs par
exemple.

- Les fonctions logicielles "spécifiques” des modes opérationnels devant tre assurées par le
systdme : navigation, différentes conduites de tir des armes air-air et air-sol, reconnais-
sance, aide 3 la maintenance sol, etc...

- Enfin, les fonctions logicielles "de szgthése", assurant la coordination des différentes
fonctions préc&dentes pour obtenir un fonctionnement cohérent du logiciel global. Dans ce
cadre, sont en particulier assurfes les synthd@ses des différentes informations 3 destination
des &quipements multi-modes : postes de commandes, viseurs t&te haute ou t&te basse. Ces
synthdses sont &laborfes 3 partir des informations délivrées par les différentes fonctions
générales ou spécifiques actives.

Bilan de cette premidre approche

Nous avons réalisé, entre 1977 et 1982, plus d'une quinzaine de logiciels pour des systémes
différents selon les principes décrits ci-dessus.

Ceux-ci se sont toujours avérés applicables, et la structure des premiers logiciels n'a
Jamais &t& remise en cause par la modification d'autres &quipements, ni par 1'ajout de nou-
velles fonctions opérationnelles. Cette modularité a &t& &galement un &lément prépondérant
dans la possibilité d'intégrer les tr2s nombreuses demandes de modifications que nous &vo-
quions au paragraphe 2. De méme, plusieurs applications différentes ont pu 8tre déduites les
unes des autres & un colt beaucoup plus faible que celui du développement de 1'application
médre.
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Cependant, lorsqu'on arrive au niveau du détail, la situation n'est pas aussi bonne que 1l'on
pourrait 1’espérer. Il n'existe gudre d'éléments rigoureusement identiquea entre deux logiciels.
Les applications sont déduites les unes des autres, plus que composées A partir d'€léments
communs .

Ce phénomdne tient 2 trois causes principales :

1) tUn probldme spécifiquement informatique, tenant de 1l'utilisation de communs pour assurer
les &changes d’information entre les différentes entités de logiciel. Le commun général
entre autre est spécifique de chaque application, or il influence le code binaire relo~
geable de chaque pid3ce. La récupfration ne peut donc se faire au mleux qu'au niveau de lan-

gage source.

2) Des &volutions de détail trds nombreuses en passant d'un syst&me 3 un autre.
Ces &volutions portent 2 la fois sur la définition des autres &quipements du systéme
(nous avons 13 finalement beaucoup plus 3 tenir compte des petites "améliorations” que de
changement complet d'un type d'é&quipement) et sur les spécifications des modes opération-
nels. Toutes ces &volutions de détail, lorsqu'elles sont cumulées, font qu'il devient
difficile de conserver intacts de nombreux &l&ments du logiciel.

3) Un manque de perception de la structure interne du logiciel existant par les utilisateurs,
que ce soit au niveau des &quipes &tablissant les spécifications opérationnelles qu’au
niveau des équipes d'essais du systdme au banc d'intégration et en vol. Le manque de
perception est probablement 118 en partie 3 1’aspect un peu rébarbatif de la documentstion
agsociée au logiciel pour des non informaticiens. Le résultat est slrement une sensibili-
sation réduite A 1'aspect réutilisation de partie de logiciels existants au moment de la
définition d'un nouveau systéme.

5. EVOLUTIONS RECENTES

Le réexamen de l'architecture de nos logiciels avioniques a &t& provoqué par 1'occurence simultanée de
plusieurs &vénements de nature différente :

- Démarrage d'une application nouvelle, devant &voluer largement dans l'avenir. Cette application sers
en fait la base (aussi bien sous 1l'aspect missions possibles au jeu d'&quipements) d'une famille de
systémes, base 3 laquelle devront pouvoir s'ajouter de nombreuses options.

- Accroissement des possibilités du calculateur, la taille mémoire devant désormais dépasser le seuil
des 64 K mots. Cela amenait 3 reprendre certains &léments, en particulier &tendre la capacité d'adres-
sage de la machine virtuelle et adapter le programme d'&ditions de liens.

- Souci de plus en plus important de pouvoir récupérer intégralement des parties de logiciel existant,
pour en tirer un maximum de bénéfice aussi bien au niveau de la réalisation du logiciel que de
1'intégration et la validation du Systdme de Navigation et d'Armement 3lobal.

Une équipe commune maftre d'oeuvre du systdme - réalisateur du logiciel a Jonc mené€ une E&tude sur ce
probldme. La premidre &tape a consisté 3 définir clairement les objectifs nouveaux que 1'on cherchait 2
atteindre par la modularité du logiciel.

Elle s'est poursuivie par la définition de nouvelles solutions :

- sur le plan structurel,
- sur les plans fonctionnel et opérationnel.

Enfin, les moyens d'une meilleure circulation de 1'information entre spécificateur et réalisateur du
logiciel ont &té Etablis.

5.1. Définition de nouveaux objectif.

Récupbrabilité du logiciel : elle constitue 1'objectif le plus prioritaire. Cette récupérabilité

doit &tre intégrale, et suffisamment formalisée pour qu'elle puisse &viter une nouvelle validation
que ce soit au niveau des essais d'intégration du systdme au sol ou au niveau des essais en vol.
Une condition est donc qu'il doit y avoir la meilleure correspondance possible entre les entités
opérationnelles (les &léments du découpage de 1'application abordée avec le point de vue de 1'uti-
lisateur) et les entités fonctionnelles. En outre, il est souhaitable de pouvoir donner 2 ces
entités fonctionnelles les possibilités de réglage, clairement isolées, de fagon A pouvoir les
adapter 2 chaque cas particulier sans en reprendre la programmation proprement dite.
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5.2.

Am&lioration de la visibilité du logiciel pour le spécificateur : celui-ci devra en effet appré-

hender la structure interne du logiciel, pour différentes raisons :

- Adapter les tests d'intégration du systime, en ne considérant plus le logiciel comme une seule
“"boite noire”, mais comme plusieurs juxtaposfes. Le but est de réduire le nombre de tests néces-
saires su niveau Fystéme aprds une modification du logiciel.

-~ Prendre en compte la structure du logiciel pour concevoir des &volutions de systdme (modifications
ou ajouts), de fagon 3 en minimiser les cofits.

Une demande précise &tait qu'il fallait pouvoir &tablir les correspondances entre les différents
€l éments du découpage au niveau opérationnel, et les différentes entités du logiciel.

Continuité avec les applications existantes : la prise en compte de nouveaux objectifs devait se
faire en tenant compte de 1'existant, aussi bien pour ce qui concernait le contexte de réalisation
(moyens de développement et de test ; en particulier il n'y avait pas d'autre choix possible que
de continuer 3 utiliser le compilateur LTR, le langage de haut niveau de nos précé&dentes
applications, bien &prouvé) que pour des probl2mes de coiit et de délais : i1 Etait inenvisageable
de réaliser in extenso une application nouvelle.

Evolutions sur ie plan structurel

Elles sont au nombre de 3 :

- Création d'un cinquidme niveau de découpage, entre application et fonction logicielle : le pro-
gramme.

~ Définition d'un langage de description de modules, et ralisation d'un interpréteur agissant en
tant que préprocesseur du compilateur LTR.

~ Extensions de la machine virtuelle des calculateurs avec un mode d'adressage "paramdtre”.

5.2.1. Cinquidme niveau de découpage : le programme

L'objectif est de pouvoir diviser 1'application totale en un certain nombre d'é&léments
rigoureusement ind&pendants au niveau de 1'ex&cution, simplement juxtaposés au sein de
la mémoire du calculateur.

De fagon 3 assurer une parfaite indépendance, et bien que cela aurait &t& possible avec le
calculateur utilisé, un programme ne peut accéder directement aux donn&es d'un autre
programme .

La seule possibilité d'&change d'information consiste 2 faire appel au superviseur, qui gire
une zone de la mémoire affectée spScialement 2 cet usage par des mécanismes de lecture/
écriture dans des fichiers.

Un programme est entidrement autonome : lorsqu'il est actif, 11 doit gérer 1l'ensemble des
ressources du calculateur (coupleurs, interruptions) et du syst2me (&quipements). Les commu=-
tations de programme sont assurfes par le superviseur.

Zone mémoire
SUPERVISEUR Gestion fichier "fichier”

=}

Activation

1
Programmes

Lecture/
&criture fichier

La structure interne d'un programme reste celle des applications décrites au chapitre précé-
dent : 11 reste divisé en fonctions logicielles, modules et pidces.

La décomposition des différents programmes d'une méme application peut conduire 3 la d&fini-
tion de fonctions logicielles identiques. Dans ce cas, celles-ci ne seront alors implantées
qu'une seule fois dans la mémoire du calculateur.
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5.2.2.

5.2.3.

Du point de vue de 1'Ecriture du logiciel, le programme sera caractérisé par :

~ Un certain nombre de pildces en langage source qui lui sont spécifiques, contenant essen-
tiellement le code de haut niveau pour 1l'ex€cution (description des processus, gestion des
coupleurs, etc).

- La liste des fonctions logicielles permettant d'exfcuter les différentes tAches qu'il doit
assurer.

Le programme, Etant enti2rement autonome, est donc un &lément de récupération absolu entre
deux applications. Chacun pourra &tre validé séparément, et le seul contr8le 3 assurer pour
une nouvelle application composfe 2 partir de programmes précedemment existants et validés
sera celui de la présence effective des programmes désirés dans 1a mémoire du calculateur.

D'un point de vue pratique, i1 a &t& décidé de faire correspondre un programme 3 chaque con-
figuration d'emports définie par le Syst2me de Navigation et d'Armements, c'est-3-dire 2
chaque mission opérationnelle ex&cutable par 1l'avion.

Langage de description de modules

Les buts poursuivis sont d'am€liorer 1a 1isibilité du logiciel, et de supprimer le recours 2

un commun général pour implanter les données interface entre fonctions logicielles. Par

ailleurs, nous tenions, comme nous 1'avons &crit plus haut, 3 continuer 3 utiliser le mfme i
langage de programmation, le LTR.

Le langage de description de modules est inspiré des notions les plus récentes en langage de
programmation. Sa syntaxe permet de définir des modules, en isolant deux parties nettement
distinctes :

= 1'interface du module, ol sont décrits :
. les donn€es : sens (entrée ou sortie), type, format, implantation...

+ les points d'entrfe accessibles de 1'extérieur A 1'exécution. La rd3gle d'utilisation
générale est qu'il y ait un seul point d'entrée par module. Cependent, la possibilité
d'en définir plusieurs peut permettre de choisir 2 un niveau supérieur (celui du
programme) entre deux traitements différents sur la m2me interface.

= Le corps du module, constitué par :
» les données internes

+ le code du module, pour lequel la syntaxe est la mlme que celle du langage LTR. En
pratique dans nos applications, ce code est un squelette appelant les différentes
pidces, celles-ci Etant compilfes s&parément.

Le préprocesseur de modules transforme du source &crit en langage de description de modules
en un source compatible de la syntaxe LTR, qui est ainsi exploitable par la méme chaine de
production que le reste du logiciel. Cette transformation peut 8tre réalisfe sans qu'il ait
&t & nécessaire de modifier le compilateur LTR existant.

Enfin, nous sommes en train de développer un analyseur de modules, cet outil aura pour r8le
de vErifier la cohfrence des interfaces des modules au niveau d'un programme, et d'&tablir
des li.*+a de réffrence croisées des donnfes. Le langage de description de module est en ef-
fet utilisé cv cours de 1'Etape de conception globale du logiciel, et 11 est particulilre-
ment intéressant de pouvoir contrdler d2s cette &tape 1la cohfrence de la d&finition des
interfaces.

Extension de la machine virtuelle du calculateur

L'objectif ici &tait d'arriver 2 une récupfrabilité parfaite au niveau des pidces de
logiciel, en s'affranchissant méme du probldme d'identit& des noms symboliques des varia-
bles interface. Le seul moyen rfel d'y parvenir est de ne concevoir ces pidces que comme
des sous-programmes travaillant exclusivement sur des listes d'arguments. Cette mEthode
est moins performante que 1'utilisation de communs. Cependant, i1 &tait admis de déplacer
le point d'&quilibre entre optimisation et adpatabilité du logiciel pour aller dans le
sens d'une plus grande souplesse.

C'est pourquoi, nous avons adjoint 3 la machine virtuelle des calculateurs un mode
d'adressage “"paramdtre”, optimisant cette mfthode de transmission d'arguments. Les instruc-
tions utilisant ce mode d'adressage restent sur 2 octets (le calculateur est une machine
16/32 bits), ce qui limite le taux d'expansion induit.
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5.3. Evolutions sur le plan fonctiomnel

Avoir une structure offrant des possibilités de réutilisation de parties de logiciel existant ne
suffit pas. En effet, l'utilisateur désire récupérer une fonction de son avion, correspondant 3 une
entité sur le plan opérationnel. I1 est donc nécessaire que le réalisateur ait une bonne connais-
sance de cet aspect opérationnel. A 1'inverse, le spécificsteur doit adopter une certaine disci-
pline, et prendre en compte la nature et la structure du logiciel existant avant de d&finir un
nouveau systdme, pour décider en toute connaissance de cause de demander des &volutions. C'est
pourquoi, 11 est primordial qu'un véritable dialogue s'&tablisse entre sp&cificateur et réali-
sateur.

La premidre &tape a consisté 3 retenir 1'utilisation d'un langage commun, pour décomposer le pro-
bla3me 3 traiter sous les deux aspects opérationnel et fonctionnel. Un langage graphique a &té
choisi. Il entraine en effet une plus grande concision, et sa syntaxe est suffisamment simple
pour qu'il soit compréhensible apras une formation vraiment minime. De plus 1'aspect visuel est 3
privilégier, & partir du moment od 1l'on désire travailler avec des non informaticiens.

Ce langage est d'abord utilisé pour aborder le probl2me sous 1'aspect opérationnel. Il s'agissait
en effet d'aller plus loin que le découpage traditionnel, dont le crit@re &tait gé&néralement une
tranche de temps, comprise entre une action du pilote (1l'enclenchement d'un mode) et une autre

(la désélection de ce mode). La décomposition a pour but, au contraire, de faire apparalitre des en-
tités opérationnelles, qui réalisées en paralldle, conduisent 3 obtenir un mode complet. Un des
points importants 3 ce niveau est de s&parer ce qui dépend du type de 1'avion, par rapport 3 ce

qui est caractéristique de la mission. Cela conduit donc 3 d&finir une véritable modularité sur le
plan opérationnel, ce qui est en fait une condition imp&rative pour e3pérer obtenir une modularité
du logiciel. Cette &tape est du ressort du spécificateur du logiciel.

La deurilme &tape consiste 3 réaliser la décomposition fonctiomnelle du p.obl2me avec le méme
langage. Les critdres &tant différents, cette décomposition ne sera pas la méme que préc&demment.
La correspondance entre chaque &lément de la décomposition opérationnelle et les &léments de la
décomposition fonctionnelle, ainsi que la correspondance inverse, sont alors &tablies.

Cela permct donc au spécificateur comme au réalisateur de juger de 1'adéquation de la décompo-
sition fonctionnelle aux probldmes de l'utilisateur (moins un &l&ment op€rationnel sera &claté
entre différents &léments fonctionnels, meilleure sera la décomposition), et de déterminer les
corrections nécessaires avant de commencer 1'&criture du logiciel.

Cette approche permet de définir des entit&s fonctionnelles, donc par la suite des entité&s de
logiciel, dont les frontil2res correspondent 3 des notions opérationnelles. L'&tape suivante consis-
te 3 standardiser ces entités, leur définissant un r8le et des interfaces faisant au maximum ab-
straction de 1l'application dans le contexte de laquelle elles sont définies. Cette standardisation
ne peut se faire que par coopération entre sp€cificateur et r€alisateur, car elle doit prendre en
compte aussi bien les &volutions prévisibles ou envisageables des systdmes, que les contraintes de
réalisation. Elle peut s'accompsgner de la définition de paramdtres de réglage de la fonction,
permettant de 1'adapter 3 des cas particuliers.

Cette approche nous a conduit 3 modifier certaines solutions (pas toutes, heureusement !) adoptées
précédemment. L'effort a surtout porté sur les traitements 1iés aux &quipements multimodes
(viseurs, postes de commande), et ceci aussi bien sur le plan opérationnel que sur le plan
fonctionnel.

Elle a en outre 1'&norme avantage de permettre au maftre d’oeuvre du syst@me de mieux connattre

la structure du logiciel. Une conséquence directe en est la posgibilité d'en tenir compte pour

la conduite des essais d'intégration du Syst2me : elle permet d’appréhender le logiciel comme
plusieurs entités travaillant ensemble, et non comme une seule. 11 devient d2s lors possible de
recourir & une approche sélective des test a repasser en cas de modification d'une partie du
logiciel. Cela va amener les &quipes d'essais & contrdler syst2matiquement des informations inter-
nes du calculateur, et non plus simplement des interfaces entre celui-ci et les autres &quipe-
ments du systéme.
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6. CONCLUSION ET PERSPECTIVES

La modularité n’est qu’un des aspects de la production d'un logiciel. C’est cependant un Elément
primordial dans la recherche d'un abaissement du prix de revient en permettant la réutilisation
d'€éléments logiciels existants et validés. C’est 2 notre avis le second service qu'un réalisateur
puisse rendre 2 un utilisateur, le premier restant de luli fournir un logiciel qui fonctionne
correctement.

Les différents outils et méthodes décrits dans ce document sont actuellement utilisés sur un logiciel en
cours de développement. Il faut donc attendre 1’Epreuve du temps pour voir sl tous les objectifs fixEs
seront tenus. Notre expérience passfe nous permet cependant d'espfrer un taux de rfussite significatif.
En particulier, nous attendons beaucoup de renforcement des dialogues entre utilisateur et r€alisateur.

: Notre effort a surtout port€ sur les possibilités de récupération de code proprement dit. Ca n’est en
fait qu'un des aspects de la production du logiciel, les autres &tant la documentation et les fichiers
de validation:. Nous avons également mis en place un certain nombre de moyens, essentiellement des outils
[ universels graphiques, de traitement de textes, et d’archivages. Il ne s'agit pourtant que de solutions
partielles, forcément limitées.

i Y

il Ll

4 La solution réelle viendra avec 1’utilisation d’un "Atelier Intégré de Génile Logiciel”™ prenant en compte
les aspects de la production de logiciel, depuis les Sp€cifications jusqu'au suivi en exnloftatfon. En
particulier, en facilitant la mise en oeuvre de langages de spécifications, i1 devrait permettre une
amélioration de la qualité de celles-ci, ce qui ne pourra que renforcer leur stabilité.

A 2
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K.F.Boecking, Ge

You presented a modular software system and talked about software validation. What is the exact way,

especially in 2 modular system, you make sure that the algorithms do what you hope they are doing? Do you
test all input conditions?

3
DISCUSSION i

Réponse d’Auteur
Notre méthodologie de développement du logiciel prévoit plusieurs niveaux de test. En particulier les tests
unitaires permettent de controler le fonctionnement de chaque piéce de logiciel prise séparément, et les “tests
fonctionnels™ permettent de contrdler le fonctionnement de chaque fonction logicielle. Ces tests, réalisés en
usine, concernent le logiciel et lui seul. C’est pourquoi ils peuvent étre trés profonds, et une trés grande variété

s de jeux d’essais peuvent étre passés, notamment grace a une “baie de validation de logiciel”” qui nous permet de
f faire fonctionner le logiciel dans des conditions réelles.

Le logiciel est ensuite pris en main, au méme titre que les autres équipements, par le maitre d’oeuvre du systéme }
i qui conduit I'intégration de ces différents équipements par dzs essais en vol. Un des interéts de notre approche ]
E est que les équipes chargées de cette intégration vont pouvoir considérer le logiciel comme plusieurs boites

rolree sl non phis sonmoe Wie vl Broapidyeyy ¢ Jeedonn o intermnss 3y Ugtelel, odller o ron it Jorse valider
| séparément les entités composant celui-ci.

W.McKinlay, UK

I am interested in the first part of the design process involving a dialogue between the o;:erator and the design

team. Is this accomplished using a formal design language? At what level is it mechanized using computers as
% opposed to manually or by discussion?

; Réponse d’Auteur

£ Comme nous I’avons précisé au cours de ’exposé, un méme langage de conception graphique est utilisé par le
st Avificatensr i il pour Wil wis Séeomponitisn soul Uesport opéialioniml, ol pee 10 w5 alisatvur poitisi
décomposition sous I'aspect fonctionnel. La décomposition opérationnelle fait partie intégrante des ]
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INCREASING SIGNIFICANCE OF ELECTROMAGNETIC EFFECTS IN MODERN AIRCRAFT DEVELOPMENT
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SUMMARY

““?Due to the use of new materials, the enlargement of the electromagnetic environ-
ment, the increasing susceptibility of electronic components and the rising dependence on
satisfactorgely functioning electronics, greater attention must be paid to electromagnetic
effects in modern aircraft development.

The increase in the scope of problems in comparison with the past and the possibilities
which can be recommended for their solution are presented in thic paper. -&

1. INTRODUCTION

The following aircraft structures with their respective era-oiiented equipment,
environment and significane of the electronic components for the aircraft are taken into
consideration in this context:

- pure metal structure (aluminum)

- mixed structure (aluminum structure with avionic access doors or pancls made of
glass reinforced plastics = GRP or carbon fiber composite = CFC; if larger parts
are made of e.g. CFC, such a part shall be considered as a CFC-structure

- CFC-structures.

2. SURVEY OF THE ELECTROMAGNETIC EFFECTS CONSIDERED

In order that an aircraft may fulfil its tasks reliably and satisfactorily, the
following problems with reference to the electromagnetic effects must be solved (Fig. 1):
- internal electromagnetic compatibility, i.e. the equipment in the aircraft must
not interfere with itself.

- external electromagnetic compatibility, i.e. satisfactory functioning must be
ensured even in a certain radiation enviroament.

- lightning protection
Merely the influence on the electrical system is conside¢red at this point.
Moreover, only a direct hit is taken into account, since this also covers the
effects of a nearby stroke of lightning.

- hardening with respect to the nuclear electromagnetic pulse (NEMP).

Electrostatics are neglected here, since the problems occurring in this connection
can be solved relatively easily irrespective of the nethod of construction. - Considera-
tion of internal compatibility is restricted to the most important effect in conjunction
with the airframe construction, namely on the coupling between antennas and internal
electrical system/electronics. The internal compatibility can thus be dealt with together
with the external compatiblity in the following section.

3. PRINCIPLE UNDERLYING INTERFERENCE WITH THE EQUIPMENT AND ASSURANCE OF COMPATIBILITY
Interference takes place basically as shown in Fig. 2.

Interference signals are coupled iito the system along the relevant paths from the
interference source. They spread throughout the system and reach the equipment in the
form of fields and conductive interferences. It depends on the susceptibility of the
equipment in comparison with the levels of the incoming interferences as to whether
(permanent) destruction, (temporary) interference or no effect at all occur.

Possible interference sources shown in Fig. 2 are considered: EMC, lightning stroke
and NEMP,
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The compatibility of the equipment is ensured by being protected in accoraance wiiu
the incoming levels and their significance for the system (whereby these incoming levels
must be kept as low as possible through protective measures at system level). Basically,
equipment critical with respect to safety is protected against lightning, NEMP and EMC
effects, equipment critical with respect to the mission against NEMP and EMC, and all
other equipment solely against EMC. - A safety margin of 20 dB is required in connection
with EMC for equipment critical with respect to safety, and of only 6 dB for all other
equipment.

9. DANGER LU THE BLBLUTRICAL SYSTEM/ELBEBCTRUNLLOS AS A FUNULLIUN UF TECHNLCAL DBEVELUPMENL
IN AIRCRAFT CONSTRUCTION

4.1 General

The airframe structures (metal, mixed, CFC) listed in Section 1 correspond to
advanced developments both in terms of technology and of time. Combining these aircraft
types with the pertinent era-oriented electromagnetic environment and electrical system/
electronics permits deriving gualitative statements concerning a change of the danger
entailed by the electromagnetic effects as a function c¢f time or of technical develop-
ments, respeclively. Basically, one may proceed along the lines of Fig. 3, whereby
changes in terms of time must be taken into account.

4.2 Development of the Electromagnetic Environment
EMC, lightning stroke and NEMP are considered here.

As far as EMC is concerned, a gradual increase in the electromagnetic environment
takes place, due to higher transmitter powers, more frequent transmitters and an expan-
sion of the frequency range. A jump of at least 3 4B between the aircraft types under
consideration can be assumed.

As a natural phenomenon, the lightning stroke is of course constant. The thrcat
model, however, will perhdps have to be adapted in future to meet new requirements,
Faster semiconductors make it necessary to take into consideration faster lightning. In
the following, however, lightning will still be assumed to be constant for all three
types of aircraft.

At least in the FRG, NEMP has only recently entered the scene as a threat parame-
ter. For new developments, this could be related to the aircraft types, approximately as
of the mixed structure. Since, however, NEMP is of gencral interest in connection with
subsequent hardenings, the nuclear pulse is considered for all aircraft types. For this
reason, Fig. 3 is taken as a basis as the electromagnetic environment in conjunction with
the aircraft types.

Fig. 4 provides an overview as to which frequency range is involved with EMC,
lightning and NEMP (powers/energies; approx. 10 - 90 % for the pulse-shaped signals).

4.3 Coupling In Via the Airframes

The fields coupled in and the interference signals on lines, which again cdepend
on the .ields, are of interest.
4.3.1 Fields Coupled In
Basically, a differentiation can be made between two types of coupling in , namely:

- the direct coupling in of the external fields (of importance in connection with
EMC and NEMP).

- the coupling in through currents on the structure (of importance in the case of
a direct lightning hit and the resonant currents occurring due to NEMP).

A) Coupling In of the External Fields

Fig. 5 shows the attenuation curve for a typical aluminum and CFC structure, res-
pectively.

In the lower frequency range, the curve applies to magnetic fields (electrical
fields are suppresced satisfactorily caused by high reflection loss in the case of
poor conductive materials, such as CFC, too).

The attenuation is limited locally as a result of apertures which are leaky in the
electrical sense (e.g. access doors to avioninrs), A mean value of 40 dB is assumed,
which can be reached without any great efforts.
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In the upper frequency range, the attenuation is decreased due to aircraft reso-
nances and due * resonance effects of the leaky apertures.

AT,

Comparing the vurves shows the following differences between the aluminum and CFC
structures:

23 a) EMC

Degradations amounting to up to 30 dB at frequencies below some 100 KHz for the

g CPC structure. In the case of a closed structure (optimum shielding), the differ- |
s ence would be present at higher frequencies, too. :
! b) NEMP

As far as the direct coupling in of the fields is concerned, when assuming the

3 40 dB limit for an airframe sealed involving average effort, it is almost negli-
E gible as to whether the latter is made of CFC or of aluminium. - The difference
B for closed structures would be considerable (Fig. 6: 90 dB for Al in comparison

4 with 21 dB for CFC).

Aircraft with mixed structures behave similarly to metal aircraft. However, they
certainly feature greater local field intensity increases at higher frequencies, too,
when GRP is used as the door material (even than with CFC).

B) Coupling In Fields through Currents on the Structure

This type of coupling in is of importance for the direct lightning hit and for
NEMP. The latter can cause resonance currents outside on the structure of up to
some KA at frequencies from 10 MHz up to some 10 MHz (small aircraft!).

The fields generated can be estimated with the aid of the simple mcdel shown in
Fig. 7. The fuselage is approximated by means of a cylinder featuring a constant
wall thickness and an aperture.

The following fields are generated:

a) An E-field depending on the transfer impedance and on the current flowing out-
side on the structure.

b) Magnetic fields near the aperture depending on the local current distribution,
2nd decreasing inside with the cubic number. i

Fig. 8 illustrates the typical transfer impedance of an aircraft fuselage made
of aluminum and CFC.

When CFC is used, fields of about 1500 V/m (with Al merely: 0.2 V/m) are yielded
everywhere in the aircraft fuselage for the current of the customarily used
standard lightning of 200 KA. In the case of NEMP, fields of approx. 10 V/m
(CFC) or 10-10 v/m (Al), respectively, are generated. - An aircraft with a mixed
structure should be considered in this case like a metal aircraft.

Large local field intensities greater than the levels indicated above may occur
due to transfer resistances between airframe parts in the case of the metal as
well as the CFC structure. Fig. 9 provides an idea of this. In the event of
lightning, voltage cdifferences amounting to about 20 V are yielded with an alu-
minium structure and to approx. 0.2 V with NEMP, Values of 4000 V (decrease by
flash-overs) or 40 V, respectively, can be generated by the CFC airframe.

In the case of fields coupled in through the aperture, an attenuation of 404B is
assumed in accordance with Fig. 5. H-fi2lds of approx. 500 A/m (lightning) or of
5 A/m (NEMP), respectively, are then yielded for Al as well as CFC structures
(equal current distribution) for a fuselage diameter of about 1.5 m. - Mixed
structures behave similarly to metal or CFC structures when CFC is used to cover
the aperture. Local field increases occur in the case of GRP.

Somewhat cifferent conditions arise comparing the types of structures upon tak-
ing into consideration that, in general, metallic longitudinal conductors (e.g.
frames, tubes) are used inside aircraft. This 1s not significant for metal air-
frames,

With CFC structures, however, part of the currents flowing externally is concen-
trated on these internal conductors. As a result, additional magnetic fields
occur everywhere in the aircraft.

Fig. 10 gives an idea of which field intensities may occur. A metal conductor
should be located in longitudinal direction in the aircraft fuselage, featuring
a cress section of 500 mm? and an inductivity of approx. 0.2 uH/m.
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After a lightning stroke, currents up to 30 KA flow on the internal conductor in
CFC structures. Even at a distance of 30 cm, these generate fields of up to 15
KA/m. The corresponding levels for aluminum structures are approx. 5 A ard

2-3 a/m.

In the case of NEMP, the corresponding levels are small compared with the fields
intensities coupled in via the apertures.

Particularly with CFC structures, the ratios become even more unfavourable when
a joint between the airframe parts is bridged by the internal conductor (Fig.
9).

C) Comparison Between Coupling In of Fields with Respect to the Different Types of
Airframes

Fig. 11 serves to compare the different types of aiframes with respect to the alu-
minium airframe.

A distinction is made between local couplings in and couplings in which are gene-
rally effected over the entire airframe.

It is shown that the mixed structure basically behaves like the metal airframe, but
that local field intensity increases may occur.

This applies especially to the use of GRP avionic doors or panels.

Relatively large differences arise with CFC, which affect the entire interior of
the airframe.

Por EMC the differences in the lower frequency range amount from 0-30 4B to some
100 KHz.

For lightning, the differences would amount to 70 dB, taking the closed structures
into account. Upon consideration of the couplings in through apertures, the differ-
ences are reduced to approx. 30 dB.

With NEMP, differences amountirg to 60 dB (closed structure) or approx. 10-20 dB,
respectively (aperturess taken into consideration), must be anticipated.

4.3.2 Coupling into Cables

The interference signals induced in the cables depend on the existing fields (Sec-
tion 4.3.1) and on the conductive coupled in signals.

The differences with respect to conducting coupling amor:;g the various types of air-
frames can be estimated approximately by means of the model shown in Fig. 10.

A conductor (e.g. cable shield), which may feature an inductivity of 1 uH per m, is
assumed in a cylinder characteristic of the airframe under consideration. The ratio be-
tween the current flowing externally over the airframe and the current on the internal
conductor can be taken as a criterion for the conductive coupling.

This is shown for a typical closed CFC and Al structure in Fig. 12. The relatively
high levels which are coupled in the lightning range with CFC structures as well as the
extreme differences between CPC and Al airframes are illustrated. Upon considering prac-
tical aspects, for instance the presence of a joint, the differences decrease. However,
they still amount to over 40 dB (dashed curves in Fig. 12). This value is almost constant
in the frequency range observed, i.e. it applies basically to EMC, lightning and NEMP.

Mixed structures behave < mila-ly to metal structures (slight increase, since the
impedance between the airframe parts is in certain circumstances larger over the circum-

ference.

4.3.3 Comparison Between Couplirg In with Respect to the Airframes Under Consideration.

The fields coupled in must be considered at this point in conjunction with the
signals induced in the cables.

If the results shown in Fig. 11 and 12 are taken as a basis, approximately the
following degradations can be estimated for the CFC structure in comparison with the
metal structure:

- EMC:
up to 30 dB in the lower frequency range; no degradation in the remainin3 range.

- effect of lightning:
about 40 dB




- NEMP:
about 20 dB.

Mixed structures (use of GRP!) lie between the CFC and the metal structures. Since
they differ from the latter above all due to locally limited field intensity increases
they shall be classified nearer to the metal airframes. A difference of about 5 dB is
assumed.

The numerical values estimated above certainly depend very considerakly on the res-

pective aircraft configurations. However, they do provide some reference values for the
orders of magnitude to be anticipated.

4.4 Susceptibility of Electronic Components

The following were used in succession as typical components in aircraft electro-
nics: the tube, the transistor and the integrated circuit.

The destructive and interfering energies for these components are plotted in
Fig. 13. It is evident that up to now the susceptibility has continued to increase with
the advance of technical developments. A difference of around 40 4B exists between tube
and transistor, between transistor and IC a difference of about 20 dB.

There are links in terms of time between the components shown in Fig. 13 and the
aircraft structures under consideration.

Although tubes will still be met within modern CFC aircraft and integrated circuits
are already being applied in metal aircraft, certain focal points of application will
still remain.

The following can be stated:

- metal structures:
tubes, transistors

- mixed structures:
transistors, IC's

- CFC structures:
IC's.

4.5 Danger to the Equipment in the different Aircraft Structures

It is possible to make a statement on the danger toc the equipment by comparing the
electromagnezic environment coupled in with the existing susceptibilities. Fig. 14 provi-
des such an illustration for the aircraft structure under consideration.

The interferences coupled in are broken down respectively into EMC, lightning and
NEMP. The explanations in Section 4.3 were taken as a basis for coupling in, and Fig. 3
for the development of the electromagnetic environment.

Fig. 14 shows the following:

- In general, the problems which are to be solved in connection with the "electro-
magnetic effects" increase tremendously as time goes on and technology advances.

- Problems concerning lightning protection become particularly extensive. In com-
parison with metal aircraft featuring tubes, they increase by the factor of
approx. 1070 in the case of modern CFC aircraft featuring IC's. - The same ap-~
plies to a somewhat lesser extent to NEMP.

- The problem relating to EMC appear to increase less strongly, with the exception
of the lower fregquency range, whicn is not usually of any great significance.
What must be taken into consideration in this context, however, is that aircraft
are becoming dependend to an ever greater degree on the electronics, i.e. more
and more equipment is becoming critical with respect to safety. This, however,
requires safety margins of 20 dB instead of 6 4B. All in all, differences of
more than 20 4B are the case here (comparing metal with CFC aircraft).

- The transition from previously used metal and mixed structures to CFC airframes
entails problems relating to lightning protection, EMC as well as NEMP hardening
which are almost as extensive as those encountered earlier with metal aircraft
upon transition from tube to semiconductor technology.

5. POSSIBLE SOLUTION TO THE PROBLEMS

The details given in the previous section showed that considerable problems remain
to be solved in connection with lightning protection, NEMP hardening and EMC, in parti-
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cular as far as the transition to CFC construction is concerned. This, however, is just
the step vhich is currently being undertaken in aircraft development. The existing ranu-
als and specifications can only be used to solve the problems to a limited extent, since
the know-how defined therein is based on metal aircraft. Some thoughts concerning possib-
le additional requirements and changes are compiled in the following section. However, a
great number of experimental and theoretical investigations must be carried out before
reliable and optimum solutions can be drawn up. However, the problems can be solved.

Fig. 15 provides a survey of the measures which appear to be necessary. They extend

from the airframe level over the cabling and ground concept up to more stringent equip-
ment requirements and additional tests at system level.

A)

B)

C)

D)

Airframe/Structure

This must be designed so as to be as leak-proof as possible from the electrical
point of view, in order to achieve on the one hand good shielding attenuation and
on the other hand low voltage drops. The electrical sealing cf access doors etc. as
well as the creation of low-resistance transfer resistances between airframe parts
are of particular interest.

Metallizing CFC structural parts does appear helpful but not absolutely necessary
for electrical reasons. If this is necessitated for lightning protection, for in-
stance, it should be incorporated in the shielding concept.

Cabling and Grounding Concept

In addition to the greater attention to be paid to the customary EMC quidelines,
the following items are of especial interest:

a) absolute both-end grounding of the cable shields

b) avoidance at all costs of pig-tail grounding. In particular with NEMP (resonance
currents on the aircraft structure!) as well as with EMC, degradations amounting
up to 40 dB can be expected for average cable lengths and single braid shields
(Fig. 16). This means that the 104-fold interference power is coupled in.

c¢) control of other possible leakage places in the shielded circuit. If the shield-
ing has been grounded properly, other electrical leakage places become increas-
ingly predominant. This applies especially in connection with lightning protect-
ion and NEMP hardening. Transfer resistances between connectors, connectors and
cases and case sections are of importance (Fig. 17).

d) Routing of the Cables

In view of the increasing effect of external interferences, the cabling concept
must in certain circumstances be conceived a new (Fig. 18). The internal compa-
tibility was cof primary interest for metal aircraft. This meant laying th2 cab-
les of the different EMC categories as far apar: as possible (to prevent cross
coupling!). In the case of pure CFC structures, the magnetic fields caused by
external sources of interference (lightning, NEMP) could certainly be of greater
significance. Laying all three EMC categories in one bundle of cables would then
be more favourable {prevention of loops!).

e) Grounding Concept

The grounding concept is of great importance when interference signals are coup-
led in (Fig. 19). This applies in particular to the low-frequency range, i.e. in
connection with lightning protection. Depending on the grounding, the differen-
ces may amount to 100 dB. Greater control of input filters and capacities ap-
pears necessary in this context, too, since the ground conditions can also be
impaired by the latter.

Equipment

It is important to know whether, for instance, more stringent requirements should
be stipulated for each piece of equipment or whether, for instance, the introduc-
tion of shielded compartments is preferable (Fig. 20). This would probably permit
the use of electronics tested according to previously customary standards. One pro-
blem in connection with the equipment might in certain circumstances relate to the
coupling of circuits via the inside of the equipment, e.g. between non-critical
circuits on which relatively high interference levels are permissible, and ones
which are critical with respect to safety (Fig. 21).

Use of new techniques

Especially in connection with CFC structures the use of optical links seems to be
very helpful. Almost all EMC-, lightning- and NEMP-problems can be avoided,
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E) Additional Tests at System Level

These are necessary, since compatibility with the interference effects.
- will be ensured more and more by means of measures at system level

- any interferences which may cccur jeopardize the safety of the aircraft to an
incrasing degree.

Comprehensive test set-ups have already been developed for NEMP hardening. This is
just at the starting point as far as lightning protection is concerned. This is
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