_mb-H137 %62 RESERRCH AND THEORY ON PREDECISION PROCESSES(U)
OKLAHOMA UNIY NORMAN DECISION PROCESSES LAB C F GETTYS
- @ NOV 83 TR-11-36-83 N@B014-88-C-B639
UNCLRSSIFIED F/G 5/18 NL

~
»

N
N
|
N
N
N
N
N
N
1
1




L

w0 A Y

PRCEZ R

v add
EEEEY

E EEEFECTT

|
.

3
3
a

=

l

N b R S T T
A VTV N F 7 Y ' -
: ’ X . 5 g . L Ayt L8 S A tyr-Ry Be A8 gﬁ«

s

>

L2 fl2 e

TP ANKRR

MICROCOPY RESOLUTION TEST CHART

NATIONAL BUREAU OF STANDARDS-1963-A

-~

<o

L 2

A a8 e

AR

PN

A

CACAAA |

AT =L EP R SE PO



w. s, A e

*

ADA137962

BRESEARCH AND THEQRY ON FREDECISION PROCESSES

CRARLES F. GETTYS
TR 11-30-83 NOVEMBEK 1983

DECISION PROCESSES LABORATORY
UNIVERSITY OF OKLAHOMA

Py
ol . X _: s
L L TE
. FEB16 1
N cB81d 1384!.. :
A

OFFICE OF NAVAL RESEARCH

CONTRACT NUMBER N00014-80-C-0639
WORK UNIT NUMBER NR197-066
REPRODUCTION IN WHOLE OR IN PART IS
PERMITTED FOR ANY PURPOSE OF THE
UNITED STATES GOVERNMENT
APPROVED FOR PUBLIC RELEASE;
DISTRIBUTION UNLIMITED.

OTIC FILE COPY

64 Uz 15 017

LIS S )

»aw ’l' e

N' e % ™ v L
AN O YN R N T e e e L




e

't

» LR

E VNI

N we

o e

RESEARCH AND THRORY ON PREDECISION PROCERSSES

CBARLES F. GETTYS
TR 11-30-83 NOVEMBER 1983

PREPARED FOR

OFFICE OF NAVAL RESEARCH
ENGINEERING PSYC!%?GY PROGRAMS
CT_NUMBER NO

CONTRACT NU 4—80-0-0239

WORK UNIT NUMBER MR 197-06

FEB16 1224

DECISION PROCERSSES LABORATORY
DEPARTMENT OF PSYCHOLOGY
UNIVERSITY OF OKLAHOMA

l?mg. OK 73019
405) 325-4511

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED




~ds

'\.'R
.- SECUMITY CLASSIFICATION OF THIS PAGE (When Dero Eniored)

niv REPORT DOCUMENTATION PAGE pp EAD ITRUCTIONS

et T REPONT NUMBER 1 GOVY ACCESSION NG] 3. RECIFIENT'S CATALOG WUMBER |
TR-11-30-83 | D-AIBTT6R —
i KA 8. TITLE Cand Sub‘itle) 5. TYPEZ OF REPORT & PCRIOD COVEREL
e | FINAL

::.".' 6. PERFORMING ORG. REFORT KUMBEA
N RESEARCH AND THEORY ON PREDECISION PROCESSES
L~ G TnoRTe) T CONTRACY GR GRANT NUMBTATe)

I . ‘14

o Charles Gettys - N00014-80-C-0639 .
5 "oeeTelon Brocesses Laboretory AT
Department of Psychology, University of Oklahoma 7

Norman, OK 73019 (40%{ 325-4511 NR 198-066

".: 11, CONTROLLING OFFICE NAME AND ADDRESS 12. REPORY DATE i
N Office of Naval Research 30 November 1983 i
N Engineering Psychology Programs, 800 N. Quincy- St. "-9~7u--u oF PAGES

A Arlington, VA 22217 _ —
” . MONITORING AGENCY NAME & ADDRESS(I differant trom Contrelling Oltice) 18. SECURITY CLASS. (of thie rdpon)

. o~ Unclassified

"::' ﬂu".—ozct ASSIFICATION/ DOWNGRADING |
:’:. SCHEDULE

2o SRS TION SYRTENERT (o7 s Ao

N

) V . .

. Approved for public.release: distribution unlimited

_I {‘ 1} D!STRII;_H’IOl STATEMENT (of the abetrect entered in Bleck 20, I ditfecent frem Repert)

LA

N

:"j 16, SUPPLEMENTARY NOTES . =

J':":

E::: 19. KEY WORDS (Continwe on reverse oide il necosewry and identily by dlack number)

;ﬁj Outcome generation . Causality
S Decision theory Act generation

“a Mental models Hypothesis generation

- Causal schemata Predecision processes

. ; 20. A?AC? (Continue en reveree olde if nessssary and identily by block sumber)

(., This monograph discusses six years of research and theory building at the
N Decision Processes Laboratory concerned with predecision processes, the

= cognitive processes that occur prior to making the actual decision. These

¢ processes include problem detection, the process by which the decision maker

o decides that a problem exists; act generation, the process of creating

o candidate acts that might solve the problem, hypothesis generation where —>
N

~

. .
DD , w1473 SowTion 07 | MOV 88 18.0Bs0L 87X Unclassified

SECURITY CLASSIFICATION OF THIS PAO on Dete Enteres)




3
d
&, LLLUMTY CLASSIFICATION OF THIS PAGE(When Date Entered)
L]

) —
e,
Eg Block 20 (continued).
L.,)‘
i various states of the world are identified that might affect the outcomes of
various actions; and outcome generation, a process where the possible
¥ - results or outcomes of actions are generated.,

< There are nine substantive chapters in the monograph. The first five
chapters are concerned with modeling the various p ‘edecision processes and
describe the empirical research that addresses the:e models. Chapter 6 is- -
devoted to research on various topics such as sche:nata, causal explanation,
small group research, individual differences, and :xpertise in various
predecision processes. Chapter 7 discusses recomm:ndations for improving
predecision performance, including specific attempts to aid the decision
maker, and Chapter 8 presents, in summary form, th: major conclusions of
this program of research. In Chapter 9, general siggestions are made for
further research in the area., Also included are titles and abstracts
for all technical reports pﬂ?ced in both contracts.

Accer “ien 1‘61" 4
NTIS wu.i&l .
DIt 7ok : (i )
U B! f‘]
JJ t L L‘MA _.__‘_,. — _‘
P ]
D '
Ass
[ " T
Dis i s
|
v ‘ |
Unclassifiad
/ SECURITY CLASBIPICATION OF THIS PAGE(When Date Batered)
-3 IR PR PR e TR YN I Rt & SRS I O SRR A e ety E A -.'.'.' (‘- ........... ;.'-; ........ -‘,.-._'--_‘- ..4‘.‘-' '-...‘ -_'.._ M ..‘ -_‘_- ‘‘‘‘‘‘‘
UG ORNLY, 0) GOGRTA Y S0 GATAR A ANSIRIRIAIN BRI IIIF IR TN N REIGIE FEEE N NS Vo




TAELE OF CONTENTS

i. “mﬂledment.ooo.oooooooo-.oo.-.o.ooonoooooooo.ooooooocooootoooiol

M R o
8 bk AN

1. lnttoduction......--....-...-..n...-...........-................l.l

2. Vhat are ptedECiSion ptocesseaﬂu..-..........................--.2.1

;;; Brief descriptions of various predecision processesS...ceceeseese2.2
GNA]

1ok 3. A model of the problem detection pProcess..ccccecececescsacssessss3,l
oot

A ptOblﬂ detection model.....n....-.........-oo...............3.1
- Components of the problzm detection Process.ccccecceccscccoccscede?
A pr°blw detection taxonomy..o-................................3-6
Examples of the taxonomy gained from accidentSecececvescsccccsce3.8
Extended examples of problem detection failures....eceeecececesss3.10

fmﬁgfjgﬁ

4. A hypothesis generation model and related research.cevccececceaselel
The hypothesis generation tasK.secececsrecoccccscscoscscocssososcdel

- Overview of the hypothesis generation model..cecsscoccecscsssccede2
Jés Hypothesis retrieval from MEMOTYeecevscscscccccscccsacosccscsscssede3
P Checking hypotheses for logical cOnsiBtencCy.cecesecccscsccscesscded
'ag Plausibilitv assessment of generated hypotheses....cceeccceccesse?
1 Protocol analysis of hypothesis generatioN.cccecesccssvecccscsscéell
A 5. Act and outcome genetation.......................................5.1
%. A model for act and outcome generatioN.c.cscecscccscacccccacccaedel
Qk' Measuring act and outcome generation performance...c.cceosceccsccede?
3§, 6. Recurrent topics in hypothesis, act and outcome generatiole.c....6.1
Performance in small grouUPB.ccecccssccecscsscsccccsnssoseassssessbel
)y Schemata, frames, and inferences
f$£ in hypothesis, act and outcome generatioN..cccccsessccccssececsb.3
A Individual differences in predecision processes..cseccescececces6.7
;\ Gene!alizing to expett popnlationl.....................’........6.11
o)

7. Improving predecision performance..cccsscccccsccecccsncsecscsacaslel
~ An artificial memory aid for hypothesis gemeration...ecccecccasd7el

Iy - Possibilities for improving hypothesis generation performance...7.3
-;% Improving problem analysis and definition in act generation.....7.4
3 Other ways of increasing act generation performance..cecccescccs7e?
‘ - met‘11 tecmendati°n....‘..Il.‘..l.l..I..O...l....'....l'l..'.7.7
,.q;: 8' s‘..ry of 'h.t M. been learnedl.'......l...‘..........I........8.1
', nypothe.i' genetltion..........n.-n-............-.............8.1
:: ,4 Act ‘nd outca. g.ner‘tioa......l.......O.I.l..l.'...'..l.l..'..8.3
) The "fat and happy" hypothesis and act generator..ccccoccececrese8s5
- 9. Recommendations for further research in predecision processes....9.1
oo The desirability of more research in predecision processes......9.1
" .
::‘$ lo. a.ference‘..........Q........l..l..I.........Q.....'.........‘.lo.l
i& 11. Technical reports with abstract8.ceccccesccscccvsccscscsessssssllel
- The hypothesis generation CONtracticccsccscccecvesccccscccnecsllel
oy The act and outcome generation CONtraCt...sccecscascescscsssaelled
\‘S,.i
4




This is the final report of a three-year program of research

~entitled "The predecision processes of act and outcome generation"

sponsored by the Office of liaval Research, Engineering Psychology Programs.
The contract between the Office of Naval Research and the University of
Oklahoma was N00014-80-C~0639, work unit number NR197-066, Charles F.
Gettys, principal investigator. The chapter on problem detection was
jointly authored by Charles Gettys, Frank Durso, and Tom Dayton.

This report also discusses ideas and data from a previous ONR
contract concerned with a closely related topic, that of hypothesis
generation. This contract between the Office .of Naval Research and the
University of Oklahoma was F00014~77-C-0615, work unit number NR197-040,
and was also sponsored by the Engineering Psychology programs of ONR.
Several chapters of this report are edited sections from the final report
of the hypothesis generation project. o : ‘ :

We wish to thank lartin A. Tolcott who, until his recent prowotion,

"was director of the Engineering Psychology Programs. His role as a

facilitator of our research was invaluable.

In addition, ve would like to thank Bill Vaughan, the new leader of
the Engineering Psychology group, and Gerald Maleki and john O’hare of ONR
who facilitated our research in various ways. The scientific direction that
we received from these individuals was invaluable, and it would be
difficult to imagine a more cooperative atmosphere in which to do research.

Various individuals contributed to this program of research at the
University of Oklahoma. Becky Pliske, now at the Army Research Institute,
vas a post-doctoral research associate for the final two years of the
present contract. She contributed both ideas and organizational skill to
the project, and almost all of the act and outcome generation research
profited from her touch.

Much of the research to be reviewed here was conducted by Stanley D.
Fisher, Thomas lehle, Carol Kanning, Suzanne Baca, liancy Shelton, Jeff
Casey, and Peter Engelmann., In addition, the chapter on problem detection
was co-authored by Tom Dayton, who contributed many theoretical ideas, and
a considerable editorial talent to its creation. As graduate students at
the University of Oklahoma, they spent countless hours developing theory,
and conducting and implementing this research. Any successes that have been
achieved are largely due to their inspired and painstaking efforts.

Undergraduate researchers who worked on these projects were Jeff
Casey, Dee Ann Fisher (nee” Patterson), Jim Laughlin, Frank Savala, Steve
Holmstrom, Paul Foster, Jason Beckstead, Chip linty, Hichelle Kelley, and
Julie Thompson. Their efforts, as paid and unpaid volunteers, are
especially appreciated. We would also like to thank Dale Umbach and
Bradford Crane for their help in mathematical proofs, and Chuck Rice and
Jim White of the University Computer Services for software and consulting
services, respectively,

Tom Harrison and the staff of the Office of Grants and Contracts
provided editorial and secretarial assistance for which we are most

i.l




g grateful. Glenda Smith, Janie Mooney and the Psychology Department office
ﬁ staff made substantial secretarial contributions, and the late Dick
Y . Rubrecht cheerfully repaired our computers "one more time". Kamran Sadeghi
o furnished electronics help after Dick’s death.

’{

We wish to thank Alan Nicewander who collaboratec with us on one of
o our studies, and critically read several of our manuscripts. We also want
$' to acknowledge the help of other members of the faculty of the psychology
department.. Jack Kanak, Rick Acosta, Steve Smith, Vesta Gettys, Frank
::\_ Durso, Rich Reardon, Larry Toothacker, and Joe Rodgers who read and

€y commented on several of our manuscripts, and freely contributed their
ideas. These individuals also served as censultants and made valuable

A contributions of ideas from their specialties.

‘.. My interest in this topic ¢sn be traced to conversations between

3 : Mel Moy of the Navy Personnel Research and Development center and myself on

o, the topics of threat detection and-crisis prevention. These discussions

lead to the conclusion that it would be profitable to model predecision
3 processes. . - '

L} Lo .
;;'l; Charles Gettys " TR
2 December, 1983

% % !

M Y

q.’n i.2

LaCe o . A S T T L UL S




CHAPTER 1. INTRODUCTIION

e .
o : This is the final report for the project "The predecision processes
2 of act and outcome generation" sponsored by the Engineering Psychology -
-::j Programs, Office of Naval Research. The project began August 15, 1980 and
ended September 30, '1983. The goal of this project was to develop theory
i and to do research on act and outcome generation processes., The strategy
N employed in this project was to blend concepts drawn from three areas:
> decision analysis, behavioral decision theory, and cognitive psychology.
N As part of this project, 18 experiments were conducted, and 9 technical
::: reports were issued concerning the processes of act and outcome generation.
- This is not a typical final report. Rather than write s brief overview
¥ of the experiments conducted in the present contract, we have chosen to
5 present the gist of our thinking on predecision processes in monograph
) ) form. In doing this, we review research and theory developed in our
?" previous hypothesis genmeration contract, research and theory from the
present contract, and speculative theory that we have recently developed om
problem detection.
"Q The actual order of development of the three major theories presented
5 here, problem detection, hypothesis generation, and act and outcome
_,:5 generation, was hypothesis generation (1978-1980), act and outcome
- generation (1980-1983), and problem detection (1983). Our theories for the
various predecision processes are in the order in which we believe they
"y come into play in problem structuring, not in the order that we developed
.- them, although such a description might better display the development of.
:3 our thinking. For example, our ideas on problem detection profited by eix
S years of research on related topics. The problem detection theorizing also
is so recent that it has not been the subject of empirical work; ve wiil
undoubtedly refine our theoxy when data is collected. We have also made
slight changes to the description of our hypothesis gemeration model and
\.~ research to.reflect our current thinking onm this topic..
';: . The discussion that follows is organized according to topics and
e does not attempt to explain experimental procedures and results in detail.
To attempt this task would result in several hundred more pages of text
that would be largely redundant with our previous technical reports.
?3 - Instead, as various topics are discussed, reference is made to previous
technical reports which contain these details, or to reports which contain
e relevant references to the general literature. So that interested readers
. can obtain more information, these technical reports are cited using
numerals (ie. 1, 5, 9). The titles and abstracts for these technical
» reports are presented in section l]. The technical reports numbered 1-9 are
;Z; : from the hypothesis generation contract, and those numbered 10-18 are from
ke the act and generation contract. '
o

There are nine substantive chapters in the monograph. The first five
chapters are concerned with modeling the various predecision processes and
describe the empirical research that addresses these models. Chapter 6 is
devoted to research on various topics such as schemata, causal explanation,
small group research, individual differences, and expertise in various
predecision processes. Chapter 7 discusses recommendations for improving
predecision performance, including specific attempts to aid the decision
maker, and chapter 8 presents, in summary form, the major conclusions of

5
g this program of research. In chapter 9, general suggestions are nade for
’2 further resesrch in the area of predecision processes.

o
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CHAPTER 2. WHAT ARE PREDECISION PROCRSSES?

In general terms, predecision processes are the cognitive processes
that occur prior to the final evaluation that leads to a decision.
Predecision processes may include the recognition that a problem exists
that may require a decision and further sction, problem definition and
analysis, the generation of possible actions that might possibly solve the
problems, the generation of possible states of the world that nay affect the
outcomes of possible actions, and the generation of outcomes themselves. In
the sections that follow, comments are made as to why predecision processes
have received relatively little attention, the concept of an ill-defined
problem is discussed, and each of these predecision processes are further
defined in the context of ill-defined problems.

The traditional focus of decisiom theory. Decision theory has
traditionally focused on the act of deciding itself. Most decision theory
inquiries start with fully structured problems, problems where the possible
actions, the states of the world that determine the outcomes, and the
outcomes are all specified. The techniques of decision theory are applied
to the evaluation of outcomes, or the choice of action. However, the
structure of the problem is usually a givea. This emphasis is probably a
historical accident due to the origin of modern decision theory in
economics (Von Neumann & Morgenstern, 1947) at a time when psychology had

little to offer to the understanding of how decision problems are
structured.

One notable exception to this general picture is found in decision
anslysis. In decision analysis, attempts are made to capture the structure
of the decision problem by eliciting this structure from the decision maker
(Raffia, 1968) by using various elicitation techniques. This technology,
hovever, has been created by decision analysts interscting vith their
clients and adopting techniques that seem to be effective, but there has
been almost no research that attempts to understand the cognitive
mechanisms used by decision makers when they structure decision problens.
Raiffa (1968), for example, stated that explaining how humans develop
problem structure was s problem he wanted to “duck",

The importsace of umderstanding predecision processes. The importance
of understanding predecision processes should be obvious. As the structure
of the decision problem is the model that the decision maker uses in making
the decision, the adequacy and completeness of the model detersines the
quality of the decision to s large degree. These remarks apply vith even
more force to intuitive decision making. Decision analysis is a collection
of informal elicitation techniques which have been adopted because they
seem to tease the structure of the decision problem from the clienmt. It
seems reasonable to assume that the decision problem structure of the
intuitive decision maker is less complete and less adequate than that of
8 client sided by a decision analyst.

Without understanding the extent to which decision makers can create a
problem structure that is isomorphic with reality, the concern with
adopting the optimal decision seems to be somewhat pointless. It is a well~
known principle of decision theory that optimality is alvays defined in
terms of a model. Therefore, a decision can be optimal in terms of the
model, but mon-optimal in terms of the actual situation becsuse of a lack

2.1




of isomorphism between the model and the situation being modsled. The
implications of the results to be presented here are that there is reason
to be concerned about how completely a decision maker can structure a
decision problem. This concern, if it is valid, suggests that spending a
great desl of sdditional effort studying how to optimise decisions which
mnay be based oun incomplete models may be less profitable thau spending a
comparable sffort to understand the extent to which humans can produce good
problem structure. '

Therefore, there is the distinct possibility that the cart has been
put before the horse in the developmeut of decision theory. A more ratioual
approsch might be to first study the extent to which decision makers can
produce problem structures that are isomorphic with reality. Them, if it
can be shown that such isomorphism exists, develop optimiszation techmniques
that work with that structure. The purpose of the projects described in
this report was to start the study of predecision processes snd to

determine the extent of the isomorphism between decision models and
reality.

Ill1~defined preblems. Problem structuring is most important in the
class of problems that are termed "ill-defined” (Taylor, 1974). These
problems are typically non-routine problems for which no “standard
operating procedure” exists, and for this reason are often the most
challenging and difficult problems that the decision maker has to face.
Ill~defined problems are problems which must be formulated in s fruitful
msuner by cresting structure where little or no structure existed
previously. Ill-defined problems may be ill-defined becsuse the decision
maker’s present state is poorly understood, the goal state is poorly
understood, or the transformations necessary to move the decision maker
from the present state to the goal state are poorly understood. For
example, 8 task force commasnder may experience a surprise attack in force.
Folloving this sttack, the present state may be poorly understood umtil the
commander has damage reports and time to take stock of losses, the goal
state may be poorly defined because the original goal may no longer be
reachable, and the transformations necessary to reach the originmal goal or

any alternate gosl may also be poorly defined due to a lack of information
sbout the commander’s present resources. .

The extent to yhich the problem is ill-defined is a major determinant
of ite difficulty, since the most difficult problems are often those in
wbich the preseat states, gosl states, and transformations are all poorly
defined. In theae situations, the decision maker must first define the
miseing parts of the problem structure before the decision can be made.

This is not to say that vell-defined problems are necessarily easy.
Chess (de Groot, 1963), for example, is played by a rigid set of rules, the
beginning state and the goal stste are explicitly defined, and the
soleculsr operations to achieve the goal are exactly specified. Despite
this structure, it is a difficult snd fascinating game because the
combinatorial possibilities of the moves are so high.

Brief descriptions of variows predecision processes.

In the folloving paragraphs, brief descriptions of various predecision
processes are presented. The processes described below are one possible
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categorization of important predecision processes, other categorizations
are possible, and no claim is made that these categories are exhaustive. It
is also important to note that although these processes are presented
sequentially, the decision maker does not necessarily proceed through these
processes in a step-wise mamner, Rather, it seems much more probable that
the decision maker changes from one predecision process to another at will.
Thus problem definition, act, hypothesis, and outcome generation may occur
repeatedly while thinking about the a problem, as the decision maker
discovers new dimensions and ramifications to the problem,

Problem detectiion. Problem detection is the process that alerts the
decision maker to the need to make a decision. Without this process,
decisions would not get made because the the decision maker would never
realize the necessity of stopping planned s dvities, and charting a new
course of action (Corbim, 1980).

Problem detection, although it creai . the opportunity for a new
decision, has its roots in earlier decisio and plans for action, and it
is in the context of these plans that p1 . -8 are detected. Problen
detection occurs because the decision maker - .izes that previous actions
are not likely to result in the desired goal. As will be discussed
extensively in the chapter devoted to problem detection, we believe that
problems are detected by a comparison of the flow of events from the
decision maker’s environment with the expected course of events-~ an
act/event scemario vhich is created by the decision maker at the time of
taking action. Events which are anomalous, or unexpected in terms of the
decision maker’s scenario may be the stimuli for problem detection.

Problem analysis smd defimition. Once the decision maker has detected
a problem, the nature of the problem can be identified, and this process
often suggests & possible remedy. If such a remedy is not obvious, the
definition of the problem may be improved by further analysis. Problem
definition in ill-defined problems may involve the identification of goals,
which may be multiple and conflicting, the identification of problem
constraints, and the identification of control variables, or "operators"
which may suggest ways to solve the problem (Newell & Simon, 1972). We
believe that these problem characteristics are organized by the decision
maker into what may be termed a "mental model” (cf. Gentner and Stevens,
1983). The mental model is the decision maker’s representation of the
decision situation, the mental structure of the problem. It is based in
part on causal schemata (Tversky & Kahneman, 1980) which specify the causal
relationships between actions which manipulate of the control variables of
the problem and possible outcomes of these actions.

Once the problem is defined, the stage is set for act, hypothesis, and
outcome generation. However, we imagine that the process of analysis and
definition continues throughout the time spent working on a problem. If,

for example, undesirable consequences of an act are discovered, this may
stimulate further problem anslysis.

Although problem analysis and definition is perhaps the most important
of the predecision processes, we have devoted omly one study to it
explicitly, although a number of our studies are indirectly relevant to it.
Problem analysis end definition is not treated sepsrately in this paper
because it was not a major topic in our projects, However, most of our
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research, in a real sense, was concerned with this topic.

Hypothesis gemeration. Hypothesis generation is important in two
contexts. In inductive inference tasks it is the process that generates
alternate explanations for data. It is also an important process in outcome
generation. In outcome generation, a decision maker should be aware of
possible states of the world that way influence the outcomes that result
from a particular action, and often may have to generate these hypothetical
future states of the world in ill-defined problems. Hypothesis generation
probably is also important in problem analysis and definition where the
decision maker attempts to generate explanations for anomalous events. The
hypothesis generation process in all of these situations probably involves
similar mechanisms, however, our research has been almost entirely
concerned with generating explanations for data.

Act and outcome generation. These two processes are treated together,
as we theorize that outcomes are generated by tracing the possible
consequences of actions. Ve believe that the decision maker generates
actions by using a mental model which is created during problem analysis
and definition. This mental model may include actions that have been used
to address similar problems in the past.. In.the case of problems that are
ill-defined in respect to possible actions, the decision maker may choose
to generate additional actions to supplement those that are immediately
suggested by similarities between the present problem and other problems
that the decision maker has previously solved. How this process may occur
is the subject of several studies ip the the present. contract, and further
discussion of act and outcome generation is deferred until the chapter
devoted to this topic.
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- CHAPTER 3. A MODEL OF THE PROBLEM DETECTIOR PROCESS
S “The best laid schemes o” mice and men gang aft a-gley"
e ~Robert Burns (1759-1796)
b Problem detection is the least understood of the decision processes,
j—, yet it is one of the most important, as it triggers or initiates the
e . . . . . . .
o remaining processes. Decision theorists (e. g. Corbin, 1980) have noted its
e importance but have not proposed models of it, nor systematically studied
Q“ it. However, several recent theoretical developments in cognitive
Bt R . . v, .
o psychology and behavioral decision theory have made it possible to create
: models of the problem detection process. These developments include the
work on causal scenarios and schemata (Tversky & Kahneman, 1980), the
.{ff proposal of a simulation heuristic (Kahneman and Tversky, 1971), causality
o and cues to causality (Einhorn & Hogarth, 1981), and scripts and plans
r\\‘_:, (Schank and Ableson, 1977). These new ideas facilitate the development of a
ny model and taxonomy of problem detection.
In this chapter we develop a working model of the mental processes
f.: involved in problem detection--one that is yet to be refined and revised by
N research, Vlie then describe the problem detection taxonomy we 3are
L devgloping by examining our model in.relation to the problem detectiom tack
oy environment . ‘ : ' h
"y
B A problem detection model.
N : ‘ -
oy Problem detection as a cyclic process. Problem detection cannot be
" understood in isolation from the other decision processes, Decision making
2N is cyclic. After detecting a problem the decision maker decides which
steps to take to correct the problem, and after taking these actions
; reenters the problem detection phase in anticipation of the mext problen.
Gy Therefore, problem detection can be vieved as the first step in solving the
- next problem, but the cogritive information used to detect the new problem
i is derived from earlier decisions to take a particular action. The
:{: precursors to problem detection are previous decisions and actions, and any
) model of problem detection must start with these precursors as an input.
! The first task, therefore, in creating a problem detection model is to
:;, specify the precursors to the problem detection process.
~
' }3 Precursors to problem detection: the plan, and act/event scenarios.
" Because decision making is a goal-oriented process (Newell & Simon, 1972),
> a precursor to problem detection is the plan (Schank & Ableson, 1977) that
- the decision maker creates to reach that goal. This plan is based on world
2 knowledge such as cause and effect relationships (Einhorn and Hogarth,
:-ﬁ: 1981), and consists of generic goal-directed actions generated by the
D decision maker (10, 12) together with the general effects or outcomes these
) actions should produce. The plan is a causal schemata (Tversky & Kahreman,
- 1980) that specifies how, in a general way, the decision maker expects to
. achieve the desired goal.
- Next we assume the general plan is fleshed out. The decision maker
o uses the general plan to create a detailed act/event scenaric by sirvlatiag
\:'. in imagination a series of actions and events (outcomes) that lead to tke
= goal (Kahneman and Tversky, 1981). These scenarics are rclatively preciee
- recipes for reaching the goal--they include specification of the actiors
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to be taken and their consequences. The act/event scenario is the decision
uaker’s detailva plan for action. Its existence can be established and its
contents measured in ways we will describe later.

gt
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Components of the problem detection process.

RS~ 4
.

The component mental processes of problem detection are summarized and

. incorporated into the model presented in the remainder of this section.
- This model is a first approximation to the one we intend to develop. Four
- components appear logically necessary from an analysxs of the problem

detection task. Briefly:

1. Anomaly detection: matching the act/event scenario. The initial
component is a matching process wherein discrepancies between the act/event
scenario and the acts and events that actually occur are detected. The
outputs of this process are acts and events that are anomalous, that is,
are not anticipated in the act/event scemario.

; 2. Assessing causal reintidnﬁhipé.Thjs‘is a process in which the
-~ causal relationships, if any, betveen anomalous events and the act/event
scenario are established.

3. Assessing relevancy/importance of events. Here the problem detector
decides if the causally-related anomalous event is xmportant enough to add
to the scenario to produce a revised act/event scenario.

- 4. A goal assessment process, The revised act/event scenario is
4 examined to see if it still leads to the goal by simulating the effects of
- the anomalous event. If the decision maker concludes that chances of
reaching the goal are about the same as in the original scemario, the
ancmalous event is dismissed. If, however, the chances of reaching the goal
{ are reduced, a problem has been detected and a new action is required.

o Developing the problem detection wodel,

Two things will be accomplished in this section. First, notation for
\ describing act/event scenarios will be developed. Second, the problenm
. detection model will be developed using this notation.

Rotation for desctibing act/event scenarios. We next must develop
notation for two important problem detection situations. The first
situation is onme in which emvironmental uncertainty is low and the effects

. of actions quite predictable. For this reason, the decision maker’s
scenario consists mostly of actions. In this low environmental uncertainty
case the act/event scenario can be represented:

Act/event scenario = {a, b, ¢, .... goal},

where a, b, c ... is a sequence of actions leading to the goal. An example
of this type of scenario is starting a car . with a dead battery. Act a
might be moving the car with a good battery next to the problem car, act b
might be opening the hoods of both cars, etc.

.
D ]

However, when environmental uncertainty is high, the representation
of the act/event scenario is somewhat more complicated, because both
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actions and the uncertain events resulting from these actions should be
represented. Imagine that a doctor is using penicillin to treat a patient
with a bad case of pneumonia. The action would be to administer penicillin
to the patient ana the doctor”s expectation is that the patient will
improve. Possible events include the patient’s improvement, lack of
improvement, and an allergic reaction to penicillin. In this case the
act/event scenario might be as follows:

Act/event scenario = { a~>e(a), b->e(b),... goal},

where a is the act of administering penicillin, the symbol "=>" denotes
that an event is caused by an act, e(a) is the expected event (the patient
improves), b is the act of keeping the patient in bed for several days,
e(b) is the further reduction of the lung infection, etc. Thus the scenario
might be represented in the decision maker’s mind as, "When I give the
patient penicillin the pneumonia will be cured. Then by keeping him in bed
for several days I can completely cure him," :

Arranging the compounents into a model. Although a task analysis of
problem detection suggests the above component processes are necessarily
involved, the exact number of components that the model should have, and
the order in which they are performed, is uncertain without research.
Perhaps some components could usefully be combined with others to simplify
the model, and the order changed. The model, shown in figure 1 below in
schematic form, is a reasonable first approximation of the problem
detection process to use until more evidence becomes available. The
remainder of this section elucidates this working model,

A tentstive -édel of problem detection

Events from the environment
| .
|
Anomaly detection stage=~----> "no problem"
|
|

Causality assessment stage—---- > "no problem"

A ! o
Relevance/importance assessment=-> "no problem"
' .
| : o
Goal assessment—~=—=-=—==> "no problem"
|
|

"prob‘l em"

Figure l. The tentative model, with its stages and exit
points. Processing resumes at the anomaly
detection stage if an event is classified as "no
problen", : :
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A tentative arrangenent of the stages in the model is shown. Events
from the environment are either passed from stage to stage for further
processing, or classified as "no problem” io which case processing returns
to ¢he anomaly detection stage. Problem detection occurs if an event passes
through all four stages. If a consistent event is in the scenario,
processing does not go beyond the anomaly. detection stage. Inconsistent
events produce problem detection errors if they exit prior to the last

stage. Ve now turn to detailed discussion of what takes-place in each
stage. - S

Anomaly detection. Assume, a8 described earlier, that a goal has been
set, a plan constructed, an act/event. scenario- generated from the plan, and
the scenaria put into effect by taking the first action in the sequence.
The initial anomaly detection stage consists of step by step matching
between the nominal course of events~-the act/event scenario--and the
actions and events that actually eccur. If the observed act or event
matches the appropriate act or event in the scenario, the event is
classified as confirming~-as events are following the expected course--and
the matching process continues. If, on the other hand, an actual event or
‘act does not match, further processing is required to analyze the anomaly.
For example, the detection of .an anomalous event might occur when the e(a)
event from the scenario is compared to the actual event E"(A) as follows:

Penicillin act/event scenario = {a->e(a), b->e(b).---'8911}.

Aétual_aciionslevenil = A, E°(A)eccceas -

anomaly detection: |

wvhere the actual course of events is indicated by capital-letters. An
anomaly would be detected when the doctor compared the event expected in
the act/event scenario, e(a), with the event that actually occurred,
E°(A), which is the unanticipated, anomalous event of the patient
developing a rash. The event in question--the rash--may not have been part
of the act/event scenario, and hence may involve a problem. On the other
hand the rash may not be due to the penicillin but to some other cause. If
the anomaly is detected, processing is transferred to the causality
assessment stage. However, if an event is classified as confirming,
monitoring continues (see figure 3.1).

Assessing ceusality. Once an event is classified as anomalous rather
than confirming, its causal relationship to the act/event scenario is
examined, In terms of the previous example, the doctor would search for a
causal relationship between penicillin administration and the rash. One cue
to possible causality (Einhorn and Hogarth, 1981) is the temporal proximity
of penicillin administration and the subsequent rash. Furthermore, the
doctor’s understanding of drugs may’'or may not include rash as a symptom of

drug reaction. The doctor may decide there was a causal relation or there

Causality determination makes heavy use of the decision maker’s
knowledge of cause and effect relationships. The interpretation of events
and the expected consequences of acts all involve the problem detector’s

3.‘

- e A R RS
TR AR o T e e T e T A e e N e ‘-;.‘~_‘.'-”.‘C.\'A'~i’-‘:\‘:\i\-
AT S AT AT I A S SLIAFURRAN, 17 S WA By I IICIE IV WO LIV BV B SL IR e e S s e




- -‘

R SR I - - \' (R
o« -’}-'- RN -'A -': ':" P X ;' -_{-_3 \-’L{L{L' L{h‘ﬁn_&:m.&

P T e o ® .\_.."h‘I"Y_o_‘U 1_-‘—1_r‘;1'1.,-_—- A e TS

wPat Vata®, par e ades DAL B JieiR Al AN A A

interpretations of causality, and these interpretations are made using
causal knovledge. As Einhorn and Hogarth (1981) have noted, causes are seen
as differences in a causal field, and users with different causal fields
may attribute different causes to an event. The patterns of causality are
complex. Several events muy be sufficient to cause change, in which case
there are multiple possible causes. Other events may be necessary but not
sufficient, in which case all of the events must be present to cause
change. Events may also be seen as indirect causative agents. For example,

we might believe that the patient contracted pneumonia because he worked
too hard and became exhausted.

Assessnment of relevance and importance. If the doctor concludes there
is no causal connection between penicillin and the rash, then we assume the
event is dismissed as irrelevant and the doctor returns to the first stage
of monitoring and anomaly detection. Note that if the the doctor was

wrong, and the rash was a symptom of an acute reaction to the penicillin,
he or she has failed to detect a problem,

1f, on the other hand, a causal comnection between the penicillin and
the rash is found, the doctor must dssess its relevance and importance. Is
the rash a minor result of the penicillin, or does it represent an allergic
reaction which would be exacerbated by continuing treatment? If the doctor

concludes the latter then the act/event scemario is revised to incorporate
this new conclusion.

Goal assessment by simulating the effects of the anomalous event. The
next step is to determine if the revised scenario is still consistent with
the goal of recovery. The consequences of an allergic reaction are
simulated to determine the likelihood of reaching the goal, given the
revisions of the scenario. The doctor may conclude the goal of recovery
can still be reached despite the risk, and continue to administer
penicillin. However, the doctor may conclude that the goal can not be
reached by this route because the patient is too allergic to penicillin to
warrant its continued use. Having detected the problem the doctor must
abandon or modify the act/event scenario and resolve a new decision

problem~-how to treat a patient who has pneumonia and is allergic to
penicillin,

Types of problem detectiom failures. According to our model,
successful problem detection occurs when a decision maker classifies an
event as anomalous. determines that it is causally related to the scenario,
revises the scenario appropriately, and by means of a simulation using the

new scenario determines it will be difficult or impossible to reach the
goal.

Our model also predicts several ways in which a decision maker can
fail to detect a problem. First, an anomaly may go undetected. Our past
research on hypothesis generation (9) suggests many anomalous events are
not represented in act/event scenarios and hence may not be recognized as
significant. For example, the doctor may not view the skin rash as
significant because his scenario does not contain rash as a possible
consequence of administering penicillin,

Second, even if the event is classified as anomalous, its causal

connection to the scenario may go undiscovered and the event dismissed as
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unimportant, leading to another type of failed problem detection.

3 Third, an event may be classified as anomalous and causally related,
y but the decision maker may not believe it Televant or important enough to
d warrant revising the scenario, and so may make an error of another type.
Fourth, even though the problem detector has revised the scenario, the
simulation process, wvhere the effects of the change in the scenario are
assessed, may be faulty. An erroneous inference may be made that the

= anomalous event is consistent with reaching the goal, again failing to
. detect the problem.

A problem detection tiinno-y.

-
‘

A problem detection taxonomy can be produced by simultaneously
considering the types of environmental events that can produce problems,
with the types of errors the problem detector can make. This taxonomy
should be of great value in research, and should also be of value
independently of our theory, as a way of analyzing problem detection
performance. Before the taxonomy is described we need to introduce

additional notation and define the types of environmental events that can
produce problems,

FL L s 2o

4
o

Modeling the environment. In the examples of problem creation and
failed problem detection to be presented later we will be discussing acts
that may produce a series of events. These sets of acts and events that
would lead to the goal are represented as act/event scenarios:

LY,
AP N W)

Act/event scenario = {a->{el, e2, e3), b, c, ecagoall},

% where a, b, and c represent acts by the decision maker, the set {el, e2,

e3) symbolizes events 1, 2, and 3, and the arrow => indicates the events
p are consequences of act a.

The act/event scenario distinguishes between actions and events
because this is important in our problem detection model. However, an act
is a special kind of event, an event created or produced by the problem
detector. In terms of the causal relationships in the environment, the
distinction between acts and events may not be necessary, but it is
important when talking about our problem detection model.

Iy
+“_e

A further distinction can be made between situations where the actions
and events must occur in a certain sequence, and situations where the
sequence is not important. For example, some of the actions in starting an
aircraft engine should be performed in a logical order, while others can be
performed any time before the starting switch is thrown.

RRo

5 5.

Environmental conditions that can produce a problem. The winimum
act/event scenario consists of those actions and events that are necessary
to reach the goal. If acts are considered to be special types of events,
there are only three environmental situations that can create a potential
problem. These are 1) a necessary event that is omitted from the scenario
(an omission), 2) an event is added to the scenario (a commission) that
diverts the scenario, and 3) a sequencing error where events occur in the
wrong order. In all three situations the goal cannot be reached because the
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fﬁ; necessary chain of cause and effect happenings leading to the goal has been
et broken. The third case can be thought of as a simultaneous omission and
Eﬂk commission error, in which an event is omitted from the causally correct
5{? position in the scenario and inserted (committed) at an incorrect locationm.

For exawple, striking a match before closing the cover is a minor
sequencing error.

Producing a problem detection taxomomy by combining a problem
detection model with eavironmental -conditions. A problem detection taxonomy
can be produced by combining the problem detection model with the three
environmental conditions described above. As there are four stages to the
model and three environmental conditions, the factoral combination produced
has 12 cells (four stages by 3 environmental conditions), For the sake of
expositional simplicity, this taxonomy will not display other important
variables, such as the difference between acts and events.

-Table 3.1: An abbécviatgd'ptoblen detection taxonomy

Problem detection model stages:

A. B. C. D.
. Relevance/
Anomaly Causality importance Goal

assessment assessment assessment assessment

Omitted Act A. =--> A

or Bo > B
Absent Event C. : > C B
"(CASE 1) D. , >n

Coumitted A. ==> A

Act or B. : > B :

Intruding C. > C

Event D. . . >D
(CASE 2)

Incorrect A. ==> A

sequences B. > B
of Acts C. > C.
or Events D. > D
(cASE 3) i | | |

(CASE &) (CASE 5) (CASE 6) (CASE 7)

Note: Case numbers are arbitrary. Cases were selected from
@ mnuch larger set to illustrate each of the three rows and
each of the four columns of the taxonomy. Arrows terminate
at the model stages where problem detection fails.

Table 3.1 is the abbreviated version of the problem detection
taxonomy. Shown across the top of the table are the four model stages:
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anomaly detection, causality assessment, relevance/ importance assessment,
RRRN and goal assessment, where the effects of the anomalous event are
NN simulated. The major headings in the rows are the three environmental
o conditions that can produce problems: omissions, comnmissions, and incorrect
. sequences. The directed lines (arrows) show the places where problem
; detection can fail at the various stages of the model. The notation A, B,
N C, D refers to the depth of processing an event. receives before it is
s correctly or incorrectly classified. The Case notation (e.g., Case 1)
:,-t refers to examples of these problem detection errors, which will be
::: presented after the table as illustrations of its conteats.
“ Exsmples of the taxounomy gsined from accidemts.
':.‘. One useful way of illustrating this taxonomy is to discuss cases in
4."\',-: which problem detection failed, Perhaps the best documented sources of
i‘,‘:} failed problem detection are accounts of accidents. Although we are not
.2 primarily interested in accidents per se, by studying thege.sccounts we can
further refine our problem detection model and tsxonomy. First ve give
o examples of each of the major types of environmental conditiops:
- . .
‘vij Case 1. Errors of Omission. Omission errors occur when a necessary
act or event is omitted from the scemario. Omission errors are frequeat,
o and many of these problems could have been detected jp time to recover from
- the error. For example, a plane flew 250 miles off course in the North
Atlantic because the operator of the inertial navigational system forgot to
N enter a coordinate into the navigational computer. In a second case, 3
\::‘- corporate jet crashed on take-off because the pilot forgot to release the
.::F_': parking brake.
ALY S
Case 1. Omission error:
e ~ Act scenario = { a, b, ¢, d.... goal)
..:: ' actions ={A, C,Decc.
,, ' -
, ] .
o error—action B vas omitted.
'-:,'
ol
,.':; Case 2: Errors of commission. Commission errors are also frequent.
‘o They occur when an act or event not present in a scenario occurs and causes
- a deviation from the ideal path to the goal. For example, a man wvas
DT cleaning his clothes with naphtha (a flammable solvent) and lit a cigarette
e in the midst of the fumes. Other commission errors occur when an incorrect
Pl action is substituted for a similar correct action. During World VWar II,
RS there was a rash of training accidents involving lowering the landing gear
when the plane was on the ground preparing for take-off. The pilot pulled
i the lever raising the landing gear rather than pulling a second, adjacent
lever that lowered the flaps, '
.
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_ Case 2. Commission error:

act scenario = (ﬁ. b, ¢, decce., goal)
actions = {A, B, Z, Coveo

ertbt-action Z was performed

Case 3: A sequencing error. The sequencing error is i.ng:eresting. In
this case the decision maker performs the correct actions but in the wrong

order. An incorrect sequence for lighting a gas stove is to turn on the gas
and then strike a match.

Case 3. Sequenciﬁg error:

Act scenario = { a, b, ¢, d.... goal}
actions = {A, C, B, Doc.e
l i

mor—ii:tion C was performed out of sequence.

Examples of failures at:the various model stages.

The following fouf eiamples are cases where problem detection failed
due to errors in one of the four model stages. These examples are also
illustrations of various environmental cases:

oo Case 4: Failures of the anomaly detection stage. This example occurred
P vhen an expected event did not occur. Before the recent crash of a jet

: into a bridge when taking off from National Airport in Washington, the jet
was "de-iced" (Act A), and the pilot expected el (removal of ice from
wings). The pilot probably did not confirm that the ice was removed (El),

I and the plane crashed on take-off (Act B) because the pilot did not detect
A the anomalous omission.

Case 4. Failure to detect an snomalous event:

Act’"ut .cm.rio = { "')( el. ez ). b. avee 30!1)
Actual act/events = { A->{ E2 )}, B, cecee

!
error—act B was performed when evept El was
absent (i.e., act A did not achieve the desired effect).

‘;}: Case 5: Failures of the causality assessment stage. During an

overhaul of an aircraft carrier a welder used a torch to cut the bolts
fastening part of the aircraft launcher to the deck. The bolts, red hot
from his torch, fell into a ventilation duct (an anomalous event). Unknown
to him, the duct had been filled with trash due to a missing cover, and the
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. bolts started a fire. Evidently he did not see a causal relation between
hot bolts in .a metal duct and fire, since metal does not burn.

Case 5. Failure of the causality assessment stage:

Case 6: Failure of the relevance/importance stage. A pilot had
problems with his fuel gauges and had them repaired. Resuming his flight,
he ignored a sudden drop in the gauges and ran out of fuel a few wminutes

significant,
are malfunctioning again) caused him to classify it as irrelevant.

Case 6. Failure of the relevance/importance stage:

Case 7. Failures at the goal assessment stage. Captain Robert F. Scott
of the British Navy encountered a series of setbacks in his race for the
South Pole. His comparison of his act/event scenario to his actual journey
probably yielded many anomalous events such as distance covered, physical
condition of the party, and remaining food. He must have realized the
causal significance of these anomalous events and revised his act/event
scenario accordingly, yet he persisted. One reason for his persistence may

Act/event scenario = {a->{el, e2}..... goal}
Actusl act/events = {A->{El, El3, E2}....

{
Event El13 was unanticipated, misclassified as
causally unrelated and cousistent with goal.

He apparently detected the anomaly and classified it as causally
but the existence of an alternative explanation (the gauges

Act/event scemario = {a->{el, e2}..... goal}
Actual act/events = {A->{El, E13, E2}....

Event El3 vas unanticipated, classified as
causally related but misclassified as irrelevant.

have been errors in his goal assessment using the revised scenario. He may
have overestimated the probability of reaching his goal and returning.

Alternatively his assessment may have been accurate, but he was determined
to continue whatever the odds.

- Extended exsmples of problem detection failures.

It should be apparent by nowv that problem detection can only be
understood by considering both the problem detection model and the problem
environment simultaneously. lie include three extended examples that serve
two purposes. First they make the point that one problem detection error

can lead to another, and second they illustrate psychological processes not
yet discussed.

The first mishap occurred during a flight when icing conditions were
encountered. Airspeed in a modern jet is sensed via a pitot tube which
leads to 8 pressure transducer. Pressure is translated into airspeed in the

3.10
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. cockpit display. The pitot tube de-icer was not turned on (an omission,
S failure of anomaly detection, point A in table), and the pitot tube became
t~::- partially blocked by ice. The pilct, seeing the airspeed dropping and
\ believing the jet was about to stali, went into a dive (a commission,
e incorrect problem detection at point D ia table). The engineer, alarmed by
airspeeds that were apprcaching the design limits of the aircraft, made a
o) successful problem detection and corrected the pi’ot’s error of omission by
f;\:: turning the de-icer on. This incideut is of particula:r intereet because the
o pilot’s actions would have been appropriate it the indicated airspeed had
O
:'.\:., been accurate, but because of the false alarm over the earlier omission,
Yo the wrong action was taken.
o A second example illustratin; the importance of having a correct
3 scenario is found in the following mishap during & night landing. A pilot
s who had never landed at Cairo airport made a careful study of the route
'-"‘: book for runway 05 and reassurec himself that the approach to the runway
:*. was flat. Nearing the field, he turned onto the wrong runway, runway 34 (a
commission error, anomaly detection failure, point A in tatle). To his
A surprise, he immediately lost sight of the airport lights. Ee continued
~ his approach despite being unable to see the runway lights (absence of an
3 event, causality assessment failure, point B in table), and flew his
N aircraft into the top of a high sand dune whicn had been olscuring the
N lights. The accident was attributed to the pilot’s preparsticr to land on
runway 05 (involving a ftlat approach), his mistaken use cf rvnway 34 (for
- which a flat approach was inappropriatc), aud nis failure tc¢ pull up when
N~ loosing sight of the runway lights. Evidently the pilct used the wrong
:}.. scenario for runway 05 and attributed his failure to see the lights to a
A cloud.
A third mishap illusirates how events cosb be mirirterpreted as
consistent with an event ecenario when in fact they suggest ¢ probtlem. An
< airliner was flying frow Tripoli to a smail town, Aanc, to the south. As
o Kano had no radio beacon, tae navigator usea ccnd reckenirg based on
L magnetic and gyro cowmpasses and star sightings., Ar initial error of
. commission (anowaly detection failure, point A iu table) occrrred vhen the
navigator set 60 degrees wmagnetic declinatioc into the mezgretic conpass
23 rather than the correct 6 deprees. At chis point tine pijot detected the 54
.': degree discrepancy between the maegnetic and gyro compasees (correct problem
::}' detection), and asked the navigator to cake a star sighting tc cecide which
-:_.: of the tvo compasses was correct. The navigator distristed the gyro conpass
o~ snd used a dead-reckoniny plot based on the magnetic compase to select
stars for the sightin,. Then he failcy to deteet a protlcm ufcn making the
. sighting, wvhen he misidentifiec the stars in the narrow field of view of
‘.:Z-j the astro compass and concludeu his sightings were in agreemect with the
o magnetic compass (a case not discusscd in the tazoromy, rerulting fromw
"' perceptual confusions).
. Finally, when the dead-reckoning and astro naovigaticr rvuggested they
should be near Kano, the pilot waae 8 prodlen detecticr cr-or vhen the
o expected thunaerstorms wvere not scen (omiseicr, tailure of
{?; relevance/importance stage, point C in tnble’. Thirty rirutes later the
:.‘\-: engineer made the correct problem detecticn by identityin, the error in
; gsetting the compass, but the plaue ran out ot fune’ snc r.ace # creash landing
-,

in the desert after flyiny almost to the East ccast ot Africa, 5& degrees
off course.
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Correct problem detection. In discussing cases where problen
detection fails we .have focused on what can go vrong with the processes,
but it is important to emphasize that problems are successfully detected
most of the time. Failures, when they do occur, provide interesting
insights into the problem detection process in much the same way that
perceptual illusions illustrate perceptual processes. However, failures may
not occur frequently enough to form the sole basis for a study of problem
detection. iluch can be learned by using response time to study successful
problem detection. For these reasons it is very useful to study latencies
as well as errors in the problem detection research,
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CHAPTER 4. A BYPOTHESIS GENERATION MODEL AND RELATED RESEARCH

The hypothesis generation task.

An earlier contract was devoted to the study of hypothesis
generation, i.e., the process by which the decision maker generates the
relevant states of the world. In terms of problem structuring, the decision
maker should be able to generate the possible states of the world that may
affect the outcoumess of any acts that are taken. For some problems this task
may be easy. The decision maker may generate hypothesized states of the
world related to a problem which has been experienced before. In these
situations possible hypotheses may be readily retrieved from memory because
they are few in number and routine in nature. Arnother important class of
problems exists where hypothesis generation is a crucial component of
problem structuring. Examples of tasks which require hypothesis generation
include medical diagnosis, automotive and electronic trouble shooting, and
the scientific process itself. Tasks in this category are particularly
difficult to solve when the number of possible hypotheses is large and the

decision maker cannot rely on past experience to narrow the field to
several obvious hypotheses.

It is particularly important that the decision maker include the
actual state of the world in the problem structure because any subsequent
decision that fails to consider that state of the world may be wrong. For
example, if your auto mechanic fails to entertain the hypothesis that a
dirty carburetor is responsible for your car’s bad performance, you may pay
for a series of adjustments or part replacements that do nothing to correct
the problem. Similarly, if your doctor fails to consider the disease that
you actually have, the whole treatment regime may be inappropriate, or even
dangerous to your health, Therefore, one important part of the hypothesis
generation task is the inclusion of the true state of the world in the set
of possible hypotheses. It is important that the set of hypotheses
4enerated by the decision maker should be as complete as possible. Ideally,
the set should be exhaustive; however, a practical decision maker usually
neglects improbable hypotheses because these states of the world appear so
unlikely that they can safely be neglected.

The hypothesis set that the decision maker creates should contain
plausible hypotheses. The construct of "plausibility” includes the notion
that for a hypothesis to be included in the set of hypotheses it should be
sufficiently probable to be worth further analysis. This does not
necessarily involve an assessment process as detailed and thorough as is
typically implied by the term "probability assessment." All that is
logically necessary at the early stages of problem structuring is that the
decision maker make a rough "go/no go" decision in regard to each
hypothesis. Hypotheses that pass this crude plausibility test may be more
carefully assessed in later stages of decision analysis.

While it is likely that plausibility assessment and probability
assessment share common elewents, there are a few clear differences. The
tirst major difference is in the nature of the task requirements. In a
probability assessment task, assessments are usually made about the
relative likelihood of a set of specified hypotheses known to the decision
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A maker. In a hypothesis generation task, hypotheses are evaluated with
ﬁz. respect to vhether or not they should be considered further. This
- evaluation is complicated by the fact that the evaluation should be
R relative to both previously-specified hypotheses that the decision maker
o may have and unspecified hypotheses that are yet to be generated by the

(: decision maker. These task differences suggest that calling the process of
e deciding if a hypothesis should be included in the set of hypotheses
.- "probability assessment" may be premature and misleading because of the
':}A task differences between the two processes. Ve do not know at this time if

. the same psychological processes are used in both types of assessment,
;f‘ although it seems quite certain that both processes share common elements.

Hypothesis generation tasks also have the characteristic that

'j% generated hypotheses should be consistent with any available information.
Y, This information may be specific data or knowledge about the task.
. Obviously, hypotheses that are inconsistent with the available evidence

should not be consiaered. Information provided by data and the task has a
second importaut role, since it serves as a basis for the menory search

ey pProcesses described in the next section. Although the emphasis will be on
. memory search processes, the importance of the data as constraints to the
ey logical possibility of hypotheses should be kept in mind.

The hypothesis generation process can operate in a number of
! different ways depending on the task requirements. For example, during a
s "brain-storming" session, decision makers may be asked to generate any
hypotheses that come to mind irrespective of their plausibility or
‘:- lmplausibility, In another situation, the decision maker’s task may be to
A generate all hypotheses that are logically consistent with the data, even

though some of the hypotheses are unlikely. In a third situation, the
{ decision maker’s task may be to generate a set of plausible hypotheses and
to be concerned with whether or not each hypothesis in that set is

., sufficiently plausible to be included as a candidate for subsequent
. decision analysis.

\ Overview of the hypothesis gemeration model.

»:5 The hypothesis generation model that has been developed has three

y component3 or subprocesses. The first subprocess is an executive process.
The executive subprocess controls hypotheses generation according to the
demands of the task. It initiates memory searches and controls plausibility
)2 assessment. The memory search subprocess is responsible for both retrieving
) hypotheses from memory, and for furnishing information necessary for
o plausibility assessment. The third subprocess is that of plausibility
e assessment., In this subprocess hypotheses may be checked to see they are
logically consistent with the data. lore sophisticated plausibility
v, judgments may also be made. The plausibility assessment subprocess decides
e if a hypothesis is sufficiently plausible to warrant further processing.,
Figure 4.1 shows this model in summary form. In the three sections that

{f follow, each of the subprocesses and their experimental results are
- discussed.
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E Direction RECURSIVE
‘ X | Dota MEMORY
DATA | —— E {New Hypotheses /| SEARCH
C B
U
, T Hypotheses %’
PROBLEM | | Data S| PLAUSIBILITY
CHARACTERISTICS [ ‘E' Plausibility | ASSESSOR

Judgments:
| | CURRENT HYPOTHESIS SET|

Figure 4.1. Major subsystems in hypothesis generation model.

Bypothesis retrieval from memory.

When the hypothesis generstion process begins, the decision maker
has an empty hypothesis set which must be populated. A reasonsble goal is
to develop a set of hypotheses that is as complete as possible. To
accomplish this end, hypotheses must be retrieved from memory. The wmodel
assumes that available data and other task information are used to search
memory. Memory is assumed to be organized in a semantic net (1, 3).
Searches are made for each datum. If a hypothesis consistent with the
available data is encountered in this search process, then it is tagged in
memory to reflect this encounter. When a hypothesis accumulates a critical
number of tags, the executive notes this fact, snd the hypothesis is
retrieved from memory for further processing., A detailed discussion of the
memory search subprocess has been provided (1), but some of the results
obtained during an evaluation of the model are of greater interest.

The first point of interest is whether or mot the search and
retrieval process produces candidate hypotheses which are logically
consistent with all data. An analysis of the hypothesis generation task
suggests that this should be a minimum requirement of any hypothesis
included in the final hypothesis set. When does consistency checking occur?
Does the memory search subprocess necessarily produce hypotheses that are
logically consistent with all data or is consistency checking performed
after retrieval from memory? Perhaps & hypothesis must be tagged by all
dats before it is retrieved by the executive. One sssumption of this
version of the model is that a hypothesis would not receive a tag from a
datum if it is inconsistent with that datum. In a second version of the
model it might be assumed that any hypothesis encountered in the memory

search may be retrieved for further processing. Under this assumption,
retrieval could follow from a single tag.
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The "one-tag" version and the "all-tag" version are limiting cases
of the tagging model. A task analysis suggested that it was unlikely that
the “one-tag" version would be correct. If a hypothesis suggested by any of
the data is retrieved for further processing, then using the "one-tag"
version, the decision maker would have to process a large number of
hypotheses most of which would be inconsistent with one or more data. If,
however, all hypotheses suggested by the data had to be .tagged .by all data,
then the decision maker would retrieve very few hypotheses, and would
probably fail to retrieve many relevant hypotheses. It seems reasonable to

assume that the decision maker should choose a strategy that lies :somewhere
between these two extremes. :

The tagging model was designed so that the criterion number of tags
wvas a free parameter, and this model was used as a measurement tool to
address this issue. & study (1) was corducted where decision makers
retrieved hypotheses from either a set of six data, or subsets of these
data which consisted of three data, or only cne datum,

The criterion number of tags for retrieval to occur was estimated,
‘and was found to be betwveen two and three tags for these data.
Subsequently, we have shown that this conclusion does not depend on the

assunptions of the tagging model; other similar models would yield the same
conclusions.

The major'implicat}on of this result is that hypotheses are
retrieved from memory using two or chree data as retrieval cues. Therefore,
retrieved hypotheses are at least partially consistent with the available
data. These results also suggest thot the memory search process may produce
hypotheses that will be discarded in subsequent assessment because they are
not logically consisteut with the rest of the data.

Recently, Thompson (1983) performed an extensive modeling effort in
this area. His results cuaused him the reject models similar to our "one-
tag" and "all-tag" models as we diu. The model he favored, called the
"Activation liean" model is a Thurstonian.liodel where the subject is assumed
to retrieve a hypothesis in response to multiple data if the mean
activation from the multiple tags exceeds a criterion. His Activation liean
model seems to fit the data well, but unfortunately he did not provide any
relative comparisons between his model and ours. -As -both his model and ours
seem to be excellent fits for their respective data sets, the choice
between models will have to await further research.

A second point of ‘interest deals. with the efficiency of the
hypothesis retrieval procesa. In order to study.this process, the
retrieval performance of the subjects was compared to a "mirimelly-adequate
hypothesis set" developed by the experimenters. This minimally adequate
hypothesis set consisted of the three most-plausible hypotheses which the
experimenters felt should te included in an "adequate" set of hypotheses
generated by the subjects., The set for each problem was chosen
conservatively and many other plsusible hypotheses were excluded. Only
19.92 of the subjects were able Lo retrieve these ttree hypcthesese. Ue also
explored the effect of relaxing the cefinition of aacequate performance. We
found that 50% of the subjects were able tc retrieve two out of three of
the "minimally adequate" hypotueses, while 92% ci the subjects were able to
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retrieve one of the three. This result was our first indication that the
hypothesis generation process was less than adequate, and it has been

NN

- replicated many times using more objective criteria of performance. Similar

;{; results are discussed in chapters 5, 6 and 7 of this monograph. The results

a2 discussed here are 1mportant because they suggest that the memory search
] process is involved in the deficiencies in hypothesxs generation reported

o throughout the research on hypothesis generation.

S

> Checking hypotheses for logical comsistency.

Results from the tagging study (1) of the memory search model
suggest that the decision maker will often retrieve a hypothesis from
memory using several data. This newly retrieved hypothesis may or may not
be consistent with all of the remaining data that were not used in its
retrieval. A consistency checking process may exist im which the decision
maker checks the newly-retrieved hypothesis for logical consistency with
any remaining data. Such a process should be relatively fast, as compared
to hypothesis retrieval. Using the hypothesis as a retrieval cue, the
decision maker should perform a high-speed memory scan to examine whether
the hypothesis is consistent with the remaining data. For reasons of
efficiency, the consistency checking process should be self-cerminating,
ie. the consistency checking should stop if a datum is encountered which is
inconsistent with the newly-retrleved hypothesis. If a hypothesis passes
this consistency check, then it is logically consistent with all of the
data, and it has met the minimum plausxb;lxty requirements. Plausibility
assessment may stop at this point, or it may continue, depending upon the
demands of the task. Figure 4.2 shows the relationship betueen hypothesis
retrieval and consistency checklng in our model.

A series of experiments (3) was conducted to investigate the nature
of consistency checking. In the first experiment, we asked whether or not
consistency checking exists. Subsequent experiments were conducted to
examine the speed of conslstency checkxng relative to hypothesxs retrieval,
and whether or not consistency checktng is a self-termxnatxng process.

The first experiment was an attempt to demonstrate that comsistency
checking exists. An instructional manipulation wvas used in which subjects
were instructed to either respond with the first hypothesis that occurred
to them, irrespective of its comsistency, or were instructed only to
respond with a consistent hypothesis. Hypothesis generation problems
containing various numbers of dats were used. Ve predxcted an interaction
between the time. necessary to generate a hypothesis in the two conditionms
and the number of data in the problem. While large differences were
observed between the two conditions, the interaction was not significamt.
We believe that the inconclusive results of this experiment were due to the
subjects” inability or unwillingness to respond with the first hypothesis
that occurred to them even though they vere instructed to do so.

In a study which was performed after the original technical report
(3), the question of the existence of comsistency checking was investigated
again. In this study a somewhat different approach was used. Subjects
wvere asked to generate consistent hypotheses in response to data.
Immediately after they generated a hypothesis, they were shown a list of
inconsistent hypotheses that had been generated by another group of
subjects. Subjects scanned the list of inconsistent hypotheses, and
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identified any that had "crossed their minds" during hypothesis generation.

It vas estimated that subjects retrieved an average of 1.83
inconsistent hypotheses before they retrieved their first consistent
hypothesis. This experiment contained a manipulation to control for the
obvious demand characteristics. Subjects may have picked hypotheses from
the list to please the experimenters, It is unlikely that these results
could be explained in that way. It was concluded that subjects do check
nevly-retrieved hypotheses for consistency, and that inconsistent
hypotheses are discarded at this time. These results also add support to
the conclusion that memory is searched using only part of the available
data. The meuory search result implies that inconsistent hypotheses are
retrieved from memory, and this consistency checking experiment

demonstrated that inconsistent hypotheses are retrieved from memory and are
then discarded.

The next experiment in this series (3) addressed our prediction
that consistency checking is a more rapid process than hypothesis
retrieval. Two experimental conditions were compared. Subjects in condition
one generated hypotheses in response to varying amounts of data. Subjects
in condition two were given the hypotheses that the first group had
senerated, and were asked to check them for consistency using the same
data. Using a Sternberg memory search procedure (3), the time to process
each additional datum was estimated. Subjects who generated hypotheses took
1.8 seconds per datum, while consistency checking subjects were able to
process each datum in .7 second, i.e. betwveen two and three times faster
than hypothesis generation subjects.

The final experiment in this series examined the self-termination
prediction. Subjects were provided with a hypothesis and were asked to
check three-data problems for consistency with respect to that hypothesis.
The position of a disconfirming datum in the data set was varied for
problems where the hypothesis was inconsistent with the data. Subjects
responded faster when the disconfirming datum was earlier in the sequence
of data than when it was later. This result is consistent with a self-
terminating process. The results of the experiments investigating the
existence of comsistency checking suggest that subjects retrieve hypotheses
which are found to be inconsistent with a set of data. We believe that
consistency checking occurs in the hypothesis generation process and that
subjects tend to retrieve hypotheses in response to only part of the
available data. Thus, the results support the predictions of the partial-
retrieval consistency checking model of hypothesis generatiom rather than
the alternate retrieval model which assumes that subjects retrieve
consistent hypotheses using all data as retrieval cues.

The results of experiment two of this series demonstrated that less
time is needed to process an additional datum during consistency checking
than during hypothesis retrieval. These results are consistent with the
predictions based upon the search properties of hypothesis retrieval versus
the verification properties of consistency checking. Experiment three of
this series provided evidence that consistency checking is a self~-
terminating process.

These results are important for an understanding of the hypothesis
generation process. They more clearly define the role of memory in
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_.hypothesis generation;:@ahd the proceseing of hypothesesd subsequent to
 retrieval from memory. .These results, when combined with our other
. : research, .are ;consistent with the: folloving model: of hypothesis genération:
__Hypatheses ape vetrieved from memory:using deveral data. If theé dataare
| ..RUMErous, thed retrieval is based upon-only a:part of thé-avaitable’data.
Upon retrieval, hypotheses are checked for logical consisdténcy with any
remaining data using a high-speed semantic verification process. 1f a
logical inconsistewcy 'is found between a hypothesis and a datum then
processing stops,.and the hypothesis is labeled as inconsistent. If,
however, the hypothesis survives the consistency checking process, then
further processing can occur depending on the task demands. The consistency
checking process is faster than the retrieval process because retrieval
involves a search for hypotheses that are suggested by several data,
whereas consistency checking involves verifying semantic relationships
among a hypothesis and data that are already active in memory.

PRI AN e W AT

Hypotheses that survive the consistency checking process have met
the minimal task requirement for hypothesis generation, that of logical
consistency with the data. They are not necessarily plausible hypotheses;
plausibility can be established by further processing if the task requires
this type of assessment.

Our use of the term "consistency checking" has been solely confined
to high-speed semantic verification. We do not intend to imply that other
processes which might be called "consistency checking" do not exist. Thus,
a scientist may spend months determining if a hypothesis is consistent with

. data, This is not the process studied here, and this distinction becomes
clearer if a scientist”s work is termed "hypothesis assessment." We have
studied the early phases af the hypothesis generation process, and we

 believe that in the first few seconds of hypothesis generatiom a hypothesis
is retrieved from memory using part of the data and then checked for
. consistency with the remainder of the data. s

Plaﬁ-ibility assessuent of generated hypotheses.

After a hypothesis is retrieved from memory and checked for logical
consistency, further processing may occur to determine if the hypothesis is
sufficiently plausible to be included in the set of hypotheses that the
decision maker is entertaining. Secondly, the decision maker must decide if
more hypotheses should be included in the set of hypotheses, or if the set
is complete enough to be satisfactory. Once the set is sufficiently
populated with hypotheses, attention can be turned to other aspects of
problem structuring. This task analysis suggests that the decision maker
should have some sensitivity to the plausibility of both individual
hypotheses and the collection of hypotheses called the hypothesis set.

As discussed previously, the task of estimating the plausibility of
hypotheses is somewhat different than a probability or odds estimation
task. The task of the decision maker in hypothesis generation is to
populate an eupty hypothesis set; whereas, in probability or odds
estimation the task is to estimate the relative likelihood of an existing
set of specified hypotheses. The probability estimator, for example, need
only be concerned with the relative likelihoods of a set of enumerated
'hypotheses. The hypothesis generator, on the other hand, must judge a
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specified hypothesis that has just been retrieved from memory against a
diffuse unspecified set of hypotheses that potentially might be included in
the hypothesis set. Before the plausibility of a hypothesis can be
established, it must be compared to other alternative hypotheses which may
or may not be available in memory. Thus, plausibility assessment would seem
to be much more formidable thau probability or odds estimation, and one
might naturally expeéct that subjects’ plausxbxlxty assessments will be
found less accurate. This kind of Judgment is analogous to the difference
between absolute and relative Judgments in perception where it is commonly
known that relative judgments are easier to make than absolute judgments.
The plausibility assessor may be mpaking a . judgment abtout a hypothesis in
the absence of other hypotheses. As the hypothesis set becomes more
populated, plausibility and probability assessment become more similar in
nature, and for fully-populated sets the tasks become identical. The same
argument holds for judgments of collections of hypotheses where the task is
to generate a set of hypotheses which is as complete as possible. An
optimal decision maker should continue to generate hypotheses until they
believe that the collection of specified hypotheses equals the set of all
possible hypotheses (neglecting "cost of thinking issues”). Figure 4.3
shows our model of the hypothesis assessment process.

The first research concerned with hypothesis assessment was an
early study done by Gettys and Fisher (cited in 7) which was not a formal
part of the contract on hypothesis generation. This study was devoted to
the executive controi of the hypothesis generation process, and it
investigated the rules for deciding if a particular hypothesis or
hypothesis set is plausible. Of particular interest in' this study was the
relationship between these rules and the memory search process. It was
found that additional hypotheses were most often generated when data wvere
presented which disconfirmed the set of currently-held hypotheses. The data
vwere examined to see if a fixed criterion of plausibility was used to admit
a newly-generated hypothesis to the current set of hypotheses. No evidence
for such a fixed plausibility threshold was found. Instead, sub;ects seemed
to be admitting hypotheses into the set only. if they were close competitors
vith the most plausible hypotheses that had already been generated. This

behavior was characterized as a search for "leading contenders" rather than
a search for an exhaustive set of hypotheses.

The first study in this contract examined the question of whether
or not subjects could evaluate the plausibility of hypotheses. Of interest
were the plausibility estimates subjects made concerning sets of hypotheses
differing with respect to plausxbxlxty or completeness. Subjects were ngen
sets of hypotheses which varied in plausibility, and vere asked to judge
both the plausibility of each hypothesis individually and the collection of
hypotheses. The judgments included estimates of the plausibilities of both
specified hypotheses and the diffuse set of unspecified hypotheses. These

judgments were evaluated by comparing them to a probabilistic model
developed for this purpose.

The task which was modeled was that of generating possible academic
majors for an hypothetical student at the University of Oklahoma. The
hypotheses to be generated were based on the courses the student had taken.
The enrollment records for all students currently enrolled in the
University were used to determine the probabilistic relationships between
majors and courses. A total of 166,858 enrollment records were tabulated to
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Figure 4.3. A model for the. plausibility assessment process.
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;:_ obtain the posterior probabilities of various majors given selected
:}} courses. These veridical valuee were compared to subjects” estimates to
r- address the accuracy of calibration. This task had the necessary
e characteristic that the veridical relationsnifs between majors and courses
N were known, aud the task also had the property that most student subjects
; understood it intuitively. However, it should he noted that many of the
s relationships between courses and majors are complicated. Students enroll
v in a program of study for wmany complex reasons, including personal
,{:f preference, advice from other students and advisors, and College and
B University requirements.
3%
In the first experiment (1), subjects estimated the plausibility of
A three specified hypotheses and a diffuse catch-all hypothesis of all other
:} hypotheses. They also estimated the plausibility of the specified
2O collection of hypotheses versus the catch-all set. Two major results were
Qlj obtained. First, as mignt be expected from the task analysis, plausibility
~ estimates were quite variable, and were only weakly related to the
veridical probabilities. Second, the overwbelming majority of these
] estimates were excessive in respect to the veridical probabilities. Both
A rgsultﬁ were quite reliable, and have since been replicated in several
{i: situations (2,7).
*:: It occurred to us that the explanation for this excessive certainty
- might be that the decision waker wust populate the complementary set of
N unspecified hypotheses before the specified hypotheses (or sets of
-~ specified hypotheses) can be assessed accurately, We alsc had reason to
.:E believe that the retrieval of nypotheses frow mewory was impoverished. If
el this were the case, then attempts by the decision maker to pcpulate the
e unspecified set of hypotheses would be only partially successful.
Consequently, when plausibility estimates were made, the uaspecified set of
M hypotheses was incomplete, and hence its plausibility was vnder-estimated.
qk If the plausibility of the unspecifiesc set was undet-estimsted, then the
;ﬁ plausibility of the specified set was necessarily over-estimated.
A
s The next study (2) wes a test of this explanation. There were three
' ¥kroups of subjects in this study. One group was essentially a replication
N of one of the conditions of the previous study. Subjects estinated the
e plausibility of sets of specified hypotheses &and the unspecified catch-all
v hypotheses much as before. In the other two groups, however, manipulations
e were introduced which were designed to increase the availatility of
o hypotheses in the catch-all set. In one condition, subjects were encouraged
to explicitly populate the caten~-all set. This manipulation was chosen
T because it was believed that askiug the subjects to make a fcrmal search of
e memory for hypotheses would increase tioe nuuber of "unspecified hypotheses"
:x: available in memory. The second wanipulation consisted of showing the
e subjects exemplar hypotheses from an experimenter-gemszated catch-all set.
'ﬂ; This manipulation should also increase the availability of hypotheses in
X the catch-all sget,
f:f Both conditions which were designed to increase the availability of
;:; hypotheses in the catch-all set produced estimates that were less
i excessive. Theretore, we concluded that at least part of the excessiveness
v in plausibility assessmenc was due to the limited availability of
‘ hypotheses in the catch-all set.
oy
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Our studies up to this time had used only sets of hypotheses
supplied by the experimenter. We were forced to used experimenter-supplied
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L sets because of limitations in the software which determined the
:ui probabilistic relationships between courses and majors. Ve developed an
< algorithm which would efficiently process the 166,858 enrollment records
; for all courses and all majors. Then we were able to run a nmew study which
D both replicated the previous studies using experimenter-supplied
R hypotheses, and also also allowed us to study plausibility estimates for
:3:3 subject-generated hypotheses. Therefore, ome comparison in this study was
_:}: between experimenter-supplied and subject-generated hypotheses.

; . Previous studies employed a response mode which was a variant of
A the odds estimation technique. A direct probability estimation response
vSR: mode was compared to the odds response mode. The motivation for this
}{3 manipulation was to make sure that the excessiveness in plausibility
\ i estimates was not due to the response mode. s

The results replicated our previous research and reinforced our
P conclusions. Plausibility estimates were excessive for both experimenter-
i?: supplied and subject-~generated hypotheses. /e had predicted that this would
251 be the case because subjects should have difficulty populating the
e unspecified set of hypotheses in either condition. Somewhat to our
i surprise, however, subjects who generated their own hypotheses were
- significantly more excessive than subjects who worked with experimenter-
o supplied hypotheses. One possible explanation for this effect is that
A subjects who generated their own hypotheses nearly exhausted their set of
e, plausible hypotheses in populating the specified set, and consequently did
,;:; a poorer job of populating the unspecified set,
l -
In both response mode conditions excessive estimates were found,

N although the subjects in the direct probability estimation condition were
e somevhat less excessive than subjects in the odds estimation condition.
A (This study was not issued as a technical report because it was a follow-up
N study for the availapility study (2), but was included in the journal
e version of the availability study.)
o There is a robust and important conclusion that can be drawn from
o the last three studies. We believe that plausibility estimates of
YRS hypotheses are excessive, and that this behavior can be traced to
5:7 deficiencies of the hypothesis retrieval process.
a \-‘ . . .

hat Protocol analysis of hypothesis gemeration.
e liehle, in a doctoral dissertation (7), took a rather different
K approach to the hypothesis generation problem. Using a modification of
:?Q Simon”s protocol analysis.technique, the hypothesis generation performance
A of expert and nomn-expert auto mechanics was studidd in an automotive
L . trouble-shooting task. This study used markedly different research
et strategies than the other studies in this contract, and it independently
T confirmed several of the observations that were made using more traditional
S techniques.
PEN Subjects in the protocol analysis task were either undergraduates

. who professed some knowledge of cars, or expert auto mechanics from the
R University motor pool. Subjects were given a written description of a
Y
R
N 4,10
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malfunctioning automobile, and vere asked to "think out loud” while
generating hypotheses about the cause of the malfunction. Examination of
the protocols revealed evidence for consistency checking, Hypotheses were
generated, and then subsequently ruled out as inconsistent with the data,

In additioa to the protocol analysis, both the number of hypotheses
that the subjects generatea were analyzed, and the plausibility estimates
for collection of hypotheses that the subjects generated were analyzed.
Experts snd non-experts generated approximately the same number of
hypotheses; the mean number of hypotheses generated per problem was 3.43
and 3.36 for the non-experts and experts, respectively. These means can be
compared to the number of hypotheses that were logically possible for the
problems. Information provided by the subjects was used to make this
estimate in the absence of a completely authoritative source for this
information, The hypothesis set for each subject was pooled with that of
the other subjects by taking the union of all hypothesis sets. Illogical
hypotheses were discarded from this pool (an average of .l hypotheses per
subject per problem). The number of hypotheses in the pooled set is
actually a lower-bound estimate of the number of logically-possible
hypotheses. The obtained pooled sets contained an average of 17.8
hypotheses per problem. By applying a mathematical model to this
situation, Mehle was able to estimate the the number of hypotheses that
vere logically possible was 21.5 hypotheses in the average problem. Thus
the average subject was generating approximately 19% of the logically
possible hypotheses per problem. It was impossible to determine if the
hypotheses generated by the subjects were implausible or plausible, but

subjects” hypothesis sets certainly lacked the desirable characteristic of
completeness.

The plausibility estimates of the sets of hypotheses generated by
the subjects were also examined. There were no veridical probabilities for
this task, but it was possible to exploit the fact that the sum of the
probabilities of an exhaustive set should be one. The hypothesis gemerators
in this experiment generated incomplete, impoverished sets of hypotheses.
If all subjects” probability estimates are assumed to be true and if these
estimates are assigned to the hypotheses in the pooled set, then a
probability measure of 5.04 must be assigned to the more complete set of
hypotheses developed by pooling. This measure would have been 1.00 had the
vhole group of subjects been veridical estimators. Thus, subjects were
clearly excessive in this task. This result generalizes our earlier
conclusions considerably, as it shows similar behavior in a task that was
quite different from the "majors from classes task."

In summary, the protocol analysis study, even though it used
different measurement techniques, reached much the saue conclusions as
other research. The data suggested that subjects were impoverished
hypothesias generators whoae plaueibility estimates were excessive,

4.11
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CHAPTER 5. ACT AND OUTCOME GENERATION

A model for act and outcome generation.

PR

rEFe ey

. We developed a tentative model for act and outcome generation during
El the course of the project. This model served as an informal guide to some
: of our studies on act and outcome generation, and as such it is worth
h presenting here.

Assume that the decision maker has engaged in problem analysis and
definiticn where the present state and the goal state are defined. At this
point the decision maker knows where he or she is (the present state) and
where he or she wants to go (the goal state). The problem may be recognized
as familiar, and a number of possible actions may be readily available in
memory. For example, suppose that your car refuses to start om a cold
winter morning. This situation may bring to mind other similar or nearly
identical problem situations that you have experienced in the past. On
these occasions, calling a cab or trying to start a second car may have
been solutions to the problem. Your ability to generalize from the present
situation to past situations probably is based on a generalization
gradient; that is, the problem situation itself reminds you of other
similar situations. If this is the case, one might expect that the
similarity of the present problem situation to earlier situations stored in
memory will be a major determinant of the probability that these earlier
solutions will be recalled. However, suppose that such a generalization
process fails, and actions suggested by past experience either are not
retrieved from memory, or if retrieved, are found to be infeasible for ome
reason or another.

If the actions that readily come to mind are infeasible, or
nonexistent, then a deeper analysis of the problem is required. Actions can
be suggested by an analysis of the problem space, and our model uses
notions of a "means-ends" analysis borrowed from Newell & Simon (1972). The
present state and the goal state differ on one or more dimensions in the
problem space. We assume, following Newell & Simon, that the decision
maker concentrates on those dimensions where the present state and the goal
state are noticeably discrepant. Once these dimensions have been
identified, we assume that the decision maker searches memory for operators
that will reduce the difference between the present state and the goal
state along that dimension. Thus if the present state is your home, and the
goal state is your office, one strategy that you might employ is to
discover operators that might reduce the distance between you and your
goal. Thus, you might imagine taking a bus to within several miles of your
office, and then calling your office and asking a colleague to pick you up
at this intermediate point.

Subgoals can be defined. For example, you might define a subgoal of
starting your car because if you could start the car quickly then you could
get to work on time. Perhaps the engine was flooded by your unsuccessful
attempts to start it, and a short wait would result in successful starting.
If your home is at the top of a big hill and if your car has a manual

transmission, you might contemplate rolling your car down the hill to start
it.

The operators that the act genmerator uses are based on causal
5.1
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knowledge (Einnorn o liogarth, 1981); the act jenerator kmows that cer.ain

< N . . .

:,j, variables ccuse change in the problew dimensions, For example, the car may
b~ not start because the battery wiil not turn the cold engiue over fast
e enough. Loviever, voilin; a car ¢oun a hill will produce euough engine speed

.
-

to start it, Thus, the latter type of act generation in our model is based
on first ideuntifying problew uimensions, and then firding causal operators
“a to reduce the difference on that dimension between tie present state and
the goal state.

o

i:: ilotice that tuis example also illustrates the importance of hypothesis
5 generation in interpreéting the car’s symptows. The car may uot have started
for a number of reasons, such as a lov battery, a frozen gas line, summer
.weight oil, etc. If the act generator mukes an incorrect Gisgnosis the car
way arrive at the bottom of the hill without startin;,, thus compounding the
probleu. Thus, provlem analysis involves hypothesis generation folloved by
= inferences; it 1s tlis higher-orcer structure that is analyzed to find the
- proper operators. '

lie assune that once an operator is found, the zct generator may

-\-
L simulate the effect of taking that action in imagination, as discussed
T exteusively ia chapter 3. Tgis "wasik-tnrouga" process involves the
e construction oi a scenario where-the act jenerator imagines performing that
o operation, observing its effects, perhaps taiin, another action, etc.,
until the j0sl is reachieg. l.e assuwe that during this simulation process
N alternative outcomes are jenerated as tue decision waker comes to places in
uiﬂ the scenario where severzl outcomes seeu plausibie. Sowe outcomes are
: : generated when the act generator reaches a cinance tork in the scemario. The
e scenario has a number of plausible paths leading, from the chance fork, and
N the act generator can not be sure of foilowin, ine path leading to the
goal. Sometimes the paths are associuted with alternate states of the world
o that can be identifiecd. i4s tnese alteruative states of the wvorld are
e created by the lhypothesis ,eneration process, hypoihesis eceration is also
2O involved in outcome generatiomu.
. . :
vt In review, our wodel proposes two processes for act generation. Sowe
acts are jenerated by searchiny nemory for similar instances of the
<L problen. If this initial search process is not completely successful, a
N Geeper analysis of the problem is mede in an attempc to find operators that
{:- reduce difierences in dimeusions where the goal state ifrfers most from the
D present state. Inference processes are iwportant in choosing these
w operators. Once .2 potential operatcr is ideatified, its eufects are
simulated by creating a« goai-directed scenario. Outcome generation occurs
g wuen chance forks are discoverea in the scenario.
?} Heasuring act and outcome generation performance.
o Developin, satisfactory ways of weasuring act and outcowe
- generation performance is an extremely cnailenging problem, a problem to
- which ve devoted approximately 16 wuntus or our contract. The uifficulty of
e measurin; performance is due to three sources. First, it is necessary to
S characterize tne structure of decision problem to distiuguisk acts that are
{:- are minor variations of other acts frouw arts that represent a new and
oy creative solution to ine problem. Second, there ure, iu theory, an infiuite
- number of acts that could conceivably be performed in moet reszl=-world
- problems. Third, eveun if tue first two probiems could ve solved, it 1s
R
SN
:*. 5.2
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still highly desirable to characterize the subject’s performance in terms
of quality as well as quantity.
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Our approach to solving the first two problems involved creating a
hierarchical structure for the decision problen. First, we established

¥
i

T: empirically that a seemingly infinite set of actions can be organized into
};;; a hierarchical structure which represents generic solutions to the problem,
YO major variations of these generic ideas, and minor variations of these
O major variations. This structure, which we call a tree, is finite in size,
:lj although surprisingly large, and can be managed. A hierarchical tree

structure is also necessary for distinguishing minor variations of ideas

¢ from major variations. Second, we investigated several ways of creating a
P hierarchical tree, including having the experimenter create the tree, as
Y well as multidimensional scaling and cluster analysis. Similar structures
E\ ) resulted using from both techniques.

NN

oo What is good act gemeration performance? Criteria for good act
. generation should include both completeness and quality. The goal of the
,\: act generation process is to create the complete set of actions that should
T be evaluated in the decision process. hen a decision maker evaluates
‘ﬂ_] various action alternatives, it is highly desirable that these alternatives
;{{ include the highest utility actions possible. Obviously, a good act
u;‘ generator should not be expected to generate all possible actions that
i might solve the problem, these are virtually infinite. Instead, it seems
e more reasonable to define good performance as the generation of instances
wiy of most or all of the high-utility generic solutions to the problem. Thus
SE completeness is defined in terms of capturing the high utility portion of
- the structure of a decision problem. not in terms of generating all
- conceivable solutions to the problem,

<

T Developing a performance score for act generation. The hierarchical
DY tree described above provides the structure that forms the basis for
T evaluating the quality of act generation performance. It is formed by
DN pooling the responses of a large number of subjects and then using informal
A or formal techniques (to be described later) to recover the structure of

! decision problem. This structure is a lower-bound estimate, because if the
Y ideas of other subjects were added to the structure it would expand
e somewhat. Once a satisfactory structure is created, the next step is to
?{ evaluate it using a utility estimation technique. Once these utility
o estimates are associated with the structure, high-quality ideas that are
iy distinct from other ideas and minor variations of ideas can be identified.
e The performance score itself is calculated from the utilities
N associated with the hierarchical tree. There are several scores which give
323 complimentary information. If one is interested in the breadth or
YA completeness of act generation performance, the analysis is confined to the
o generic ideas, or "limbs" of the tree. If one is more interested in the
{ / extent to which the act generator can create good actions, irrespective of
T whether they are related or unrelated to other actions, a "depth" score can
— be computed that includes variations of generic ideas, the branches of the
R tree. In both cases the performance score is computed in a similar manner.
o The actions of the decision maker are ordered in decreasing utility, and a
o cumulative function is calculated by taking the utility of the best action

generated, adding it to the utility of the second best action, etc. This
S cumulative performance function obtained from a act generator is compared
"-;: 1
S i
';t' 5.3
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with the equivalent function calculated from the hierarchical tree.
Suppose, for example, that one wished to evaluate the act generatiown
perforuance of a subject for the linbs of the tree. A performance score for
the yeneric ideas yeuerated by this subject voula be calculated based on
the actions this inuividual generated, using the limb structure provided by
the hierarchicul tree as a vasis for classification. Then a similar
function would be calculated baseu on all limbs of the tree, including
those limbs geuersted by the subject, and those not generated. A comparison
of these two functions would yield the desirea measure of performance. If
the two functious are icentical, then the subject generated all the generic
ideas in the tree, and performed optiwally. Performance is suboptimal to
the extent that the subject”s function is louver than the function
calculated on the entire structure. The depth score is calculated by by a
nearly identical technique; the anaiysis is performec using branches as the
basis for the calculations, rather than the limbs.

It is important to understand vhat these perxiormwance scores mean and
vhat they ¢o not mean. Both scores have the property that they measure the
extent to which the acc generastor created the coumplete set of high utility
actions. Tiie "liubs" score reflects the breadth of performance and the
"liuwbs anu brancies" score reflects the depth of performance. Both scores
capture perfor-ance in decision-relevant terms; they are a quantitative
measure of the “gooduess™ of the act generation process as seen by the
decision maker who will evaluate and choose among these actionms. !iowever,
these cumulative utility runctions, because of our utility weasurement
techniques, sre not an "extensive measurewment” (cf. Roberts, 1979). This
techuical property means that the cumulative utility functions do not
necessarily capture the utilities of the collectiom of actions, although
they probably spproximate the utility of tiie collection quite well. However
as perforumance scores they huve a the desired properties, with a minimum

value of zero and maximuw velue dictated by the structure of the
ibierarchical tree.

The first act generation project. Our first study (10), for which ve
developed the performance score described above, used two ill-defined
problems. Tne first problew involved generating actions directed at solving
the aifficult parking probiem at the University of Oklahoma. Studemnts
played the role oi student representatives to the parking committee, and
were asked to record any action that came to mind. Students were encouraged
to record any idea, good or bad, because we did not want to censor their
iceas ana they had an uniinited time to work on the problem. The second
problem involved finding livin, arrangeweunts for an iupecunious Canadian
friend who was broke, had exhausted his credit, his relative’s ability to
lend mouey, and was prevented by the U.S. Emigration service from wvorking.

Followiny the initial study, two additicnal studies were performed to
get utillty estimates for the hierarchical tree constructed by the
experimenters. Snown in figures 5.1 and 5.2 are the performance scores for
both the "licbs™ and "limbs and branches" analyses, which reflect the
breadth and depth of subjects performance on the Parking problem. The
results of the Livin, problem were very similar, and for that reasou are
not presented here. Tne function labeled "total” is the function based on
tihe tne limbs or branches of the hierarchical tree. The performance of the
average sutject is the function labeled "wean". As can be seen from these
figures, the typical subject did not generate an adequate act set, However,

5.4
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Figure 5.1. Performance scores from the “Limbs Only" analysis showing
' the "breadth" of performance.
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the best subject in the group did a credible job (the function marked
"best"). The closeness of the "best" subject function to the lower~-bound
estimate of optimal performance (the "total" function) is important because
it indicates that the optimal measure of performance is reasonable, and
reflects the average subject’s failings accurately.

A more detailed look at the subject’s performance can be obtained by
examining the best 10 branches from the hierarchical structure. Shown in
table 5.1 are the actions corresponding to these branches, and the
probability of generating these branches. Two out three subjects generated
the action "build a high-rise parking structure”, an idea that was getting
considerable publicity in the student newspaper at that time. However, the
remaining high-utility actions are rarely generated. The typical subject
generated 11.2 actions. Of these actions, 4.4 actions were of positive
utility, and of these remaining actions about 2.5 had utility values higher
than 45 points. (Ve chose 45 points as being near the middle of the range
of utility scores, but similar conclusions would be reached with other
arbitrarily chosen points.) Thus, the typical subject has between two and
three ideas which are good enough to be serious candidates for
implementation. lowever, there are 25 actions that had utilities greater
than 45 points in the hierarchical structure. This demonstrates that the

structure produced by the typical act generator is impoverished in this
problem,

Table 5.1

The probability of gemerating the best 10 limbs and branches in the
Parking problem tree

Probability
of .
Utility generating ’ Actions
act
100 .07 Improve the trolley and CART systems.
77.5 .63 Build a high-rise parking lot.
60 .07 Put more small car parking spaces in student lots.
60 .03 Have employees park at Lloyd Hoble, use trolley.
57.5 .03 Build lots around lorman, shuttle in students.
55 .10 Reduce the price of parking stickers for carpools.
55 .07 Advertise advantages of riding bike, motorcycle.
51 .10 Have nore selection of afternoon, evening courses.
50 .03 Use some OU service vehicle parking for students.
50 .10 Use extra areas around fraternities for overflow.
616
sum of
utiles

We believe that this result is quite important as it is the first
attempt to measure the impact of act generation performance on decision
making, and the results suggest that act generation performance will have a
big impact on the quality of decision making. Consider the quality of
decision making with a problem structure of two or three good actions
generated by the typical subject as compared with the more complete

5.5
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hierarchical tree structure consisting of 25 good actions. The decision
maker’s menu of actions, if responses from a typical subject vere to be
used as the source of this wenu, would be impoverished. Although a decision
analysis o. tuis impoverished set of actions probably would result in the
impiewentation of one or more actions that would improve the situation
somewhat, consider how wuch better off the decision maker would be if the
wenu had 25 actions frowm which to choose. For this reason, these results
suggest that the quality of act generation will have a profound impact on
the quality or decision making in ill-defined prouvlems.

Follow-up studies on act generation. Because of the potential
importance of our first studies, ve did a second series of studies (12)
using the parking problem which replicated and extended the results of the
first studies. The second series of studies also addressing possible
criticisms vwith improved methodology. In our first study ve asked subjects
to respond with everything that came to mind, and about 20% of the action
generated vere impractical or fanciiul. Perhaps subjects would do better if
they were attewpting to geuerate quality actions, or perhaps they siuply
were not sufficieatly motivated to do well. In these follow-up studies, we
employed substantial monetary incentives. One group vas given "quality"
instructions, where they could earn up to $1.00 for each action they
generated. A second group was given "quantity" instructions with a $.50
incentive for each action generated. This incentive was adjusted to be
about equal to tnat of the "quality"” group. A third control group was not
given a incentive, but were just instructed to avoid minor variations of
the same action, or frivolous actions.

Other methodological improvewents included using a hierarchical
structure based on multiaimensional scaling and cluster analysis (12, to be
described below), and improved utility measurement procedures which
captured the utilities of both students and subject-matter experts.

The results of this second series of studies essentially replicated
the findings of the tirst series. Shown in figure 5.3 are the performance
scores for the three groups as compared to the lover-bound estimate of
optimal performance using the utility values obtained from experts (the
functions based on student utility values were virtually idemntical, and so
are not shown). kotice that the subjects who were given substantial
incentives for quality actions scored about the same as the control
subjects. The group that was paid for quantity did somewhat better, but all
three groups performed at about the sawe level as subjects in the previous
series of experiments, replicating our previous results. Subjects in the

new series yenerated about two to three good actious, out of at least 25
good actions,

Another result from this series of studies of ygreat interest and
importance is the estimates of the numbers of "ungenerated" actions at the
end of their sessions. Ve asked subjects to estimate the number of
remaining actions yet to be generated and the numnber of "good" solutions
yet to be generated. A fev subjects realized that the possibilities are
almost infinite, but most subjects readily supplied a numerical estimate.
The median estimates of the three groups were in the neighborhood of 4.5 to
6.6 for the first question, and 2.5 to 3.0 for the second question. Similar
estimates were obtained in another study (17), were subjects estimated that
there vere betveen 4 and 5 “reasonable" actions that were yet ungenerated.

5.6
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e Thus, the typical subject generates two to three good ideas, and
:jq} thinks that about three to five other good ideas exist that they couldn’t
et generate in the Parking problewm, when in fact there are more than 25 good
S actions that could be suggested. This result is similar to that obtained in
{ our hypothesis gemeration research, subjects apparently do not realize that
SSAS their performance is impoverished, apparently because the same memory
:a} process that fail in the generation of actions are also involved in the
ASEN estimation of the number of "ungenerated" actions. These results obviously
W are important. They suggest that impoverished act gemeration is a "silent"
Y disease, similar to high blood pressure, of which the patient is not aware.
This topic is discussed at greater length in chapter 8, where its
R implications are explored in more detail,
Al
{:j Describing the subjective representation of the decision space. To aid
jkz; our studies of act generation performance, we also studied the subject’s
et representation of the problewm space using multidimensional scaling and
cluster analysis. This research (12) was used both as a means of deriving a
() more objective hierarchical tree structure for use in our performance
‘Aﬂ measures, and as a technique for better understanding typical subject’s
o perception of the Parking problem. Do subjects see the Parking problem as a
:_{'-:: member of the general class of shortage problenms, or as a unique problem
A with few relationships to other problems? If the Parking problem is seen as
-~ an instance of a more general shortage problem, then subjects should
- structure its space around generic strategies such as "increase the
"o n supply”, "reduce the demand", or "use available resources more
.tk' effectively”.
~ Subjects made similarity judgments on 43 actions taken from the
X parking problem and these judgments were analyzed using nonmetric multi-
-~ dimensional scaling using the ALSCAL program (Shepard, 1974). Three factors
}}: vere extracted. A second experiment was conducted to interpret these
o\ dimensions using multiple correlation techniques. Subjects rated each of
e the 43 actions in terms of the extent to which they represented generic
N strategies, specific strategies, personal goals (ie. being able to find a

parking spot), and evaluative dimensions (ie. feasibility, cost, and
- political dimensions). It was found that the first dimension was best
described as "involving alternative forms of transportation"”, the second
appareutly was best described as "change the current parking priorities",

and the third dimension appeared to be related to "building new
o facilities"”.

=, Apparently the subjects did not structure the Parking problem as a
. 7 generic shortage problem, as they were not inclined to describe the acts in
o~ these terms. Instead, they seemed to organize their thinking around
o specific strategies for solving the problem such as those listed in the
;; preceding paragraph. These are concrete examples of the more general
e generic strategies, For example, "building new facilities" is a specific

instance of the generic strategy "increase supply". Apparently the subjects
prefer to think of the problem in concrete terms. A representation of the

" 'I K A

Jeh

}f subject’s space in these more concrete terms is shown in figure 5.4, Shown
" is a representation of the 43 acts arranged in the three-dimensional space
- described by these three dimensions.
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Several types of hierarchical cluster analysis were performed on the
43 acts using the TAXON procedure in the NI-SYS statistical package (Rohf,
X Kishpaugh & Kirk, 1979). The Average and Complete Linkage methods gave
s similar results, and the Average method was chosen as the best structure
. because its clusters made more sense in several instances. A modified
version of this cluster analysis was created for use in subsequent studies
because it was necessary to incorporate additional acts that were generated

after the cluster analysis was performed. This modified structure is shown
in figure 5.5.

'

l\~

This structure was was used in the incentive study (12) and all
subsequent studies using the Parking problem. Its major advantage is that
it is empirically defined from the subject’s responses, rather than being
based on the idiosyncratic analysis of an experimenter. However, the
results obtained do not appear to be influenced much by the technique used
to define the structure, as will be discussed below.

Factors that might affect the genmerality of the act gemeration
studies. The results of our act generation studies seemed to be so
important that we performed a number of analyses to check the generality of
these results. First, as mentioned above and reported in 10, we calculated
the performance scores using both the tree structure created by cluster
analysis and a tree structure created by one of the experimenters. Very
similar results were found, suggesting that the result of impoverished act
generation was not due to the particular structure used in the analysis.

Second, very similar results were found when subjects were given
payoffs for quality of actions, quantity of actions (12), or simply told to
respond with anything that came to mind (10). Thus the impoverished
performance does not appear to be due to a lack of motivation, or nuances
in the wording of the instructions.

Third, calculating the performance scores with utilities supplied by
the type of subjects who were used as act generators or subject-matter
experts had only a small effect on the performance scores, but the

impreesion ot impoverished performance remained using either source of
utilities,

Fourth, in calculations done for the publication version of 10, we
calculated the performance score measures repeatedly using the utilities
supplied by each of the individual utility estimation subjects rather than
using a median utility measure calculated for the group of utility
estimators. While there was considerable variability produced by this

manipulation, the same general conclusions of impoverished performance
emerged.,

Fifth, we obtained approximately the same effects in both the Parking
and the living problems. Pitz, Sachs, & Heerboth (1980) report similar
results in their study comparing various elicitation techniques.

Why is it that none of these manipulations cause a big enough change
to substantially alter the conclusions? Ve suspect that when you start with
performance such as that shown in table 5.1, where subjects were s0
unlikely to generate the best ideas, nuances such as instructions, the
structure, and utilities used have little effect on the overall conclusion,

5.8
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Figure 5.5. The decision tree used to classify acts developed from
cluster analysis.

1.0 Credte more psrking spaces by building new facilities.

1.1 Build a highrise parking structure.

1.2 Build underground parking.

1.3 Build new parking lots on university land,

1.4 Expand existing surface lots. -

1.5 Tear down old buildings to create space to build parking spaces.

1.6 Buy land to build additional parking lots. ‘ ‘

1.7 Take the parking problem into account in future plamning of .
expansion of the university. ,

1.8 Build additional remote lots and run buses to campus.

Obtain more parking spaces wvithout actually building new facilities.

2.1 Use space more effectively (e.g., decrease the width of spaces).

2.2 Request the use of areas around campus (e.g., cburch lots) for
additional parking.

2.3 Use city streets near campus for university parking.

Alternative forms of transportation--Group.

3.1 Encourage people to carpool.

3.2 Yorce certain people (e.g., commuters, faculty) to carpool.

3.3 Encourage people to use the C.A.R.T. system on campus.

3.4 Improve the C.A.R.T. system on campus.

3.5 Expand the C.A.R.T. system to include other aress of Norman.

3.6 Work with the near-by communities to form a mass transit system.

4.0 Alternative forms of transportation—Individual.

4.1 Encourage use of bicycles and/or motorcycles.

4.2 Make individual transportation safer.

4.3 Encourage other forms of individual transportatior (e.g.,walking).

Change current university policies regarding parking.

5.1 Eliminate parking priorities.

5.2 Allov students to park in restricted areas (e.g., faculty/staff
lots. during certain bours (e.g., after 6:00 p.m.).

5.3 Bet time restrictions (e.g., 2 hour parking) on more lots.

5.4 Enforce existing parking regulations more strictly.

5.5 Make certsin people (e.g., commuters) park in certain places.

5.6 Limit the number of cars on campus by mot letting certain people
(e.g., freshmen) have cars on campus.

5.7 Distribute a limited number of parking stickers.

5.8 Assign a specific space for each driver.

5.9 Outlaw cars on campus for everyone.

5.10 Allowv certain people (e.g., those who have even number license
plates) to only park on certain days of the week.

5.11 Incresse the price of parking stickers.

6.0 Reduce the number of people who need to park.

6.1 Offer more correspondence courses.

6.2 Establish branch campuses of the university.

6.3 Reschedule sctivities snd/or classes to change demand.

6.4 Provide housing or improve existing housing so people can walk.
6.5

6.6

Reduce the student populsation. For example, limit enrollment.

Have someone drop students & faculty/staff off and pick them up.
Indirect strategies for solving the problem.

7.1 Appeals to good judgment.
7.2 Ways to make money to solve the problem.
7.3 8Suggestions for ways to come up with solutions.

8.0 "Flaky" acte (e.g., issue everyone a set of wings).
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that performauce is impoverished. Similar performance has been observea in
two other studies yet to be described.

In all our research, we have found only one exception to this general
conclusion. This exception is in one sense the exception that proves the
rule. As will be discussed extensively in chapter 6, subjects who score
exceptionally high in measures of divergent thinking do not show
impoverished performance. Instead, they show exceptionally good
performance, with the best of these subjects performing slightly below the
lower~-bound estimate of optimal performance. We believe the discovery of
the importance of divergent thinking, and the fact that a few of these
subjects approximate our estimate of lower-bound optimal performance, lends
support to our characterization of umselected subjects as impoverished. If
no subjects approached our estimate of optimal performance, it could be
said that this estimate is too high.

5.9
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CGHAPTER 6. RECURRENT TOPICS IN HYPOTHESIS, ACT, AND OUTCOME GENERATION

Performance in small groups.

Group hypothesis gemeration. One strategy that has frequently been used to
improve problen solving performance is to work in small groups rather than
as individuals. The mounting evidence that individual hypothesis generators
produced impoverished hypothesis sets suggested that it might be profitable
to investigate group hypothesis gemeration to determine the improvement
that working in a group affords.

In a study using the "tajors from Classes" task (8), subjects either
generated majors from classes as individuals, or as a member of an
1nteract1ng group of four subjects. The pooling technique was used again,
but in this case the veridical posteripr probabilities of majors given
classes were available, and were used rather than a count of logically-
possible hypotheses. Thus the posterior probabxlxty of hypothesis sets
generated by exther Lndxvxduals or small groups could be calculated.

The mean probability of the hypothesxs set for xndxvxduals was .335
while interacting groups of four had a mean probability of .427. The means
reported are the probabxlltxes that the hypothesis sets contained the
“true"” hypothesis.” Thus, as one might expect, group performance is
superior to individual perfotmance.ﬂowever, both individuals.and small
groups were 1mpoverxshed hypothesis generators. Although subjects in this
task were told to neglect very unlikely (p<.02) hypotheses, and so could
not be expected to have hypothesis sets w;th a probability of 1.00, the
probability of the hypothesis set of an optlmal subject would have been
0.906. There is ground for much improvement in these performances.

These results suggested a general way of examxnzng at least two
factors which affect group performance. One factor is the potential
increase in information that the group provides. The adage, "Two heads are
better than one," has validity in this sense. As group size increases, the
amount of mew information added by each new member should become less, but
the total information possessed by the group should increase. The pooling
process described earlier is one way to measure the information possessed
by the group, and it provides a natural metric for expressing how the
amount of task-relevant information increases as group-size increases.

The second major factor in interacting groups is the social
interaction which occurs. Under certain conditions, social interaction may
be facilitive, but it is usually found to inhibit group performance (§).
When the performance of 1nd1v1duals, synthetic groups, and xnteractxng
groups are compared, it is possible to partition performance into an
informational component and a social component. In the present experiment,
the information that could be gained from pooling the information of four
individuals is estimated to be a .205 increment in hypothesis set
plausibility (.540-.335 =,205). Social interaction, however, caused a
decrement in performance of .113, as calculated from differences in
performance of the interacting and synthetic groups (.427-.540= -.113). The
actual gain in performance of an interacting group over an individual is
0.092, and this difference results from the additive combination of
informational and social factors.

6.1
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Group act genmeration. The results of our study on group hypothesis
generation left one interesting question unanswered. /hy do people work
together in groups when synthetic groups are far more efficient? Ome
obvious answer is that interacting groups may fulfill other important
motivational, social, or coordinating functions., However, there also may be
an informational effect that makes it profitable to work together in
groups. This effect, which we formally call the information excharge
component, but informally call the "ping-pong" effect, occurs when the
ideas of another person, when combined with your own, produce a synergistic
product that is greater than the sum of its parts. This effect has also
been called "piggybacking" (Day, 1980) and "hitch=-hiking" (Stein, 1975),
but its existence had not been empirically demonstrated.

However, it is also possible that group interaction has a negative net
effect. This might occur if an individual spent time elaborating the ideas
of others rather than thinking independently about the problem. Thus, two
individual, working interactively, might chase each other”s ideas,
proposing minor elaborations, and achieve less to show for their time than
if they had been working independently.

The problem in studying the "ping=-pong" effect is the same as in the
previous study; it is very difficult to disentangle social factors from
informational factors. We used the same approach of devising experimentsl
manipulations in our study oan this topic (12). In addition to using
interacting groups and individuals, we introduced a third information
exchange (IE) condition which simulated the face-to-face interchange of
ideas in an interacting group without allowing social interaction. In the
third condition, the ideas generated by each subject were transmitted
immediately via a computer to the other subject in a different room. Both
subjects thought that the ideas received from the other subj)ect were
generated by the computer which they believed was running an experimental
Al-based program. They were told the program was attempting to generate
ideas related to theirs in an effort to help them. Subjects therefore
believed that they were interacting only with a computer, when in fact,
they were seeing the ideas of the other subject as they were generated.

We employed the Parking problem, and computed the performance score
for individuals, interacting groups of size two, synthetic groups of size
two, and IE groups of size two. Both the IE and the synthetic groups were
found to be superior to the interacting group. However, there was no
significant difference between the IE and the synthetic group on this
summary measure of performance. The interacting group was not found to he
significantly better than a single person working alone.

Using a simple additive model to partition performance, we estimated
that the IE group showed a 6.9% improvement over 3 synthetic group of the
same 8ize. However, the IE group generated 417 more actions that the
synthetic group, but only 15% of this 41% gain were unique actions, Thus
about two thirds of the gain in the number of acts generated represented
minor elaborations of the ideas of the other member of the IE group, and
these elaborations did not yield higher utility actioms.

In summary, the information exchange that interacting groups can
exploit does seem to have a small positive effect. This gain, however, 1is
swvamped by other negative social effects that occur in a interacting group.

6.2




Furthermore, the actions that are generated by information exchange tend to
. be minor elaborations of the actions that have already been generated. It
.- - appears that the the suggestion of Osborn (1957) that "the average person
o can think up twice as many ideas when working vith a group than vhen
o working alone" (pp. 2283-229) is wildly optimisti.. In fact, our interacting
groups performed 41% less effectively than IE groups of the same size and
no better than individuals working alone. Qur research shows that one
- popular justification for working in interacting groups, that of
« information exchange, does not result in sufficiently large differences to
. justify working in interacting groups with the types of problems we
{- studied, However, we found that the use of synthetic groups is very
B . effective in improving act generation performance. The "Delphi technique"
. (Lindstone & Turoff, 1975) is one such method of exploiting the gains in
L information in a group, while reducing negative social factors.

Schemata, frames, and inferemces in hypothesis, act and outcome gemeration.

Schemata in hypothesis generation. One informal observation that we
< made in several hypothesis generation studies was that our subjects

D appeared to be blind to certain classes of hypotheses. When asked to
~s generate hypotheses, subjects sometimes genérated hypotheses that seemed to
N be based on an implicit interpretation of the data. Other subjects seemed

to adopt different interpretations of the data, and to generate a
correspondingly different set of hypotheses. This observation suggests that
N sometimes interpretations of the data influence the memory retrieval
~r process, thus biasing the subjects toward one type of hypothesis and

NN against another type. This general phenomenon has received some attention

7 in cognitive psychology. The organization of data into a meaningful pattern

taf by making inferences about their meaning is termed a schema in cognitive
literature.

:f? When the hypothesis generator is attempting to add hypotheses to a

jii set of hypotheses that have already been suggested, schemata might be

o expected to play an important role. This situation may occur when the
hypothesis generator "inherits" a decision problem. As scientists we are
constantly faced with inherited hypotheses which may bias our
s interpretation of the data and our generation of new hypotheses. Often
<o . "inherited" hypotheses suggest particular interpretations of the data which
:}f might seem forced in the absence of these hypotheses. In our natural desire

. to obtain closure, we may accept certain interpretations which relate data
to hypotheses. These interpretations may come to represent the data and may
even be encoded in memory in lieu of the data. When we attempt to generate
SN new hypotheses, the schema that organized the data may be used instead of

o the data in searching memory. To the extent that this happens, the
- hypothesis generation process may be ‘biased.

A study (6) was performed to investigate these ideas and to propose

a partial cure fc~ any such tendencies on the part of the hypothesis
™ -generator. In this study subjects were given several ambiguous data which
kﬁn could be interpreted by using several schemata. All subjects were
2O encouraged to generate as many hypotheses consistent with the data as
AN possible. The existence of an "inherited" hypothesis was simulated in some
- conditions by giving the subject one of several hypotheses to evaluate.
These hypotheses were good exemplars of several different schemata that
NN could be used to explain the data. The problems involved generating

o 6.3
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possible hypotheses about an unknown geographical area known as "X". For
example, subjects in one problem were told that one hypothesis that was
consistent with area "X" was a bakery. Available data were that 1) Host
people spend only a short time in area X, 2) Area X contains unusual
smells, and 3) Area X is only open during business hours. Subjects who
"inherited" the "bakery" hypothesis weré more likely to gemerate hypotheses
such as "restaurant,” "fruit stand,” or "flower shep." Other subjects were
given this same problem but "inherited" the hypothesis "dump" rather than
"bakery". These subjects were more likely to geuerate diffetent hypotheses
such as "chemical plant,"” "sewer treatment plant," “public restroom."

The twvo schemata that these two hypotheses suggest are "pleasant” and
"unpleasant" areas, respectively.

As might be expected, subjects used some schema more often than
others. Subjects in the "no hypothesis" condition were more than twice as
likely to generate hypotheses' t®nsistent with the popular schema than the
rare schema. If the hypothesis provided to the subjects suggested a schema
that was popular, then there was teLacively little change in hypothesis
generation performance as compared to the "no hypothesie" subjects. If,
hovever, the schema suggested by the hypothesis was rare, and hence less
likely to occur to the subjetts spontaneously, then there was a dramatic
increase in the number of hypotheses generated that:were consistent with
that schema. There was also a corresponding decrease: in hypotheses

generated that were consistent with the popular schema. These results are
evidence for the biasing effects of schemata. o ‘

We also explored a'sxmple technique for .zeducing this bias. A
second study was run using much the same procedure ‘as the first, except
that the subjects who "inherited" hypotheses were-.asked to generate a
hypothesis which was consistent with the data "for another reason." For the
subjects who successfully generated such a hypothe81s, the bias was
practically eliminated. SO :

. - Py L

Frames or perspectives in act generation. Historians delight in
explaining how battles are lost because the commander on: the.loosing side
had a limited perspective of the situation. Recently, President Galtieri of
Argentina invaded the Faulkland Islaods, and received a homdiliating rebuff
from the British., Galtieri, the historians claim, did.not:properly
anticipate the British reaction to an invasion ofitheir-territory. It is
easy to make these analyses in hindsight (Fischhoff,:1975), but:harder to
show these effects under controlled laboratory cond&£1ons..rg «

od AR 2

One project (14) was explicitly: concerned with the.effect of the
decision maker’s frame (Tversky & Kahneman, 1980) or perspective on act
generation. In this series of two experiments,:subjects were asked to play
the role of either the French government, guerrillas who had invaded the
French Embassy in a hypothetical: South American country and captured French
hostages, or the French hostages themselves. A11 subjects attempted to
generate the actions that the French government would:take to gain the
hostages release, estimated the likelihood of the various French actions,
and the French government 8 pteference for the various actions.

Ovr ptedomxnan£ 1mpress1on was that there was lxttle or no effect

attributable to the decision maker’s perspective. There are two alternative
exp.anations for the lack of a perspective effect. One, of course, has to
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do with the inadequacies of a laboratory simulation to fully capture the
nuances of a real situation. It is entirely possible that perspective
effects might be observed in a real-world setting, or with a different
problem. Alternatively, it may be that perspective only has an effect in
hindsight in explanations of historians (Fischhoff, 1975).

Causal explanation in outcome generation, Our final project in this
general area was an examination of the role of casual explanation in
outcome generation (15). Consider the decision maker who is attempting to
generate actions to reach some goal outcome. As was discussed previously in
Chapters 3 & 5, we assume that the decision maker constructs a scenario
leading to the goal. In this series of studies, we examined the effect that
the construction of this goal-directed scenario has on the generation of
other outcomes that do not lead to the goal. This topic is of considerable
interest because act generation is a goal-directed activity. When a
decision maker constructs a scenario leading to the goal, attention is
- initially focused on the chain of plausible actions and outcomes that lead
to the goal. The construction of the scenario requires that certain
differences in a causal field (Einhorn & Hogarth, 1982) be created.
Therefore, it is possible that the creation of this initial goal-directed
scenario makes it more difficult to construct alternate scenarios leading
to other outcomes involving other causal factors.

For example, consider the entrepreneur vho has invented a new "widget"
in hopes of becoming wealthy. This individual may construct a scenario that
involves forming a company to manufacture and market widgets. Widgets catch
on, and soon every household has one, and the inventor retires to a life of
wealth and leisure. As a matter of fact, most such ventures fail, usually
because the entrepreneur fails to anticipate all the alternate outcomes,
which represent the pitfalls in the plan. Often, the inventor is the only
person wvho really needed a widget, or a compeétitor with more capital steals
the essence of the idea, or the new firm is so undercaptialized that it
fails before a market for widgets can be created. Therefore, the question
of interest is whether the creation of an initial scenario makes it more
difficult to create other alternate scenarios leading to other outcomes.

Our approach to studying this problem involved having subjects
construct an initial scenario leading to one of several specified outcomes.
Subjects were provided with a case history involving a young man who
assumes a small-town Ford dealership upon the death of his father. Subjects
were asked to write a plausible and convincing scenario leading to ome of
four outcomes which we provided. These outcomes involved either the success
or failure of the dealership due to either the personality of the young
man, or the economy. After the subjects had created the designated
scenario, they engaged in a variety of activities that we hoped would
capture any changes that creating the initial scenario might produce.
Specifically, they were asked 1) to make their own judgment as to the
probable outcome for the business, 2) to identify factors that would be
important to its success or failure, 3) to generate at least five alternate
scenarios about the business, 4) to rate these scenarios in terms of
likelihood, 5) rate the importance of experimenter-supplied factors that
might influence success or failure, and finally 6) to make predictions as
to how these factors would turn out in the future.

The results suggested that after subjects have created a scenario

6.5




s R R L S = e ."\T_ T, r“.'_l..‘(j'_tr__v-__. ..?','r"\a:-._-..?.'
LT aY .t At P R R e A TR T S ) <t . . . . PR NN ST N S e R ] i - ]

leading to a specified outcome, the factors that they use as causal factors
in subsequent scenarios are biased in that they tend to focus on the same
factors that were used in the original explanation. The important causal
factors tend to remain the salient explanations in subsequent scenarios.
For example. if their initial scenario was created to explain why the young
man’s personalxty lead to success of the car dealership, subsequent

S scenarios tended to focus on his personality traits, and tended to ignore
Sl economic factors.

Even though the content of subsequent scenarios was biased by the
e initial scenario, the number of 'success and failure scenarios aund the

likelihood estimates for the scenarios remained approximately equal in the
various groups. This result is similar to that obtained by Pennxngton

CRgt (1981) in hindsight and foresight judgments.
Qé? However, even after being forced to generate a number of alternate
-~ -'1

‘scenarios, a debiasing technique used successfully by Slovic and Fischhoff
(1977), our subjects showed différences in their importance weightings of

L various causal factors, and in their predictions as to how these factors
ey would turn out in the future. These results are quite interesting because
'ﬂ\;; they demonstrate how a ‘single causal explanation can actually change what
r o causative factors the subject belleves are important, and their predictions
AN about the future.

o . :
1&5 These results are also important because they demonstrate that the
ﬁ-; very act of creating a scenario causes the outcome generator to organize
AN the world in a certain way, and this organization persists in the creation
jny of other scenarios that might spring from that act.
f. .'_ B
{ The second study in this project examined two possible cognitive
- mechanisms that might account for the results of the first study. One such
- mechanism is selective encoding of information. Possibly subjects who were
;;{? asked to explain why economic factors would lead to the failure of the
ajq dealership only recalled the information consistent with an explanation
e involving an economic failure.

Alternately, it may be that the initial inferences that the subjects
make from the case history to support the first scenario are remembered and
the subject does not explore other, alternate inferences that could be
made. For example if they interpret the young man’s poor academic
performance and frequent changes in major as evidence that he is a "goof-
off" to support a scenario of personal failure, other alternate inferences

that could be made from the same data may be neglected in the generation of
scenarios,

AN
D
)
1)

e ‘e
R A

Our technique for distinguishing between these two alternate
explanations involved using a recall test to determine the extent of

[LAE WS

)
[
.
L
Lo

( selective encoding, and an inference procedure to determine if the groups
o vere making different inferences from the case history. Subjects
fq? constructed an initial scenario as in the previous experiment, then they
::,: took the recall test and made inferences.
T ) .
L . .
i}g The data from the recall test showed that the subjects had a good
7 recollection of the case history, but there was little evidence in favor of
et the selective encoding explanation. However, once the information in the
..;’;‘ .
-.“u.
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case history is used to make inferences supporting the initial scenario,
these inferences persist, and the subjects have difficulty reinterpreting
the information in an unbiased manner.

The results from this project have important implications for decision
analysis. In decision analysis, the client is asked to identify the
possible outcomes that might result from an action. This process is by
necessity a serial process. Our results suggest that the process of
creating the initial outcome for such an analysis may cause certain
inferences to be made and causes certain causal factors to be seen as
relevant. Subsequent outcomes tend to be generated using these inferences
and these causal factors, even though the decision maker would be better

off to explore other possible inferences that could be made in the decision
situation.

Individual differences in predecision processes.

Individual differences in hypothesis generation. We noticed pronounced
individual differences in hypothesis-generation ability among cur subjects.
Some subjects generated more than twice as many hypotheses as a typical
subject, and although the typical subject generated impoverished hypothesis
sets, there was an occasional exception to this rule. For practical reasons
it might be useful to have a simple means of estimating the hypothesis
generation ability of an individual, and the cognitive differcpces between
good and poor hypothesis generators might be enlightening.

Our first study om this topic (5) was fairly traditional. First, we
developed criterion measures of hypothesis generation performance. One
criterion task was an abstract photo-recounaissance task wherve the decision
maker was given a simplified copy of a map from the U. S. Census tract. An
unknown area was marked on the map, and the subjects” task was to generate
as many hypotheses as possible about the identity of this unknown area
using the map and several additional items of information. The criterion

hypothesis generation score which was finally developed defended on both

the quantity and quality of the bypotheses that the suhject generated. Our
choice of predictor variables was guided by several considerations. First,
the divergent thinking involved in hypothesis generatior seewed to be
similar to the divergent thinking used in some creative sctivities. We
surveyed this literature and identified several tests that werc desigoed to

measure divergent thinking and creativity. These tests were the Alternate

Uses test, the Remote Associations test, and a subtest of the AC test of
Creative Ability which we called "Possible Reasons". fecond, other tests
wvere included to measure such factors as inductive ressoning, and the
ability to use the information provided by the tasks.

Alternate Uses was found to be by far the best predictor of
hypothesis generation performance (r=.27), but nome of the rredictors
accounted for much of the variance in this ability.

In the second study of this series (5), we took steps to increase
the reliability of the criterion measure of hypothesis generation. The
Alternate Uses test was retained, and the other teets of creative problem
solving were dropped. Tests of general academic achieverent' (the ACT), and
intellectual ability (the Information scale of the WALS) were added to the
battery of predictors. Several different versions of Alternate Uses were
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‘also developed to measure possible cognitive skills that might be involved

in hypothesis generation.

Our modifications of the Alternate Uses test were based on the
following argument. The Alternate Uses test involves generating alternate
uses for common household items, such as a coat hanger. Subjects are
instructed to generate as many possible uses for a coat hanger as possible.
Many of the possible uses for a coat hanger involve using a different
schema than "a device for storing clothing in a closet". A coat hanger has
many attributes which can be exploited in various ways. It is metal, it
conducts electricity, it is ductile, it is long and thin, it is fairly
rigid, it doesn’t burn at household temperatures, etc. The implicit
properties of this object could be used as retrieval cues to search memory,
Various combinations of these attributes suggest different schemata such as
"a device to open a car door" (long, thin, rigid, and ductile), or
"marshmallow roaster" (long, thin, rigid and fire resistant). Therefore, a
subject who performs well at this task might first analyze an object to
determine implicit dimensions or attributes and then use various
combinations of these dimensions as retrieval cues for alternate uses.
Performance in the Alternate Uses task and in hypothesis gemeration might
have two components, the retrieval of the implicit dimensions and the use

of this implicit information to retrieve uses or hypotheses, depending on
the task. ‘

We modified the Alternative Uses test to create two new versions of
the test to use in addition to the original version, One of the new
versions measured the subjects” ability to retrieve the attributes of the
household objects that might be useful retrieval cues, and a second version
measured the subjects” ability to generate uses when these attributes or
dimensions were explicitly provided by the experimenter.

There were several interesting results from this experiment. First,
as has been found in every study dealing with this topic, hypothesis
generation of the average subject was impoverished. The mean hypothesis
generation score for subjects was about 3 "good" hypotheses per problem,
while the lower-bound estimate of the maximum number of logically possible
hypotheses was approximately 26 "good" hypotheses and 43 "fair" hypotheses
per problem. Second, the correlation between the Alternate Uses test and
the criterion measure of hypothesis generation was .51, a considerable gain
in predictive power over the previous experiment. This correlation could
undoubtedly be increased by item-selection and other methods of test
refinement. Such further development could perhaps convert the alternate
uses test from a research tool to a useful predictor of hypothesis
generation performance. Third, achievement and general intelligence were
shown to be only weakly related to hypothesis generation performance.

Both of the proposed components of hypothesis generation
performance were shown to be jmportant. The "retrieval of implicit
attributes" component and the "retrieval of hypotheses from attributes"
component were significantly related to hypothesis generation performance.
An analysis of variance was performed on these data which showed that these
two components are additive, uncorrelated factors. Subjects who scored
below the median on both components generated, on the average, 2.15 "good"
hypotheses per problem while subjects who scored above the median on both
of these components generated, on the average, 3.6 "good" hypotheses per

6.8
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s problem, 67% better. This study, therefore, has identified two cognitive
»;:f skills that appear to be important in hypothesis generation.
2 Individual differences in act gemeration. Large individual differences
e vere also found in act generation performance. In fact, they were so large
{ as to be the bane of our existence, and much of our effort was devoted to
. developing experimental procedures and manipulations that were robust
Y enough to survive the error variance that these individual differences
:t. created. In our many act generation studies, for example, the worst subject
- typically generated two or three zctions, while the best subject typically
- generated more than 30.
3 However, one project (17), designed to explore expert act gemeration,
‘:} is the best example of the extreme impact that individual differences can
e have on act generation performance. Our initial goal vas to examine expert
N act generation performance. Hovever, as will be expieined below, we ran
R into extreme individual differences in the course of the project, so
~ extreme that we could really say little about expertise in act generation,
o but considerable about the effects of individual differences. For this
35N reason, we discuss this project under the heading of individual
{J differences, even though we have a section on expertise that immediately
:fj follows this section.
- Our original goal was to study expertise in act generation using
N subject-matter experts. The experts and task that we chose for this purpose
i{ were graduate students at the University of Oklahoma, and the task involved
f: generating all possible actions to improve the recruitment and retention of
- high-quality and motivated graduate students into the experimental
:'N psychology program. Graduate students generated actions in several
J sessions, and spent approximately five hours each in the experiment
N generating actions and making utility estimates over a period of at least a
X veek,
'L: The results were a surprise in the light of our earlier investigations
- on expertise in hypothesis generation. In the hypothesis generation studies
o we had used tasks that both experts and non-experts could perform, and we
-~ found that both experts and non-experts displayed similar impoverished
‘. hypothesis generation. (See the next section for a more complete discussion
j- of these results.) The graduate student experts, howvever, did remarkably
N well, 8o well in fact that their act generation performance left little to
\ be desired! Graduate students typically generated three to four times as
v many actions as the typical undergraduate, and these actions were of higher
S quality. Figure 6.1 shows the performance of the graduate students in the
I: upper two panels, and typical undergraduate performance in the lower two
. panels. Shown are the "limbs"™ and "limbs and branches" cumulative
}: performance scores described in chapter V. Although there are a number of
vt differences between the upper two panels and the lower panels such as the
y . nature of the problem, an informal comparison reveals the large difference
DL in performance.
o
»

He were suspicious of an expertise interpretation of this result
because our previous research on hypothesis generation suggested that both
experts and non-experts have similar cognitive deficiencies and because act
generation and hypothesis generation are so similar. Furthermore, we had
not used a non-expert group for purposes of comparison because the task
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chosen seemed to require more subject-matter expertise than any
undergraduate possesses.

Consequently, we decided to perform a second study as check on the
first study. Ve reasoned that if the effect in the first study was due to
expertise, and if we used a task where our graduate students were not
expert, we should see little difference between them and undergraduates.
The task we chose was the "Living" problem used previously, and the
graduate students used in the previous study and a group of urdergraduates
performed this task under the conditions that we had used in our earlier
experiments.

We were also interested in exploring an alternate explanation for
these results. Graduate students are at the tip of the selection pyramid as
compared to undergraduates. A graduate student has survived four more
selection processes than the typical undergraduate. Graduate students have
graduated from college, self-selected themselves in terms of applying to
graduate school, been selected into graduate school, and all but ome of the
graduate student subjects had been admitted into candidacy for the Ph.D.
program. One of the informal criteria used in the last three of these
selections is creativity and divergent thinking ability. Therefore, we were
interested in whether the good performance of the graduate students could
be due superior divergent thinking ability, and administered the "Alternate
Uses" test described above to both groups of subjects.

The results supported the divergent thinking explanation. First,
graduate students scored nearly twice as high as undergraduates on the
"Alternate Uses" test, and act generation performance correlated .43 (limb
and branch scores) and .49 (limb scores) with this test. Second, there was
almost no overlap in the two groups. The average graduate student generated
5.0 limbs (out of six), while the average undergraduate generated omly 3.2,
Only four undergraduates exceeded the performance of the worst graduate
student on this measure. Branch pertformance was similar.

Figure 6.2 shows the performance scores of the graduate and the
undergraduate students. Notice that the graduate students perform in a
highly similar manner on a problem on which they are expert (figure 6.1)
and on a problem on which they are not expert. The undergraduates show
typical impoverished performance.

We also investigated other alternative explanations for this effect.
Perhaps, for example, the graduate students were more expert on the Living
Problem because of their greater age and experience. If this is the case,
then age should be correlated with performance on this problem. Using a
large sample of subjects from a previous experiment, ve found that the
correlation of age with performance on the Living Problem was -.05.

It appears that selecting subjects in terms of divergent thinking
ability, which we inadvertently did in this project, has a profound effect
on their performance. This was the first occasion in which we used subjects
of the highest intellectual abilities, and the gain in performance is the
largest we observed in any of our studies.

This project both validates and qualifies our earlier conclusions. In
terms of validation, the good performance of the graduate students in
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N general, and the performance of the best graduate student in particular,
j}j suggests that our lover-bound estimate of performance is reasonable and
:j& that this estimate is not artifactually too high. In'the absence of this
- result our critics could easily make this claim, even though they would not
fa care to so if they inspected the raw data.
{
"o We should qualify our conclusion that act generators, like hypothesis
v generators, are impoverished. The exceptional individual, individuals in
:;;: perhaps the upper few percent of the population, do not show impoverished
N behavior. They do remarkably well. However, they are not the typical
S individual. Our college student subjects are somewhat superior to but
. . closer to the general population. Their typical behavior we believe is
o impoverished.
n: s
e Generalizing to expert populatioms.
{.:1\
% Expert hypothesis generation. lost of our studies employed
populations of college students, and the generality of results obtained
Y with college studeants has been questioned. We deliberately included groups
,S of expert subjects in two studies (4, 7) as a check on the yenerality of
:5: our results obtained with college students. We were interested in
LN determining if experts also generated impoverished hypothesis sets and made
AN excessive plausibility estimates. Our purpose was not to show that
- expertise has no influence on hypothesis gcmeration. In fact, the
-?}t hypothesis generation tasks used were carefully chosen so that they cculd
R be performed by both college students and expert subjects. Other tasks,
;;{: requiring the specialized knowledge of an expert, could not be performed by
o college students, and so were not considered as candidate tasks for these
N experiments.
Y Our initial bias was that expert subjects would show considerably
ORON different performance than non-experts. linch to cur surprise, the experts
R0 we studied vere quite similar to non-experts in the two performarces in
O which we had the most interest. In the protocecl analysis study (7), expert
=~ mechanics generated almost exactly the same number of hypotheses as non-
' experts, and both groups generated impoverished hypecthesis sets. The
'5f quality of hypothesis sets generatec by the experts coulé not be compared
.ﬁ} to that of non-experts due to task limitations, but both groups displayed
“:j similar excessive plausibility estimates.
o,
)
N4 Another study (4) was performed which involved expert curriculum
s advisor subjects. This study will be described in more detail in the next
}i; chapter, but the same general conclusions can be reached from this study.
AN The results suggest that observed deficiencies in hvpothesis geyeration can
AN be generalized to experts. Ve do not claim that expertise is unimpcrtant in
o hypothesis generation. We do believe, however, that even experts will
o generate impoverished hypothesis sets and will evaluate these sets as being
=S more exhaustive than they really are.
2K
lj- It is important to realize that both cf the expert populations studied
O above had occupations where there is little selection in terms of divergent
3$~ thinking ability. It does not scem likely that selection as an auto
SO mechanic or as a curriculum advisor has much to dc with divergent thinking
I ability. This may be the reason why we found little difference tetween
e expert and non-expert performance. It is also poasible, although we have no
J;ﬁ
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evidence whatsoever for it, that much of the so-called "expertise" effect
is really an "intellectual abilities" effect, as most experts are selected
for training on the basis of their intellectual abilities. These questions
avait further research.
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CHAPTER 7. IMPROVING PREDECISION PERFORMANCE

The primary goal of our research was not to find ways of improving
predecision performance. However, two projects were devoted specifically to

this topic, and this chapter mentions a number of other studies relevant to
this topic.

An srtificial memory aid for hypothesis gemeration.

Our research suggests that many of the deficiencies in hypothesis
generation can be traced to difficulties in the hypothesis retrieval
. process from memory. The aiding study (4) employed an artificial memory to
aid hypothesis retrieval. Hypotheses retrieved from the artificial memory
were displayed to the subjects, and they could add these hypotheses to the
set of hypotheses that they had generated if they wished. The artificial
memory supplemented those hypotheses that the subjects were able to
retrieve from memory, and exploited the differences between retrieval and
recognition in memory, The basic philosophy behind the aid is that subjects
may not be able to retrieve a plausible hypothesis from memory, but may be
able to recognize that it is a plausible hypothesis. Thus the aid is
designed to supplement the memory rettieval process.

We do not intend that this aid be implemented in its present form. The
purpose of the investigation was S1mp1y to see if such an aid was feasible
in certain llmxted situations.

rhe artificial memory. Hypothesis generators have used artificial
memories of various sorts to aid hypothesis generation. The reference books
of a doctor, or the maintenance manuals of a mechanic or an electronics
technician are examples of artificial memory aids. These aids are primarily
useful in routine situations were common problems are to be solved. They do
not usually suggest hypotheses for rare complexes of symptoms or data.
Hevertheless, these artificial memories are so useful that they are often
consulted, and we often deplore their lack in ptoblem-solvxng situations.
Generally, the information contained in these reference books comes from an
authoritative source, and this information is so difficult to collect and
collate that it usually exists only for commonly engq@ntered situations.

The problem: of constructing an aid to hypothesis retrieval for
situations that lack authoritative reference materials is interesting.
Consulting an expert would be a possible sclution, but we suspect that even
experts retrieve incomplete hypothesis sets. Several experts might jointly
create a more complete hypothesis set if their hypotheses were pooled; this
is one reason why doctors often use consultants when making difficult
diagnoses. One effective way to achieve more complete hypothesis sets is to
pool the hypothesis sets of iudividuals, as was dome in the group research

(8). '

A difficult problem still remains. The task of creating a pooled
hypothesis set for every possible combination of data or symptoms is
difficult or impossible for diagnostic situations where many data are
possible, For example, if there are N data possible, and if a simplifying
assumption is made that these data are not mutually exclusive, then the
possible number of data complexes is ZN-I, potentially a large set.
Therefore iL is impossible in many situations to convene a panel of
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experts, and ask them to evaluate every possible data complex that might
occur; there simple may be too many complexes. Perhaps the answer is to use
expert judgment to construct an artificial associative mewory, and then
interrogate this memory to find hypotheses that are logically consistent
wvith any complex of symptoms or data.

We constructed such an artificial memory. First we asked subjects
to generate as many hypotheses as possible for each datum. These hypotheses
were pooled across the subjects to create a more-complete hypothesis set
than any individual could generate. This set, with comparable sets for all
other possible data, was stored in a computer. Thus each datum had many
plausible hypotheses associated with it in the computer memory. In use this
memory was queried. The tagging model (1) developed for modeling human
hypothesis retrieval was used to retrieve hypotheses suggested by a complex
of data. Hypotheses were tagged in the artificial memory for each datum in
the complex, and those hypotheses that received more than a criterion
number of tags were retrieved from the artificial memory and displayed to
the hypothesis generator.

An evaluation of the artificial memory. A study (4) vas performed
to evaluate the extent to which this artificial memory aided hypothesis
generation. Subjects were given either one or three courses that a student
had taken and were asked to generate as many plausible hypotheses as
possible. When the subjects finished hypothesis gemeration, they either
started the next problem, or they were shown the results of the search of
the artificial memory. This display consisted of a list of hypotheses that
had been retrieved from the artificial memory, and the subjects were
allowed to add any hypothesis from this list to their hypothesis sets.
There were two groups of subjects. One group were junior or senior students
at the University of Oklahoma. The other group was more expert. This group
consisted of Curriculum Advisors who were employed by the university to
give students advice on course offering and schedule planning. These
individuals are experts in the semse that they are intimately familiar with
the typical courses of study for each major.

Performance was measured by calculating the posterior probability
of the sets of hypotheses that the subjects generated in the aided and
unaided conditions. This probability is the probability that the set of
generated hypotheses contains the "true" hypothesis. Subjects were told to
ignore implausible hypotheses (P< .02), and, for this reason, an optimal
hypothesis generator should have had a hypothesis set that had a
probability 0.906 for the average problem when implausible (P<.02)
hypotheses are excluded from the calculation.

The unaided performance of both groups was impoverished. Non=-
experts had mean hypothesis set probabilities of .477, while experts had
mean probabilities of .506. This difference is statistically reliable, but
experts performed similarly to non-experts, in that both groups generated
impoverished hypothesis sets. These number are directly interpretable. It
will be recalled that these probabilities are the probability that the true
hypothesis is contained in the set of generated hypotheses. An optimal
hypothesis gemerator who generated all hypotheses wvhose posterior
probability was greater than .02 would have a hypothesis set probability of
0.906. Therefore, the hypothesis sets of both experts and non-experts only
contained the correct hypothesis about half the time.
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RN Both groups increased the plausibility of their hypotinesis sets when
N they used the aid, The non-expert’s aided hypothesis sets had a mean
e probability of .57, while the experts mean probability was .603. The
- difference between groups was not reliable, but both groups were aided
T; significantly by the aid. The experts showed an improvement .133, while the
0 non-experts showed an improvement of .185 over their unaided performance.
f:E The aid, therefore, provides a noticeable, but not dramatic, gain in
RSA performance.
N,
':f Perhaps the most interesting result comes from an examination of
. those hypotheses generated by the subjects, and not suggested by the aid.
s The posterior probabilities of these hypotheses totaled less than ,0l, In
e other words, the aid generated nearly all of the hypotheses that subjects
oy wvere capable of gemnerating, and had it been used as the sole source of
N hypotheses it would have been better than an unaided subject, and equal to
’ an aided subject using the aid. The concept of using an artificial memory
{ to aid hypothesis generation was shown to be viable for those situations
o where it seems worthwhile to construct such an aid.
i% As the artificially memory used was one that modeled unaided human
-~ performance, this result is similar to the "bootstrapping" result reported
.fC' by Dawes & Corrigan (1974) in that a model which captures the behavior of a
": decision maker can sometimes exceed the performance of the unaided
o individual. If the artificial memory were to be optimized for aiding
yg: purposes, the aid would probably perform noticeably better.
RN
- Other possibilities for improving hypothesis gemeration performance.
{ Some of the results obtained incidentally during our study of the
S hypothesis generation process might also be usefully employed to improve
g hypothesis generation. These results will only be mentioned briefly here
:{ because they have already been discussed previously in chapters 4 and 6.
1 Group hypothesis gemeration. Our study of group hypothesis
K generation strongly suggests that using a group of several hypothesis
s generators will yield a considerable gain in performance. These results
[ also demonstrated that that social interaction during hypothesis generation
{;i degrades performance; a better course would be to use a synthetic pooling
=\ -

of hypotheses such as that done in the group study (8) and the aiding study

(4). Depending upon the importance of the problem, synthetic groups of
ve varying sizes can be used, and the pooled hypothesis sets of large groups
‘ result in a dramatic improvement in performance (8).

it

&

Debiasing to encourage alterpnate schemata. If the hypothesis
generator is encouraged to try to think of another schema which might
explain the data, the hypothesis sets are less biased by pre-existing

hypotheses (6). This procedure should be routinely employed as it cost
almost nothing to use.

- -’

Debiasing plausibility estimates. Steps which can be taken to

reduce the bias in plausibility estimates are to help the hypothesis

. generator populate the set of unspecified hypotheses (2). Not only does
D this reduce the bias in these estimates, but it might be expected to
vl encourage the hypotheses gemerator to continue to search memory beyond the
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point were such searches normally stop.

Selecting good hypothesis gemerators. Finally, it seems possible to
select good hypothesis generators by means of tests which measure divergent
thinking, and our study on this topic (5) suggests that such paper-and-
pencil tests are effective predictors of hypothesis genmeration performance.

Improving problem analysis and definition in act generation.

One of the characteristics of ill-defined problems (Taylor, 1974) is
that the decision maker often has to analyze the problem before starting
vork on it. We believe that one of the first steps that a decisicn maker
takes in analyzing a problem is to define it. Problem definition involves
the identification of goals, problem constraints, and "operatcrs” or
"control variables" which can transforu the present state into the goal
state (Newell & Simon, 1972). The impoverished act generation performance
of the typical subject may be due to incomplete proiLlew analysis and
definition. For example, subjects in the Parking problem almost always
thought of building more parking spaces, but only 37%4 thought of a way to
use the existing parking space more effectively, and only 23% thought of
carpooling. Data such as these suggests that the typical subject defines
the problem too narrowly, thus limiting the variety of actions that can be
generated. Why don”t subjects think of the obvious?

Our first study in this project (14) exawined why subjects sometimes
did not generate what seemed to us to be obvious solutions to the problem.
We examined two possible explanations. The first explanation is that our
subjects were simply ignorant of parking solutions; what were obvious
solutions to us did not exist in their memories in any form,

The second explanation was that the information necessary to generate
these obvious actions is available in wmewory, but inaccessible to the
subjects because of the way they defined the problem. Perhaps the sutjects
are incapable of generalizing from the problem that they are working on to
other similar problems because thuy did not recognize the similarity of the
Parking problem to these other common problems. For example, one very
effective action that only 1C% of the subjects generated is to paint the
lines of the parking spaces closer together to exploit the change to
smaller cars in the University community. Subjects probably did not have
this solution in memory directly as a solution to the Parking problem.
However, they all must use other versions of this strategy on a frequent
basis to make room for a book on a crowded bookshelf, or to fit another
passenger in a car. Why were they unable to make this inductive leap?

In the first study in this series we investigated the effect of
supplying the subjects with either generic strategies for solvirg the
problem, or specific instances of these generic strategies. We were
interested to see if subjects possess the informaticn to irplerent the
generic strategies if these strategies are suggested to then., We were also
interested to see if subjects could generalize the specific instances of
the generic strategies to credte other, related soluticns which are bsrsed
on the same generic idea.

The subjects generated all the actions that they cculd think of in the
Parking problem. Immediateiy aftcr they said that they could think of
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nothing else, they were given either generic or specific instances of the
same generic cues. Table 6.1 shows the results,

TABLE 6.1
ACT GENERATION PERFORUAKCE IN THE CUEING EXPERILENT

BEFORE GAIN AFTER
CUEING CUEING

LIiIBS GENERATED (6 POSSIBLE)

GENERIC CUES 4.0 1.7

SPECIFIC CUES 3.1 IlS 0.5 P<,01
BRANCHES GEWEKATED (40 POSSIBLE)

GENERIC CUES 8.2 3.4

SPECIFIC CUES 7.2 NS 1.3 P<,01
PERFORKHAIICE SCbRE

GCEHERIC CUES 439.7 172.4

SPECIFIC CUES 397.0 HS 65.2 P<,001

As can be seen in table 6.1, the two groups were approximately equal
in performance prior to cueing. The new solutions generated after cueing
are shown in the right-band column. The generic cue group generated
significantly more limbs, branches, and scored higher in terms of the
performance score discussed in Chapter 5. The generic subjects clearly are
capable of implementing a generic strategy if ‘it is suggested to them, so
the information necessary to generate more solutions is available in some
form if they are given the kernel of the idea. When we said, in effect,
"Can you think of a way to get more parking without building more parking
spaces?", the subjects could think of a solution such as painting the lines
in a parking lot closer together.

Notice the striking irability of the subjects given specific instances
of these same generic cues to generalize these cues and discover the kernel
of the cue and exploit it. When we said, in effect, "Can you think of a
similar solution to painting the lines closer together in the parking
lots?", most subjects could not think of redesigning the lot to increase
the number of cars that can be parked, or segregating cars in the lots
according to size. lost of the actions generated by the specific cued

subjects involved minor embellishments of the specific cues, which did not
increase their scores.

These results were obtained just a few minutes after the subjects
claimed that they could think of nothing else. They demonstrate that at
least some of the earlier failures to generate the "obvious" are due to the
subject”s inability to access information when it is stored as solutions to
other problews. If we "hit them over the head" with a generic cue, they
were usually able to generate an instance of it, but they usually were

unable to extract the kernel of a specific cue and use it to generate other
related ideas,

The second study in this series explored the "incubation effect" (Gick
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& Holyoak, 1979). Subjects were asked to come back a week later for
"another experiment" when they had completed the Parking problem. When they
returned, they resumed work on the Parking problem. A weeks "incubation"
did improve performance, but most of the gain was due to elaboration of
ideas generated in the first session. Host of the actions generated vere
nev branches on the limbs discovered in the first session; the average
subject generated 0.9 new limbs in the second session. Apparently the
passage of a week does not cause a noticeable redefinition of the problem.

The pattern of results obtained is consistent with the notion that
subjects do not perform an exhaustive analysis of the problem leading to a
complete problem definition. To the extent that the problem is incompletely
defined, subjects may lack the "generic" cues that will aid them in
generating a wide variety of actionms.

The third study in this series explored the effects of training in
problem analysis and definition on act generation performance. Subjects in
an organizational training group were given brief training in strategies to
analyze shortage problems (the Parking problem is a shortage problem), and
exercised these strategies by working on a shortage problem involving
starvation in India. Then they were invited to use these same strategies to
analyze the actions that they had previously generated in a previous
session. Two other groups were used. One group spent a comparable amount of
time memorizing actions generated in a previous session, and the third
control group was simply asked to return for another session, and on their
arrival immediately started working on the Parking problem.

Both the organizational training group and the "memorization" group
pertormed significantly better than the control group, as shown in table
6.2. The training group generated approximately twice as many new limbs as
did the control, but the difference between the training group and the
nemorization group was not statistically reliable.

TABLE 6.2
LAJOR CATEGOKIES GENERATED IN EXPERIHEKT 2
(SIX CATEGORIES ARE POSSIBLE)

DAY 1 : DAY 2 GAIN
ORGANIZATIONAL TRAIHINGn 4,0 1.5 —-|
MEMORIZATION CONTROL 4.0 1.0--—-:-Ns--: P<.05
CONTROL 3.7 L e --:

However, when we examined the frequencies of generating various
categories of actions, we found that the organization group was
significantly better than the memorization group as shown in table 6.3. As
can be seen from inspecting this table, the control subjects spent most of
tneir time "dreaming up" more variations of ideas they had generated in
session 1, concentrating on alternate transportation, and diffe :nt places
to plant parking lots. However, subjects trained in problem analysis and
organization tended to generate more actions to use the present parking
space more effectively, reducing the number of people who want to park, and
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SN '_6arious indirect strategies for solving the problem. Therefore, our
oy training was effective in getting the subjects to analyze the problen more
il completely.
SN2 TABLE 6.3
{ SESSION 2 FREQUEKCIES OF GENERATING ACTIONS IR SELECTED CATEGORIES
‘:\ -‘

:.:-:.: HAJOR CATEGORY ORGANIZATION  MEMORIZATION CONTROL

o

¥ ::: ALTERNATE FORMS OF TRANSPORTATION 37 29 72
7 BUILD MORE PARKING 34 52 58

1 . USE EXISTING PARKING MORE

EFFECTIVELY 15 16 10

.:-:.'; REDUCE KRUMBER OF PEOPLE (HO

~-h PARK 43 26 20

N INDIRECT STRATEGIES 17 10 3

. .

(ORGANIZATIONAL GROUP SIG. DIFF. FROI lEMOLIZATION GROUP P<.001)

3 .
x:}} When considering the three studies in this project as a whole, we get
F e the impression that our subjects have the ingredients to bake a cake, but
. no recipe. Training in problem analysis and organization improves the
s accessibility of possible solutions to the problem. Subjects do possess the
:\? information to create instances of gemeric strategies, but apparently do
o not discover all of the generic strategies in the absence of training.
o Their ability to exploit past experience seems to be limited by their
I difficulty in extracting the generic kernels from other, related ideas.
0 Other ways of increasing act generation performance.
'"E: Synthetic groups. As previously discussed in Chapter 6, pooling the
S responses of several act generators is a very effective way of getting a
:{{ more complete set of possible actions for decision making. It is of the
- utmost importance, however, that these groups not be allowed to interact

il socially during the actual act generation, as socially interacting groups
"y are little or no better than a single individual. Information exchange such
o as ve used, or that used in the Delphi procedure, may be of benefit, but
‘S}: should not be expected to to produce emormous gains in performance.
. %':\

W Selecting act gemerators on the basis of divergent thinking ability.

Also, as discussed in Chapter 6, selecting act generators on the basis of

. divergent thinking ability is very effective. If individuals can be found
. who excel at this ability, their performance will be several times better
s than the typical, unselected individual.

- Overall recommendation.
[
f{{: Our research on act generation suggests that the typical act genmerator
Ty is impoverished, generating only a small subset of the acts worth
?]} considering. If the importance of the problem warrants it, we suggest
Xy simultaneously using all three techniques that we have discovered lead to
T better act generation. First, we recommend that individuals be selected for

. good divergent thinking ability, the higher the better. Second, these
N individuals should be trained in problem analysis and definition. Third,
:;;
..:::-' 7 . 7
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they should work in small, non-interacting groups, and their ideas pooled.
Although we have not studied these three techniques in use simultaneously,
ve see no reason why they should not be effective in concert. The net
result, we believe, will be marked improvement in performance.
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WS CHAPTER 8. SUMMARY OF WHAT HAS BEEN LEARNED

I\ ’

A

ne Presented belov is a summary of major accomiplishments and conclusions
{ developed in our hypothesis generation contract and our act and outcome
generation contract as an aid to those who wish to get an overview of our
‘. conclusions. As with any compact summary, these conclusions are not
completely qualified, and the reader is referred to the earlier parts of
. this monograph, or even better, to the original technical reports for more
SO complete discussion and qualification., Pertinent technical reports are

. indicated by a number, for example, (18). Following the summary

ARy conclusions, a section is presented which discusses the major conclusion
A from both projects. '

‘i -I

>

A .

2 Hypothesis generation:

K 1. One goal of hypothesis generation is to provide a pool of hypotheses
:::a: that are potential explanations for a set of data. A model for retrieving
.si: hypotheses from memory was constructed that fits the data well. It appears
" that a hypothesis neced not be associated in memory with all data for
o retrieval to take place, nor are hypotheses that are only associated with a
o single datum typically retrieved. It was estinated that hypothesis are
N retrieved from memory if tagged by two or three data (l).

At '

3 2, If hypotheses are retrieved from memory using part of the data, a
PN "consistency check" is performed where the newly retrieved hypothesis is
checked for consistency with any data not used in its retrieval (3).

3. Consistency checking appears to be a rapid, logical checking process
o involving high-speed semantic verification and terminatcs if a hypothesis
[ is found to be logically inconsistent with the data (3).

N 4. Consistency checking results in a number of hypothcses (approximately

' two, in the task used) being rejected as logically:inconsistent before the
o first consistent hypothesis is found and the hypothesis generator is aware
N of some rejected hypotheses (3).

BN

'
:;3-" 5. Hypothesis retrieval from memory seems to be an activstion process where
Aoy many hypotheses are activated for further consideration and evaluvsticn.
s Consistency checking is the first part of the evaluation process which
narrows the set of hypotheses the hypothesis generator considers (3).
r:.‘j 6. Hypotheses that are retrieved and checked for consistency form a pcol of
=Y hypotheses that will be processed further for plausibility if the task
Y warrants it. This pool is quite incomplete, and only contains tte corrcct
- hypothesis about half the time (1, 2, 3, 4, 5, 7, 9).
.';::Z 7. The process of plausibility asgsessment is the process where the decision
:j.:- maker decides if the hypothesis in question is sufficiently plausible tc be
e considered as a candidate explanation for the availsble data. It involves a
3NN judgment of the relative likelihood of the hypothesis in question with

' respect to other hypotheses that have been generated, and also vith respect
- to hypotheses that have not been generated (1, 2).

- . . -a ‘*. " . C .
T *..._.2... R

-




LAl et ARtis g S gL SPNR A A Tl S T DR
e e T e ™ -

0. Subjects have only & very rough idea of which hypotheses in their
hypothesis sets are the most plausible candidates. Their orderings the
hypotheses in terms of likelinvod, or estimates of the likelihood, are only
veakly related to the veridical orcerings or values (1).

9. Subject”s plausibility estimates are excessively certain, sometimes by
as much as a factor of three. This excessive certainty is probably due to
the unavailabiiity of hypotheses that were not generated. This is true for
experimenter-supplied hypotheses, or subject-generated hypotheses (1, 7).

10. The hypothesis generator typically penerated supplemental hypotheses if
new data arrives tnat makes tne existing hypothesis set less plausible. An
increasingly strict, sliding criterion for admission of new hypotheses to
the set seems to be used. New hypotiieses are adnitted mainly if they are
"leading contenders", that is, if they are close competitors with the best
hypotheses that are already iu the set (2, 7).

11. Group hypothesis generatiou is markedly superior to that of individuals
only if the subjects are iu a uwowinal or synthetic group. Socially
interacting subjects are somewhat better than individuals, but quite
inferior to nowinal groups. These conclusions are based on a model that
partitions group perforwance into social and informational components (8).

12, Interpretations are wade of the data used in hypothesis generation, and

these schematic interpretations are sometimes used as retrieval cues rather
than the data themselves (6).

13. An artificial memory can be developed to aid the hypothesis generation
process. The aid investigated used a artificial mewmory based on our model
of hypothesis retrieval process. While aids based on other retrieval
schemes might periorm better, the aid investigated, if used as the sole
source of hypotheses, was as good as the aided subject (4).

14. There were a number of replications of the finding that both expert and
non-expert hypothesis generator seem to suffer from the same cognitive
deficiencies. That is, both groups exhibited impoverished hypothesis sets,

and believed that these gsets were much more complete than they actually
were (See 9 for a suumary.).

15. It is possible to predict hypotnesis generation ability to some extent.
Hypothesis generation ability seems to be related to divergent thinking
ability, and does not appear to bear much relation to inductive reasoning,
achievement, general wmental ability, or episodic mewory. There seems to be
tvo additive components involved in divergemt thinking: the analysis of the
problem into its implicit dimensions, and the retrieval from memory using
these implicit cGimemsions. Subjects who score above the median on both of
these two components do 67% better than subjects who score below the median

(5).
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Act and outcome generation:

16. Act generation is the process of creating possible actions that may
solve a decision problem. Outcome generation is the process of specifying
possible outcomes of actions. Act generation of our typical subjects can
also be described as impoverished; subjects typically generate two or three
ideas worth implementing in situations where there were typically 30 to 40
possible ideas that could be considered (10).

17. A technique for calculating a performance score was developed that
combines both quality and quantity of generated actions. This score is a

v lower-bound estimate of optimal performance, and is useful for measuring
both the breadth and depth of a subject’s performance (10).

18. The generality of conclusions reached using the performance score was
examined by using either experimenter-generated hierarchical
representations of the decision problem, or representations based on
cluster analysis. In addition, the source of the utility estimates used in

the score was examined. The conclusions were similar, irrespective of how
the score was calculated (10).

19. It appears that the limited act generation performance of subjeg;s 1s
not due to lack of motivation. Substantial incentives for good performance

in terms of quality, or quantity did not result in appreciable gains in
performance (12).

20. Subject’s post-experimental estimates of the number of good actions
that existed that they could not think of are about 2.5 to 5.0. This
result, replicated in several studies, suggests that they believe that they

have thought of nearly everything worth considering, when this is far from
the case (12).

21. The subjective representation of the problem space in act generation
problems was studied using multidimensional scaling and cluster analysis.
Subjects apparently did not see the problem studied as a member of a
generic class of shortage problems, but rather in fairly conérete terms,
being concerned with quite specific strategies for solving these problems

(11).

22. Interacting small groups have the possibility of exchanging information
in a synergistic fashion and thereby improving their performance. The
additive model developed previously for small group research in hypothesis
generation was extended to allow estimates of the size of the information
interchange component. Information interchange was found to result in a
6.9% improvement in performance. liost of the "synergism" that occurred was
minor variations of the other person’s ideas; the average utility of acts
was not increased by information e€xchange. Synthetic groups were again
found to be quite superior to interacting groups (13).

23. The decision maker”s "frame" or "perspective" vas not found to have
much of an effect in laboratory simulations. This negative result should be

interpreted with caution, since the simulation may have lacked conditions
necessary for these eifects to occur (14). '

24, The act ot explanation, or creating a causal scenario, causes
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substantial and persistent changes in the way that the decision maker views
a decision problem. The number of success and failure outcomes generated in
an outcome generation task do not depend on the nature of the initial
explanation made, as reported previously. However, the causal factors used
in scenarios, the importance weightings of causal factors, and subject’s
predictions about how these factors would turn out in the future all varied
with the type of initial scenario constructed (15).

)\
-
A

,,_
1)
.
v

7

25. Apparently, the changes in the way a decision maker vieus a problenm
after constructing am initial scenario is due at least in part to imitial
inferences that the subjects make from the case history. These changes do
not seem to depend on selective encoding of the case history. The
inferences which were used to support the initial explanation apparently
persist and ccutinue to be used in constructing alternate causal scenarios
leading to different outcomes (15).

26. Divergent thinking ability apparently plays an important role in act
generation as well as in hypothesis generation. In a study of expertise in
act gemeration, it was found that graduate student "experts" displayed
excellent act generation performance, quite unlike that of an unselected
subject. A second experiment was performed where the expertise of the
graduate students should have been irrelevant, and the graduate students
continued to show the same fine performance. As the graduate students
scored about twice as high as undergraduates on measurements of divergent
thinking, these results demonstrate the importance of divergent thinking
ability in act generation, and suggest that the result in the initial study
was probably due superior divergent thinking ability. Clearly, the earlier
conclusion regarding impoverished act generation ability should be

%ualified with regard to individuals who are excellent divergent thinkers
17). '

27. Subjects can usually implement a generic strategy if they are cued with
the kernel idea. However, if they are cued with a specific instance of
that generic strategy, they are only rarely able to discover the generic
strategy and generate other, related acts based on that strategy (16).

28. The "incubation effect" is observed if a problem is set aside for a
period of time, and then work is continued. Such a passage of time
apparently does not cause subjects to reanalyze the problem again. Host
acts generated after a one-week rest were minor variations of the same

generic ideas. Subjects rarely rethink the problem when resuming work om it
(16). :

29. Training in problem analysis and definition helps subjects generate a :
wider variety of actions, particularly those involving indirect strategies

for solving the problem. This effect apparemtly occurs because they use a

broader and more general problem definition (16).

30. A number of suggestions were made for improving predecision generation
performance of hypotheses, acts and outcomes. In our opinion, the most
effective way of improving performance in this area would be to do all of
the following simultaneously: 1) Select generators who have excellent
divergent thinking ability, 2). Train them in problem analysis and
definition, and 3) have them geuerate acts or hypotheses in snall, non-
interacting groups (19). .
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o The “Fat and Happy™ Hypothesis and Act Gemerator.

1f we single out the most ihportant conclusion of our research, the
A one with the broadest implications to decision theory, we arrive at the
{ following conclusion:

"

; Bypothesxs generatxon._Ong major conclusion supported by this
- research is that sets of hypotheses generated by our subjects were
. impoverished, but subjects estimated that these sets were more complete

than they actually were, Similar results have been obtained using a wide
variety of tasks, several experimental strategies, and several response

‘{: modes. Although some variables do effect estimates of the extent of
- bypothesis generation deficiencies, we have found no exceptions to the
N general conclusions that subjects generate impoverished hypothesis sets and

overestimate their completeness.

During this pProject we have employed a variety of hypothesis
;: generation tasks, partially to determine if our results were task-specific.
. We employed tasks where subjects generated hypotheses about the majors of
undergraduates, occupations of skilled workmen, and identities of States of
. the Union (1, 2, 4, 9). Other tasks involved generating the identity of
b animals (3), and defects in an automobile (7). Two experiments used
problems where the object was to generate hypotheses about an unknown
< geographical area (5, 6). In all of those experiments where a measure of
- hypothesis generation petformance was obtained, subJects generated
- impoverished hypothesxs sets, In all of those experlments where
o plausibility estimates were obtained, subjects were excessive in their
A assessments of the completeness of thexr hypothesis sets.

- The same general conclusions that were reached using college
- students seem to be justified for expert subjects (4, 7). Although this
. variable was investigated in only two studies, the results suggest that
. experts and non-experts have similar difficulties.

In ome study, it was shown that plausibility estimates were
excessive irrespective of whether the subjects were judging hypothesis sets
that they had generated or hypothesis sets supplied by the experimenter. In
this same study, it was shown that the plausibility estimation measurement

technique used in many of these studies produced much the same results as
probability estimation.
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Act generation performance. Similar conclusions were reached for act
generation process. Although only two tasks were used because of the
extensive effort necessary to develop performance measures, a replicable
pattern of results was found in 5 studies (10, 12, 13, 16, 17). Subjects
usually could generate two or three actions which were good candidates for
possible adoption in situations where there were twenty or thirty actions
that could be considered. This effect does not appear to be due to lack of
incentive, an emphasis on quality or quantity, the source of the
hierarchical structure, or the utility estimates used in the analysis.
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Also, as in hypothesis generation, subjects believed that their set of
: actions were much more complete that it actually was. They believed that
.- ".-:: 2.5 to 5 good ideas still remained to be generated, wvhen in fact there vere
about 20 to 30 actions that could have been considered.
{
5N The only exception we've encountered in regard to this general picture
.'-:t\ is the performance of the exceptxonally good divergent thinker. These
:-\3_:: individuals are rarely found, being in the upper few percent of the general
’:,'_‘.: population in regard to this ability, but their performance approaches
~s optimal performance (17).
3
O These results, taken as a whole, present a rather unflattering
.- picture of the hypothesis or act generator. Hypothesis or act generators
;"‘_ may feel "fat and happy"” about the completeness of their hypothesis or act
sets, when the available data about their performance suggests that they
should feel "thin and worried.” Generated hypothesis sets lack important
hypotheses and generated act sets lack important actions, yet when these
.. sets are evaluated, the hypothesis or act generator feels that they are
RS more complete that they really are,
A5
}{:: Our data suggests that the explanation for the "fat and happy"
AL syndrome lies in deficiencies in the memory search process. The subJects
A inability to access all plausible hypotheses or all effective actions
N available in memory seems to be the underlying cause of both poor
N generation and the feeling that these sets are almost complete. The paradox
:%f:f;j is that these results suggest that hypothesis and act generators may be
j:*-:.: unavare of their deficiencies because the difficulty in retrieving
hypotheses and acts from mewory also affects the evaluative process where
R they assess the completenags of their performance.
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CHAPTER 9. RECOMMENDATIONS FOR FURTHER RESEARCH IN PREDECISIOR

It probably would be counter-productive to make an encyclopedic list
of recommendations for research for projects as large as those described in
this monograph. Each study we performed raised more questions tham it
ansvered. Some of these questions are discussed in the individual technical
reports. Only the most genmeral recommendations are presented in this
A chapter. .

The desirability of more research in predecision processes.

. Given the advanced state of the art in decision theory, and these
preliminary results in hypothesis, act, and outcome gemeration, we believe
“ that the investigation of predecision processes should receive a priority
. equal to, or perhaps greater, than that of traditiomal decision theory. We
: believe this because it appears that more improvement in decision making
can result from an improved understanding of predecision processes than
from an equal expenditure on further refinement of the optimization
. techniques of traditional decision theory. Decision theory as a topic has
- received hundreds, or perhaps thousands of experimenter years of
- investigation. We have spent only six, yet our results suggest that the
- problem structuring of decision makers is so incomplete that it seems
rather pointless to spend furtber effort developing optimization techniques
for what may well be incomplete models until predecision problem
" structuring is better understood.

::j Based on our research findings, we have three primary recommendations,
G each of which is discussed below.

¢ First, we suggest that other experimenters, preferably those who are
5 skeptical about our general conclusions and findings, be invited to confirm
- or disconfirm our wajor results and conclusions with other tasks and in
3 other contexts. While we have had the advantage of examining the raw deta
in many similar studies, we will be the first to acknowledge that it is
possible that we may possess some of the biases that we accuse our subjects
of having. Results obtained in a single laboratory are unlikely to make a
major impact on the decision theory field until they are independently
confirmed. While this process has started, as witnessed, for example, by

the work of Pitz, et al. (1980) and Thompson (1983), it should be
accelerated.

2.
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Second, our efforts have only scratched the surface of a topic which
ve believe will grow to be as large as the decision theory topic. Most of
our research has been devoted to hypothesis and act genmeration, with
relatively little attention being paid to outcome generation. Although we
are quite proud of what we have accomplished in this area, it is at best a
- beginning. Much of our effort was devoted to developing new experimental
N paradigms and meacurement techniques, and bhopefully research that builds on
our work will be more straightforward, and involve fewer false starts. We
= do not believe that our results are definitive on any of the topics that we
- investigated, and feel that this area of research is wide open and waiting
e for conquest.

[Ny
‘e 't

Third, there are important predecision topics that have received !
relatively little or no attention. For example, our tentative theory of




.g; problem detection was included in this monograph with some fear and
ot trepidation because we have done no empirical research on this topic, and
VL are unavare of any other research done in this area from a decision-making
"t‘ perspective. We included this theory for the sake of completeness as it
:?:. clearly is one of the most important of the predecision topics (cf. Corbin,
[ 1980). We could have included a chapter on problem analysis and definitionm,
o another unexplored area. Howvever, our thinking on this topic is little
advanced from that described in our single study om this topic (16).
Research on both problem detection and on problem analysis and defimitiom
will be our next several topics for research,
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N 11. TECHNICAL REPORTS WITH ABSTRACTS
-;; The hypothesis generation contract (N0O0O14~77-C-0615):
e l. Gettys, C., Fisher, S., and liehle, T. Hypothesis generation and

Plausibility assessment (Tech. Rep. TR 15-10-78). HNorman, Ok.:
University of Oklahoma, Decision Processes Laboratory, July 1979,

. A hypothesis generation model is described which consists of two
subprocesses. Hypotheses are retrieved from memory using several data as

X retrieval cues in the hypothesis retrieval sub-process. These hypotheses
\‘ are then evaluated by a plausibility assessment sub-process. Two
K experiments are described. A memory retrieval experiment examined

N ‘nypothesis retrieval from memory using multiple data. A memory-tagging

model is described which predicts the probability of multi-data hypothesis
retrieval. Performance 1n this task was poor; subJects rarely generdted an
A adequate hypothesis set. A second plausibility assessment experiment was

v 3

:: performed where subjects estimated the plausibility of specified hypotheses
:q' using varying amounts of data. Plaus1b111ty assessments for specified
;j hypotheses were usually extreme in comparison to the posterior odds
- calculated by Bayes™ theorem. This recult was also attributed to
e deficiencies in hypothesis retrieval from memory.
gﬁ
O 2, Mehle, T., Gettys, C., ilanning, C., Baca, S., and Fisher, S. The
ﬁ} availability explanation of excessive plausibility assessments (Tech.
;' Rep. TR 306-7-79). Norman, Ok.: University of Oklahoma, Decisiomn
{ Processes Laboratory, July 1979.
i: The assessment of hypotheses in hypothesis generation involves a
ol comparison between those hypotheses that have been generated (specified)
- and those that are not generated (unspecified). This study investigated the
- "availabilicy explanation" (Tversky and Kahneman, 1973) for subjects”
overconfidence in estimating the probability of specified hypotheses. The
< conjecture is that subjects have difficulty retrieving unspecified
o hypotheses; a complete set of candidate unspecified hypotheses is
;q unavailable during assessment. Therefore, the underpopulated set of
. unspecified hypotheses is regarded as less probable and the specified set
N is regarded as more probable. A control group in this study replicated
. previous findings of overconfidence for specified hypotheses. Two
(S manipulations to increase the availability of unspecified hypotheses were
f“i investigated. One manipulation involved explicitly requesting subjects to
A% populate the unspecified set. The other manipulation consisted of computer
‘*/ presentation of candidate uunspecified hypotheses., Although in a normative
- sense, neither manipulation should have affected judgments, results
1. indicated that assessment overcoufidence for both experimental groups was
o reduced, These results support our conjecture that the availabiiity
it heuristic is at least partially responsible for subjects” e.cer.fve
::{ behavior in evaluating specified hypotheses.
o
M
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3. Fisher, S., Gettys, C., lanning, C., Hehle, T., and Baca, S. Consistency
checking in hypothesis generation (Tech. Rep. 29~7-79). Horman, Ok.:
University of Oklahoma, Decision Processes Laboratory, July 1979,

Three experiments were performed to provide evidence that the
generation of hypotheses in response to multiple data may involve two
different cognitive processes. First, a candidate hypothesis may. be

‘retrieved or activated in memory in response to only part of the available

data. This candidate hypothesis may then be .checked for consistency against
the remaining data. This latter process is called "consistency checking."
Experiment 1 was performed to provide evidence that consistency checking
occurs during hypothesis generation. Subjects were able to recognize
hypotheses which were retrieved during a hypothesis generation problem but
not emitted as hypothesis ‘responses; suggesting that consistency checking
wvas responsible for the rejected hypotheses. Experiment 2 indicated that
the amount of time needed to process an additional datum in a comsistency

~ checking task was less than an estimate of the time needed to process an

additional datum in hypothesis retrieval. The results suggest that
consistency checking is a high~speed verification process rather than a
slower search process. Experiment 3 was performed to provide evidence that
consistency checking is a self-terminating process. Subjects” latencies
depended upon the position of a disconfirming .datum within a data set,
supporting this conjecture. The results generally confirmed the existence
of a high-speed verification process in hypothesis generation and also
suggest that the generation of hypotheses in response to multiple data

. occurs as a result of dual processes.

lkﬁcettys, C., lehle, T., Baca, S., Fisher, S., and Manning, C. A memory

retrieval aid for hypothesis genmeration (Tech. Rep. TR 27-7-79).

Norwan, Ok.:University of Oklahoma, Decision Processes Laboratory,
July 1979,

Hypothesis generation consists of retrieving explanations for data
from memory, and assessing these explanations for plausibility. Previous
research has established that human hypothesis generation performance is
deficient in both hypothesis.  retrieval and assessment. This study
investigates an aid for the hypothesis retrieval process which is based on
a model for hypothesis retrieval developed by Gettys, Fisher, and Hehle
(1978). A computer simulates the human hypothesis retrieval process by
searching an enriched associative memory. which contains the associations of
a number of individuals in the form of lists of hypotheses for each datum.
Uhen the data of a decision problem become known, the appropriate lists are
searched by the computer. illypotheses that are common to most or all of the
lists are suggested to the user, who assesses them for plausibility. An
experiment was performed to determine the utility of the aid for both
expert and non-expert users. The aid produced a substantial gain in
performance for both groups of users, suggesting that further development
of the aid would be worthwhile in decision situations which are repeated
often enough to warrant the creation of an enhanced artificial memory. Also
discussed are several techniques for implementing the aid, and determining
the maximum gain in performance that the aid can produce.
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5. Manning, C., Gettys, C., Nicewander, A., Fisher, S., and llehle, T.

ﬁ: Predicting individual differences in hypothesis generation (Tech.
o Rep. TR 28-7-79). llorman, Ok.: Univeuvsity of Oklahoma, Decision
- Processes Laboratory, July 1979.

Two experiments were performed to determine the extent to which
) individual differences in hypothesis generation could be predicted. In the
o first experiment, several published tests of creativity were used as
NG predictors of hypothesis generation ability. The Alternate Uses test was
the best predictor of hypothesis generation performance. In a second
experiment, measures of achievement, general mental ability, and

. information were included with Alternate Uses as predictors of performance.
- Again Alternate Uses was the best predictor of performance. Several
- variants of the Alternate Uses test were also employed to isolate the
N components of hypothesis generation. It was found that two components were
"3 involved: retrieval of implicit dimensions of the objects and retrieval of

uses when the dimensions are explicitly provided. The latter component was
found to be by far the most important. It was concluded that good
hypothesis generators have skills that enable them to effectively retrieve
o information stored in memory. '

6. Manning, C., and Gettys, C. The effect of a previously-generated

hypothesis on hypothesis generation performance (Tech. Rep. TR 8-5-

- 80). Horman, Ok.: University of Oklahoma, Decision Processes
N Laboratory, August 1980,

. An experiment was performed to determine what effects exposure to a
- previously generated hypothesis would have on subsequent hypothesis
generation. The results showed that hypothesis generation performance is
- relatively unchanged if the previously-generated hypothesis is consistent
- with a salient interpretation of the data. However, if the previously~
X generated hypothesis is consistent with a relatively unusual interpretation
" of the data, then subjects use both the interpretation that is consistent
. with the hypothesis and the more commonly used interpretation as cues to
retrieve hypotheses. In this case, resulting hypothesis sets included more
g varied types of hypotheses. Instructions to consider other interpretations
N of the data also resulted in subjects” generating richer hypothesis sets.

7. Hehle, T. Hypothesis generation in an automobile malfunction inference

task (Tech, Rep. TR 25-2~80). Norman, Ok.: University of Oklahoma,
Decision Processee Laboratory, February 1980.

o Expert and novice subjects generated hypotheses in an automobile
yf troubleshooting inference task. Data collected included subjects” verbal
o protocols during the inference tasks and subjects” estimates of the

probabilities of their generated sets of hypotheses. Analyses indicated
EN that both expert and novice subjects had difficulty generating complete
‘~ sets of hypotheses and were overconfident in their subjective estimates of
oy the probabilities of generated hypotheses.
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8. Casey, J., Mehle, T., and Gettys, C. A partition of group performance

:ﬁf into informational and social couponents in a hypothesis generation
ma task (Tech. Rep. TR 3-3-80) llorman, Ck.: University of Oklahoma,
A Decision Processes Laboratory, August 1980. .

A technique 1s presented for partitioning group performance into two
components: a component due to the increased information possessed by the

;5} group and a cowponent representing the change in performance due to soc%al
:,}j interaction. The hypothesis-generation performance of individuals working
N alone was compared to the performance of interacting groups of four. The
‘A: particular task employed permitted calculations of the veridical

probabilities of generated sets of hypotheses. Analyses of results were
based on a new method, obtained by pooling hypothesis sets from individual
subjects to obtain "synthetic" groups. This method permits direct
comparisons of int=2racting and synthetic groups” hypothesis-generation
performance. Using this method, we found that groups of four subjects were
equivalent to synthetic groups of 1.8 subjects.

Y
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9., Gettys, :C., iianning, C., liehle, T., and Fisher, S. Hypothesis
generation: A final report of three years of research (TR 15-10-80).

Norman, Ok.: University of Oklahoma, Decision Processes Laboratory,
October 1980.

This final report summarizes 14 experiments conducted over a three-
year period. First discussed is a hypothesis generation model and research
which addresses the model. Several major findings were obtained: 1)
Hypothesis retrieval from memory is impoverished. Hypothesis generators are
not able to retrieve all relevant hypotheses from memory that should be
considered in a decision problem. 2) Hypotheses that are retrieved from
memory are first checked for logical consistency with the data, Those
hypotheses that are logically consistent may be assessed further for
plausibility. 3) Hypothesis generators think that collections of hypotheses
which they generated are much more complete than they actually are.

The next section discusses research on hypothesis generation
performance. Topics include protocol analysis, group hypothesis generation,
the biasing effects of schemata, individual differences in hypothesis
generation, and generalizing to expert populations.

A third section is devoted to a survey of research relevant to aiding
the hypothesis generation process. An artificial aid for retrieving
hypotheses from memory is discussed. Also discussed are other ways of
improving hypothesis generation performance.

The general conclusion of this project is that both the failure to
retrieve enough hypotheses from memory and the subjects” belief that these
collections of hypotheses are more complete than they actually are can be
traced to deficiencies in the memory retrieval process.
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The act and outcome gemeration contract (NOOO14-80-C-0639):

10, Gettys, C., lianning, C. & Casey, J. An evaluation of human act
generation performance (TR 15-8-81). Norman, Ok.: University of
Oklahoma, Decision Processes Laboratory, August 1981.

A series of experiments addressed the adequacy of act generation
performance, an important precursor to problem structuring. Each of two
decision problems was studied by a series of three experiments. In the
first experiment, subjects were given a realistic decision problem and were
asked to respond with any act occurring to them. In the second experiment,
the acts suggested were evaluated by different subjects for feasibility. In
a third experiment, additional subjects estimated the utility of the acts
Judged feasible. The act generation performance of subjects was evaluated
using two techniques. First, a decision tree vas generated by the
experimenters by combining the acts suggested by all subjects. The decision
tree generated by each subject was compared with the experimenter-generated
tree. It was found that subjects failed to generate important limbs and
branches of the group decision tree. Second, the quality of the trees
generated by individual subjects was evaluated by an opportunity loss
calculation. This calculation provided an estimate of the potential cost of
failing to generate limbs and branches of the decision tree. The

opportunity loss analysis suggested that the failure to generate a complete
tree could be costly.

11. Manning, C. Describing the representation of decision problems: An
application of multidimensional scaling and cluster analysis (TR 15-

12-81). Rorman, Ok.: University of Oklahoma, Decision Processes
Laboratory, December, 198].

The purpose of this study was to describe the important
representations for an example of a common class of decision problems,
facing a shortage of a commodity. Describing potential problem
representations is important because decision problems are typically ill-
structured (Taylor, 1974), and a decision maker’s representation of a
problem is not obvious to the experimenter. Describing the dimemsions along
which a group of subjects judged the similarity of potential solutions to a
problem should give insight into various ways in which the problem may be
represented. This will provide a basis for additional research on the

processes invelved in the geteration of act solutions and their associated
outcomes,

Multidimensional scaling and cluster aﬁalysis were used to analyze the
similarity of 43 acts suggested to solve the parking problem at Oklahoma
University. In Experiment ], sixty subjects rated the similarity of a set
of randomly chosen act pairs. The similarity judgments were averaged across
subjects and submitted to the ALSCAL procedure of SAS. A three dimensional
solution was identified as most appropriate. In Experiment 2, fifty
subjects rated randomly chosen subsets of the same acts on twelve bipolar
scales which represented potential ways of representing a problem. Three
scales suggested generic strategies for solving the problem. Four scales
suggested problem=—solving strategies specific to the parking problem. One
scale suggested a personal goal which might be fulfilled by employing an
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30N action. Four scales were potential measures of the acts” utility. The scale
e ratings obtained in Experiment 2 were averaged across subjects, then
4h regressed on the three dimensional solution derived from multidimensional
@: scaling to objectively describe the dimensions. The three dimensions were
g found to most closely resemble specific strategies for solving the parking
{ problem. Dimension 1 was identified as "involves alternate forms of
pycRad transportation”. Dimension 2 was identified as "involves rescheduling
r:i; activities" and "changes current priorities". Dimension 3 was identified as
j\,: "requires building new facilities". o :

- : Hierarchical cluster analysis was used to analyze the similarity
3 judgments to examine neighborhoods of acts in the three dimensional space
. to determine whether an alternative interpretation of the relationships
e between acts might be obtained. Seven.clusters were identified. Four
clusters were specific instances of a more general category "increase the

N amount of space available". Another cluster was the category "involves

DA alternate forms of transportation". Two other clusters involved
rescheduling activities and enforcing current parking regulations more
strictly.

The three dimensions derived from multidimensional scaling and the set
of clusters obtained from cluster analysis seem to describe alternative

in strategies for solving the parking problem from which individual decision
- makers might sample when representing the problem. Although in real-world
5 decision problems, the problem space is unstructured, these results suggest
;{5. that a limited number of constructs may sufficiently describe the important
] problem representations decision makers employ to interpret a problem.

e

N . ' :

R 12, Pliske, R., Gettys, F., Hanning, C. & Casey, J. Act generation

performance: the effects of incentive (TR 15-8-82). Norman, OKk.:
University of Oklahoma, Decision Processes Laboratory, August 1982,

A Two experiments explored the generalizability of earlier research
L which indicated that human.act generation performance was impoverished.
\ Subjects were given a realistic decision problem and were asked to generate
g - actions which could be taken to solve the problem. Subjects in two
3\, incgn}ive conditions were offered monetary rewards for generating
A additional actions, Subjects in one condition were rewarded for the sheer
i“a quantity of actions produced and subjects in the other condition were
f revarded for the quality of the actions produced. In a second experiment,
both expert and naive subjects judged the quality of the actions produced
agn by subjects in the first experiment. The results replicate earlier research
) in that most subjects generated relatively few actions and they also failed
R to generate important actions as rated by both expert and naive judges.
There were no significant differences between the performance of subjects

oy in the incentive conditions and subjects in the control condition. Thus,
—-— even when subjects are given substantial monetary incentives to generate
tft additional actions, their act generation performance is impoverished.
MO Differences in the act generation performance of the "quantity" and
?jﬂ "quality" incentive conditions are discussed.




. Py - r - T SETdCAATAE S Rl Al Al gl S~
.. a2t a®a N " MO taTa"a® s M T T T T VT B T T A LA R Yy LR A A - AT AT R .T

—e 13. Casey, J., Gettys, C., Pliske, R. & Mehle, T. A partition of small
N group performance into informational and social components (IR 30-8-
N 82). Norman, Ok.: University of Oklahoma, Decision Processes
N Laboratory, August 1982

{ New theoretical and methodological techniques for partitioning and
- " identifying the sources of performance differences between groups and
e individuals in hypothesis and act gemeration tasks are presented in two
- experiments. Experiment 1 presents a two-component model which separates
.;? group performance into informational and social components. The model
o0 ) proposes that the pooling of information in an interacting group (the
. information component) is mediated by the social factors (e.g., level of
- arousal, cohesiveness, etc.) which are present in a given situation (the
'?f social component). Interacting groups were found to be inferior to nominal
§{ - groups in an hypothesis gemeration task. Thus, in Experiment 1, the social
-{:i component was found to have a negative effect on the information component.
= Experiment 2 further partitions the social component into a social
information component which accounts for the additional informatiom which
5 becomes available as a result of group interaction and a social, non-
- informational component which consists of purely social factors. The social
ol information component estimates the synergistic effect of group interaction
¢ on information retrieval. The social informational component was estimated
L by including a group of subjects who exchanged ideas (information) via
- computers but had no social interaction. The "information exchange" group
o~ vas found to be somewhat superior to a nominal group in an act generation
Q} task, and both of these groups were superior to an interacting group.
v Experiment 2 illustrates that even when the social, non-informational
5;; component has a negative effect on the informational component, the social
e information component may have a positive effect.
A 14, HManning, C. The Role of a Decision MHaker’s Perspective in the
- " Generation and Assessment of, Actions in a Conflict Situation (TR 15~
e 9-82). Norman, Ok.: University of Oklahoma, Decisiomn Processes
i:j Laboratory, September 1982, ' '
">

\ ' Two experiments ﬁete_performed_to assess the influence of perspective
- and information on the generation of actions an opponent might take to

};: resolve a conflict. Both experiments employed a problem in which guerrilla
N forces captured the French embassy in a hypothetical South American country
N and took the personnel hostage. In the first experiment, subjects were
e assigned the perspective of a guerrilla, a hostage, or an advisor to the

President of France. Subjects generated five actions the French government
was most likely to take to resolve the conflict, ranked the actioms, then

= '.\ . . N . . P
:}j provided likelihood estimates and estimates of the French government's
NN preferences for a specified set of actions. llo large differences in
}}: performance resultec from manipulsting perspective. However, some  subtle
A differences were observed. Hostage subjects generated acts more likely to
{; benefit both the guerrillas and the French than subjects in. other
e conditions. All Guerrilla subjects generated at least one military action,
}ﬁp while some subjects jin the other perspective conditions failed to generate
RS any.

.4a

'3: Experiment 2 was performed to assess the effect of providing both a
= perspective and information about. an opponent’s objectives on the
;Q_ generation of actions the opponent might take to resolve a conflict.
s
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Subjects in onme Guerrilla condition read irrelevant information about the
geography of France, subjects in another Guerrilla condition were asked to
imagine the French government”s objectives, and subjects in a third
Guerrilla condition were provided with an explicit description of the
French government”s objectives. Another set of subjects assigned the French
perspective was used as a control condition. Again, no major differences
were found in act generation, but some subtle differences were observed.
The Guerrilla subjects who read explicit information about the French
government”s objectives generated acts that were more beneficial to the
French than subjects in the other Guerrilla conditions. Guerrilla subjects
reading irrelevant information about France generated acts that tended to
benefit both parties more than the acts generated by French subjects., In
neither experiment did subjects differ in their estimates of the likelihood
with which the French government might take a specified set of actions or

in their estimates of the French government’s preferences for a specified
set of actionms.

These results may suggest that perspective has only a limited
influence on the generation and assessment of actions an oppouent might
take to resolve a conflict. Without further research, it is difficult to
determine whether perspective impairs a decision maker’s performance in a
conflict situation or whether its influence is only salient in hindsight.

15. Pliske, R. & Gettys, C. The role of causal explanation in outcome
generation (TR 8-2-83). Norman, Ok.: University of Oklahoma, Decision
Processes Laboratory, August 1983.

It is assumed that Decision makers generate possible outcomes for
action by creating a mental model, ie. a causal schemata which represent
the decision maker’s model of the way the world works. Some causative
factors are seen as relevant, and others are seen as irrelevant. Those
relevant causal factors that are included in the mental model form a casual
field, and the causal field determines to a large extent the outcomes that
are generated. Therefore, when the decision maker first attempts to
generate outcomes for an act, a causal field is created, and this causal
field may persist throughout the outcome generation task. The persistence
of the causal field in the decision maker’s thinking may make it difficult
to create other, alternate mental models which might enable the decision
maker to anticipate other outcomes for that act.

The present investigation examines the persistence of initial causal
fields, and the cognitive mechanisms that may be responsible for this
persistence. In the first study of this series, subjects were asked to
explain one of several outcomes selected by the experimenter thus defining
a causal field. Then they made predictions about the future outcome of the
decision problem, identified factors in the causal field, generated
alternate outcomes and estimated their likelihood, and made judgments about
what factors would be important in determining the future. Subjects tended
to focus on the same factors that were present in their initial explanation
when generating additional outcomes, and their predictions about future
events were biased by their initial explanation, However, they tended to
generate the same numbers of success and failure outcomes, and their
estinates of the likelihoods of these outcomes was also uninfluenced by the
initial explanation they made. These results suggest the importance of the
initial causal field has in outcome generation. A second study explored why
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F‘F the causal field persists. The persistence is not due to selective encoding
. of the task information, but rather seems to be due to persistence of
inferences that the subjects made from the task information when making
their initial explanation,

16. Gettys, C.,Kelley, M., Pliske, R. & Beckstead, J. Problem analysis and
definition in act generation (TR §-§-83), Norman, Ok.: Uuniversity of
Oklahoma, Decision Processes Laboratory, August 1983.

Three experiments are reported which provide converging evidence
suggesting that problem analysis and definition is an important component
in generating actions that might solve a problem. Subjects in the first
experiment were given two types of cues to help them create solutions to a
typical shortage problem. In one condition these cues were generic
strategies for solving the problem, whereas in the other condition,
specific implementations of these generic strategies were used as cues.
Subjects were able to translate the generic cues into specific
implementations as expected, but vere relatively unsuccessful at extracting
the generic "kernels" from cues that were in the form of specific
implementations and exploiting variations of these ideas. The second
experiment explored the "incubation" phenomena by having subjects resume
generating possible solutions to a problem one week after their initial
attempt. It was found that problem reorganization rarely occurred between
the first and second sessions, and that most of the ideas generated in the
second session were elaborations or variations of first-session ideas. The
third experiment examined the effects of explicit training in problem
analysis and definition. Subjects who received this training showed an
improved ability to generate examples of most of the genmeric solutions to
the problem, and tended to generate more indirect solutions to the problem.

17. Engelmann, P, & Gettys, C. Ability and expertise in act generation
(TR30-9-83). Norman, Ok.: University of Oklahoma, Decision Processes
Laboratory, November 1983,

Act generation is a process used by decision makers to create a set of
possible actions that might solve a problem. Since previous research had
shown college students to generate incomplete sets of possible actions in
act generation, the sets of actions generated by experts were examined in
the first of two experiments to see if they were more complete. In the
first of the two experiments, graduate psychology students were given an
act generation task on a subject at which they were expert. Verbal
behavior was recorded to aid in the description of expert performance,

In the second experiment the same graduate psychology students were
given a task at which their expertise should be of little or no value and
were compared to a group of undergraduates. lleasures of act generation
performance in both experiments included measures of quantity and quality
of actions generated.

Graduate psychology students serving as experts in the first
experiment excelled in terms of the quality and the quantity of the
generated actions, Their performance was markedly superior to the
performance found of non-experts in previous experiments on act generation.
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In the second experiment, where expertise was not an issue, graduate
psychology students again excelled as compared to the undergraduates. Ome
clue that may account for the large performance differences observed
between the two groups in the second experiment is divergeot thinking
ability. This ability, as measured by Guilford's "Alternste Uses" test,

was approximately twice as high for the grlduate student subjects as
oupatcd to the undergraduates.

Since excellent act generntion performance of graduate psychology
students was found in tarks at which they were either expert or non-expert,
divergent intellectual ability was implicated as the source their of
excellence. In conclusion, while high intellectual ability was shown to be
valuable in generating s nearly exhaustive set of actions, the issue of the
effect of expertise on sct generation performance remains unsettled.

18. Gettys, C. Research ahd’theory on predeci;ion processes (TR 11-30-83).

Norman, Ok.: University of Oklahoma, Decisiom Processes Laboratory,
November 1983.

This monograph discusses six years of resesrch aad theory building at
the Decision Processes Laborstory coucerned with predecision processes, the
cognitive processes that occur prior to making the actual decision. These
processes include problem detection, the process by which the decision
maker decides that a problem exists; act generation, the process of
cresting candidate acts that might solve the problem; hypothesis
generation, vhere various states of the world are identified that might
affect the outcomes of various actions; and outcome generation, a process
vhere the possible results or outcomes of actions are generated,

There are nine substantive chspters in the monograph. The first five
chapters sre concerned with modeling the various predecision processes and
describe the empirical research thst addresses these models. Chapter 6 is
devoted to research on various topics such as schemata, causal explanation,
smal) group research, individual differences, and expertise in various
predecision processes. Chapter 7 discusses recommendations for improving
predecision performance, including specific ettempts to aid the decision
maker, snd chapter 8 presents, in summary form, the major conclusions of
this program Of research. In a chapter 9, general suggestions are made for
further reseaxch in the area. Also included are titles and abstracts for
all technical reports produced in both contracts.
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