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STRATEGIES FOR AND VALIDITY OF
NOISE MONITORING IN THE VICINITY
OF CIVILIAN AIRFIELDS AND

ARMY INSTALLATIONS

1 INTRODUCTION

Background

It is common practice to use computer-generated
noise contours or noise zZone maps to assess noise
impact and perform noise-related land-use planning.

~In the United States, noise zone maps are usually

expressed in terms of the day/night average sound
level (DNL) descriptor.! Most noise zone maps are
created by computer simulation programs like the
Federal Aviation Administration’s (FAA’s) Integrated
Noise Model (INM), the Air Force’'s NOISEMAP,
or the Army’s BNOISE ?

When noise zone maps are used for noise assess-
ment and especially land-use planning, developers
and other interested parties often question the accu-
racy of the computer simulations and suggest direct
measurement to “‘verify” the computer predictions.
It is naturally assumed that direct measurement must
be more accurate than computer simufation,

Purpose

The purpose of this report is to quantify the tempo-
ral sampling requirements for and the accuracy and the
ability of directly measured sampled data to estimate
the true yearly DNL.

Approach

The Army’s main concern is the blast noise created
by such operations as armor, artillery, and demolition.
However most existing monitor data were gathered
near major metropolitan airports. Thus, the analysis of

' Guidelines for Considering Noise in Land Use Planning
and Control (Federal Interagency Committee on Urban Noise,
June 1980).

3 Integrated Noise Model (INM) (Department of Trans
portation, [Federal Aviation Administration): Community
Noise Exposure Resulting From Aircraft Operations. Com-
puter Program Description. AMRL-TR-73-106 (Department
of the Air Force, November 1974); and V. Pawlowska and L.
Little, The Blase Noise Prediction Program. User Reference
Manual, Technical Report N-75/ADA074050 (U.S. Army
Construction Engineering Rescarch Laboratory [CERL].
August 1979).

MR R R S RS R S Tt bl e, e

monitoring accuracy with specific reference to blast
noise proceeds along two parallel paths, For the first
path, the results of limited blast noise monitonng neas
two Army installations are compared with computer
simulation results and the results of attitudinal surveys
of the community response to blast noise in the urcus
near these same installations. For the second path,
metropolitan airport data are used. These data exist
for a number of airports where continuous daily
monitoring was performed for 1 year or more at several
sites.’ Studies and analyses are performed on these
data to show, quantitatively, the accuracy that dif-
ferent sampling strategies would have achieved.

Attitudinal surveys are used to gauge or quantify
the community response to some stimulus, such as
noise. During the past 30 years, many attitudinal
surveys have been conducted worldwide to better
understand and assess human and community response
to noise. These studies, which concentrate mainly on
automobile and truck traffic and rail and fixed-wing
aircraft noise, have resulted in a proliferation of noise
assessment models or descriptors. In general, these
descriptors, in one fashion or another, take into
account the following:

1. Sound level of the noise events.

2. The frequency of the occurrence of the noise
evernts.

3. The time of day at which the noise occurs.

In general, one major purpose of the attitudinal
survey is to develop a highly correlated functional
relation between some measure of community annoy-
ance (the dependent variable) with one or another of
these noise descriptors. Over the past few years, the
scientific community has generally settled on the use
of “high annoyance’ as a measure of the community
response, and the use of the day/night average sound
level (DNL) as the noise descriptor. High annoyance is
defined to be those respondents in an attitudinal survey

3Richard E. DeVor, et al.. “Development of Temporal
Sampling Strategies for Monitoring Noise, ™ Journal of the
Acoustical Society of America, Volume 66, No. 3 (September
1979), pp 763-771: Paul D. Schomer and Richard E. DeVor,
“Temporal Sampling Requirements for Estimation of Long-
Term Average Sound Levels in the Vicinity of Airports,”
Journal of the Acoustical Society of America, Volume 869,
No. 3 (March 1981), pp 713-719; and Paul D. Schomer. et
al., “Sampling Strategies for Monitoring Noise in the Vicinity
of Airports.” Journal of the Acoustical Society of America,
Volume 73, No. 6 (June 1983), pp 2041-2050. (Note: These
papers are included as Appendices A. B, and C of this report.)
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These data indicate that if the noise environment at an
installation is specifitd by computer-predicted DNL.
then the resulting annoyance predicted by the National
Academy of Science curve will likely underestimate the
true annoyance by a small amount,

who rate themselves in the top two annoyance cate-
gories on a five-point adjectival scale when responding
as to their overall annoyance to the noise environment.
The five adjectival ratings are (1) extremely annoyed,
(2) very much annoyed, (3) moderately annoyed,

. ete”
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A (4) a little annoyed, (5) and not at all annoyed. The
g independent variable (the noise environment described In analyzing the viability of using directly monitored
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by DNL) is normally either predicted by computer impulse noise data, this report looks at the results of

simulation or directly measured. Frequently, direct
measurements are used to spot check computer simu-
lations. As indicated above, one purpose of this report
is to investigate the applicability of direct measurement
to check computer simulation.

For computer simulation, every noise source is
tabulated and evaluated: every weapon firing, every
target, every shell, etc. The directivity of each weapon
for each firing is factored and a statistical distribution
of the received amplitudes as a function of distance
which reflects variable weather conditions is developed
for each event. The received noise is added at a grid of
rectangular points covering the installation and the
surrounding area. The incremental noise from every
source is added at each of these grid points. When the
summation process is completed, equal noise contours
are developed.

Impulse noise-the noise generated by armor,
artillery, or demolition—is assessed using the C-
frequency weighting. Noise events that generate sound
levels which fall below a certain threshold are discarded.
Both direct measurement and computer simulation
must take into account this threshold and the C-
weighting. Clearly, the computer simulation includes
only blast noise produced by the Army installation.
For direct measurement, care must be exercised to
ensure that the noise monitoring results include only
Armmy impulse noise and not other noise such as wind-
generated noise, helicopter flybys, diesel trains or
other nearby sources of high-level, C-weighted noise.

Figure 1 shows data the U.S. Army Construction
Engineering Research Laboratory (CERL) has gathered
which relate high annoyance and the computer-
predicted C-weighted DNL in the vicinity of Fort
Bragg and Fort Lewis. This figure also indicates the
National Academy of Science’s recommended function
for relating community response to C-weighted DNL.

the attitudinal surveys and the community response in
terms of high annoyance as rated apainst measured
DNL levels and the National Academy of Science
recommendations. The bottom line, in terms of the
Army’s interest, is accurate prediction of the com-
munity responsc to the noise environment around
Army installations. When measured DNL improves the
Army’s ability to properly predict community annoy-
ance, direct measurements should be used to augment
computer prediction. However, when direct measure-
ment correlates less well than computer prediction
with community response and depreciates the Army’s
prediction capability, greater reliance must be placed on
computer prediction and less on direct measurement.

As an approach to quantifying temporal sampling
requirements, approximately 1 year of daily DNL
(or CNEL) data were obtained from several major
metropolitan commercial airports. These data were
gathered by the airports using several fixed monitors
at various locations around the airports. The time-
series data are modeled and various statistical analyses
are performed on these data to show, quantitatively,
the accuracy that different sampling strategies would
have achieved.

Mode of Technology Transfer

This report develops guidelines as to when direct
measurement can be used to predict community
response in the vicinity of Army installations and when
only computer simulation should be used. Temporal
sampling strategies are developed for use with direct
measurement. The results of this report will be used
by the Army Environmental Office and the Army
Environmental Hygiene Agency to formulate their
strategy for direct measurement as a part of Instal-
lation Compatible Use Zone (ICUZ) program mandated
by Ammy Regulation (AR) 200-1, Environmental
Protection and Enhancement (Department of the
Army, 15 June 1982).
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Figure 1. Fort Bragg and Fort Lewis data (based on computer prediction only).




- W e bt 4 - kN N TR AT T e T T T T e
A S SO R S S o £ pACAr SRt AR AU A S AU SRR A S SR D IR R S ST

AP

' |
r

h Y L

~ ARMY INSTALLATION block were discarded. If the threshold was exceeded :

N NOISE MONITORING for more than 2 seconds, a technician would listen to

N the analog tape to see if the signal was caused by 1

” impulses or by some other source, such as an aircraft l

i In 1978 and 1980, CERL administered attitudinal or a helicopter. If the technician detected any other

U

surveys of the community response to blast noise in
the vicinity of Fort Bragg, NC, and Fort Lewis, WA.*
At the same time the surveys were administered,
CERL extensively monitored the actual blast noise
produced by installation operations and prepared
computer predictions for blast noise in the areas sur-
rounding the installations. At both installations, the
computer predictions correlated well with the measured
community response. The results of direct noise
monitoring at Fort Bragg generally correlated well
with the computer predictions, except for areas distant

type of noise source on the analog tape, that 6-minute
data block was also discarded. Thus, the only data
included were those for which (1) the wind threshold
was not triggered and (2) no other source could be
heard or the event was less than 2 seconds long, or
both.

Figure 2 shows the general outline of "e Fort
Bragg study area, overlaid with computs  ed'cted
C-weighted DNL (CDNL) contours for the  r before
CERL'’s study. Also shown are 15 of the 17 . toring

‘ from the installation and to the west or southwest. sites (two sites near the airfields measured aircraft
: noise and are not shown). The figure grov . ' areas
[~ The Fort Bragg study was performed in 1978, and by their geographic area and noise zone. L - . off-
>, the Fort Lewis study was performed in 1980. Thus, installation areas in the same general region and noise
-§] this chapter first describes the Fort Bragg results, then zone are grouped separately. Table 1 lists the computer-
the Fort Lewis results. The details of these studies are predicted and directly measured noise levels by moni-
» discussed below; but based on the lessons learned at toring site.
$ Fort Bragg, the attitudinal survey at Fort Lewis was
» conducted at eight clusters around eight fixed monitor- At sites 1 and 2 the measured levels were much
$ ing sites. This design was chosen to minimize move- higher than predicted because units assigned firing
) ment of the monitors. To increase reliability, all points within 1 km of these monitors actually fired
monitors at Fort Lewis were powered from 110-V from much closer than 1 km. In the areas to the east.
> sources and the monitoring was performed for a the monitored results ranged from 11 dB below to 3
< 6-month period. dB above prediction. For the sites at which the
? measured levels were close to prediction in the east,
- Fort Bragg Monitoring Results the predominant noise all came in one to several days.

In the vicinity of Fort Bragg, 24-hour monitoring
was done at 17 sites. The number of complete 24-hour
days of monitoring at each site ranged from 4 to 67,
with 25 being a typical value. All C-weighted data
recorded by CERL's monitoring equipment were
extensively tested and checked to eliminate all but
blast noise. All data were recorded in 6-minute blocks.
To reduce the effects of noise generated by wind at
the microphone, the monitors were turned off when

special digital timer were turned on. If the wind
threshold signal came on at any time when the recorder
and timer were running, the data in that 6-minute

each day characterized by a period of high noise
caused by sound-focus conditions.* In contrast,
monitor sites 5, 6, 8, and 9, to the south and west of
the study area, exhibited no such focus days. As a
result, Table 1 shows a much larger difference between
the computer-predicted and the measured values for
those locations.

The differences between prediction and measure-

- the wind meter indicated the winds were blowing at ment seem to follow a trend. Sites 1 and 2, which were
- more than about 18 km/hour. Whenever the monitors very close to firing points, had measured data which ]
- went above the preset peak level threshold of 105 were well above prediction. Sites 3 and 4, which were
- dB (95 dB at night), an analog tape recorder and a about 1 mile (1.6 km) from the nearest firing point.

had measured data which were 2 to 4 dB above pre-
diction. Sites to the east (both on and off the instal-
lation) had measured data which were somewhat below

PO

*The velocity of sound changes with altitude primarily {
because of changes in wind velocity and temperature with
altitude. This sound velocity profile can tocus sound much as

“Paul D. Schomer, Community Reaction to Impulse
Noise: [nitial Army Survey, Technical Report N-100/ADA

2

- 101674 (CERL, June 1981). and Paul D. Schomer, Com- a lens focuses light. The result is the possibility of very loud )
) munity Response to Impulse Noise: A 10-Year Research sounds focused at far distances (e.g.. 2 to 25 miles) from the .
A Summary, Technical Report N-167 (CERL, November 1983). source. !
-, ’
o 1
. 10 !
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Figure 2. Predicted CDNL contours, monitor sites and predominant respondent groups in the Fort Bragg study area.
(Circled numbers represent monitor locations; a table of metric grid coordinates can be found in CERL

TR N-100.)
Table 1
Measured vs Predicted CDNL at Fort Bragg
Conputer-
Predicted Computer-
During the Predicted
Number of Monitoring for the Entire
Monitoring Period Measured Year
Site* Days** (CDNL) (CDNL) Difference (CDNL)
1 11 63 103 -40 66
2 84 67 88 ~11 64
3 34 68 70 -2 64
4 81 69 73 -4 66
5 81 61 46 +15 58
6 12 60 49 +11 58
7 78 60 49 +11 58
; 8 44 59 42 +17 55
N 9 42 61 49 +12 59
10 34 64 53 +11 62
bi 26 59 58 +1 57
12 12 51 51 +6 55
13 28 64 54 +10 61
a3 14 33 60 55 +5 58
15+
a0 16 80 58 61 -3 55
17+
*See I'igure 1 for site locations.
: **During the days that the monitoring occurred.
) +Aircraft noise site; blast noise not monitored.
4 11
So
N
)
.
l.*l
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or at the predicted level. Sites to the south and west
had measured data which were tar below the predicted
levels. The very high levels at Sites 1 and 2 are believed
to have been caused by Marine units which fired from
other than the locations they listed. (Large percentage
errors in small distances and firing points closer than
300 m to monitors are beyond the scope of CERL’s
noise contour prediction computer program.)

For those sites where the measured data agree with
prediction, most of the sound energy comes during
1 to 2 hours over a few days when focus conditions
existed that would cause high noise levels. During
other times, the monitors measured much lower
noise levels. These results are in accordance with the
statistical nature of sound propagation resulting from
the extreme variations caused by weather conditions.
The sites to the west and southwest measured levels
well below prediction. At the time of the Fort Bragg
study, it was thought that this occurred because the
monitoring was not performed for a long enough time.

Fort Lewis Monitoring Results

At Fort Lewis, 24-hour monitoring was done at
eight sites for 6 months before the attitudinal survey
was administered (11 Janvary to 30 June 1980). In
comparison, the monitoring duration at Fort Bragg
was aboui 5 months at 17 sites, most of which alter-
nated weekly. To minimize the equipment problems
encountered at Fort Bragg associated with moving
monitoting locations, eight fixed locations were chosen
for the Fort Lewis study. All of the Fort Lewis sites
were powered by 110-V lines and included the normal
uninterruptible power supply in the CERL monitor,
As at Fort Bragg, the data were tested to ensure that
only blast noise was included in the monitored results.
The same wind speed and peak amplitude thresholds
were used at Fort Lewis as at Fort Bragg. This
modified equipment setup improved the overall per-
formance of the study by increasing the number of
successfully completed monitoring days by at least
100 percent and reducing equipment failures by at
least 200 percent.

Figure 3 shows the general outline of the Fort
Lewis study area overlaid with computer-predicted
CDNL contours for | year preceding the monitoring
period. The figure also shows the eight monitoring
sites: these sites were chosen to include a range of
community types (i.e., small town. city, cuburban,
and cantonment area).

Table 2 lists the computer-predicted and measured
CDNLs by monitor location. Although the predicted

and monitored levels tend to correlate, they do not
agree. With one exception, the measured levels full
far below prediction. These same results were found
to the south and west at Fort Bragg. Apparently, the
poor Fort Bragg results to the south and west were not
due merely to “not measuring long enough,” as had
been assumed.

Although a number of theories can be advanced to
explain these poor results, none by itself gives a satis-
tactory answer, These theories include:

1. Blast noise was lost by deleting data when high
winds occurred (above 18 km/hour).

2. Sound focusing conditions failed to occur al
the ecight Fort Lewis monitor sites during the measure-
ment period.

3. The peak threshold (105 dB for daytime and 95
dB for night) deleted meaningful data.

4. The monitoring equipment is fundamentally
incorrect in its operation.

5. The monitored results are correct and the pre-
diction and measures used to assess community response
are incorrect.

Table 2
Measured vs Predicted CDNL at Fort Lewis
Computer-
Predicted Computer-
During the Predicted
Monitoring for the
Period** Measured Entire Year
Site* (CDNL) (CDNL) Difference (CDNL)
1 44 34 +10 45
2 45 30 +15 47
3 59 46 +13 61
4 53 46 +7 53
5 56 43 +13 56
6 53 37 +16 53
7 49 53 4 50
3 54 44 +10 54

vaat.w. o e e e e Ul teim tatete . st et

*See Figure 3 for site locations,
**All stations ran tor the entire 6 months with only 4 few
scattered days of data lost.
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Figure 4 arrays the attitudinal survey results in
terms of community response (i.e., high annoyance) vs
the monitored DNL. This figure also includes the
National Academy of Science’s recommended function
for predicting community response based on CDNL.
Clearly, if a measured DNL value is plugged into the
recommended National Academy of Science relation
for predicting community response, then community
annoyance is greatly underestimated as compared with
the results from the attitudinal surveys. In the discus-
sion which follows, this result (i.e., that annoyance
prediction based on measured levels greatly under-
estimates true annoyance) and the corresponding
results for computer simulation and the data in Figure
1 are used to analyze some of the causes to explain the
discrepancy between results obtained by computer
simulation and by direct measurement.

Fort Bragg and Fort Lewis Results — Discussion

1. Can the monitoring be correct and the computer
predictions and the attitudinal survey results be in-
correct? The following facts are known: training,
including artillery fire, mortars, and demolition,
occurred at a more or less normal rate (perhaps at 4
somewhat decreased rate) during the Fort Lewis
monitoring period. The attitudinal survey results in
terms of community annoyance correlate well with the
predicted noise environment and are in general agree-
ment with the previous survey results and prediction
at Fort Bragg. Thirty percent of about 1500 respon-
dents interviewed at Fort Lewis report hearing blast
noise either daily or several times per week, and two-
thirds of these respondents say that the blast noise
is much louder than ordinary conversation. The survey
interviewers also occasionally reported that they heard
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Figure 4. Survey data, percent highly annoyed (HA) vs measured CDNL. The dashed line is the CHABA recom-

mended relation.
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blast noise when they conducted interviews: sometimes
during an interview, the building would shake from
blast noise excitation. These fucts seem to indicate
that the answer cannot lie wholly in the statement
that no noise existed. Rather, it appears there was a
failure to properly record some of the blast noise data.

2. Does the noise monitoring equipment properly
measure impulse noise? CERL has had about 4 years of
experience with this equipment. It has been tested in
comparison with every major commercial noise
monitor and always equals or betters any commercial
equipment in terms of measuring a known noise
source. It has measured blast noise at Fort Bragg and
Fort Carson using the same general techniques. It has
been used successfully for Army source noise measure-
ments and for many Army sound propagation measure-
ments. It is designed and operated in accordance with
all applicable American National Standards Institute
standards. A busic flaw in the equipment or general
operation does not appear to be a reasonable explan-
ation for the poor results obtained from these studies.

3. Does deletion of “windy data’ delete important
blast noise data? The general monitoring procedure
used at Fort Bragg and Fort Lewis was to delete all
blocks of data for which the wind exceeded 18 km/
hour. This was done because wind turbulence gen-
erated at the microphone can cause readings which
will appear as blast noise. The known facts indicate
the following: there were not many windy days during
the monitoring period at Fort Lewis, so little data were
deleted because of the wind threshold. On the other
hand, blast propagation measurements conducted by
CERL at Fort Leonard Wood showed that the greatest
sound propagation occurred on 1 day during the 4-
week test period when a wind shear occurred at about
1000 ft (305 m) above ground level.® Thus, it may be
that some blast noise data were lost because of the
wind threshold. However, the respondent-reported
requency of hearing blast noise substantially exceeds
the rate at which windy days occurred at Fort Lewis
during the monitoring period. So the full answer
cannot lie in deletion of “windy data.”

4. Can the 104-dB peak threshold be deleting blast
noise data? The 105-dB peak threshold corresponds to
a blast having about an 85-dB sound exposure level.

SP. D. Schomer, et al., The Statistics of Amplitude and
Spectrum of Blasts Propagated in the Atmosphere, Technical
Report N-13, Volume | (ADA033475) and Volume 2 (ADA
03361) (CERL, November 1976).

This is the threshold set as the recommended practice
of the National Academy of Science Committee on
Hearing, Biocoustics and Biomechanics (CHABA).
Mathematically, there would have to be between 100
and 1000 of these “just missed” events per day to
bring the measured values into general agreement with
the predicted levels. So, while it also may be true that
the CHABA procedure should not incorporate this
85-dB threshold. the numbers are so small that the
total answer cannot lie with the threshold. In the
case of Fort Lewis, there are not enough firings to
even theoretically explain the discrepancy on the
basis of the 85-dB threshold.

5. Did all of the monitors fail to be located at
Jocus points? The sound levels received in the com-
munity vary statistically. Weather conditions can
focus high-amplitude sound at distant locations. For
example, the Army knvironmental Hygicne Agency
recorded an instance of a noise complaint at one
installation where a woman reported her house shaking
from artillery noise. Sometime within the 20 minutes
it took someone from the installation to go out to the
woman’s house, her house stopped shaking. But the
barn, a few hundred feet away from the house, had
begun shaking. The point of this anecdote is that sound
focuses can, at times, be very localized in nature. It
may be that none of the eight Fort Lewis monitors
regularly received these sharply focused sounds,
although some percentage of the population near these
monitors did receive the sharply focused sounds.
However, this explanation does not seem very likely.

Summary

The directly measured blast noise results at Fort
Lewis, and to some extent Fort Bragg, do not agree
with computer prediction or with the community
response in terms of annoyance or reported frequency
of hearing blast noise. Many reasons can be advanced
for these discrepancies, but none appear to fully
explain them. However, three of the potential sources
of discrepancy can be mitigated:

1. The wind threshold and the peak amplitude
threshold can be altered if windscreens are improved
and if a multiple microphone technique can be devel-
oped to separate wind-induced noise from blast noise.

2. With windscreen improvements and a multipie
microphone array, it may be possible to set the peak
threshold at 95 or 100 rather than 105 dB; the wind
speed deletion level could then be set at perhaps
30 instead of 18 km/hour.
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3. The only answer to the question, “Are we
measuring long enough to obtain a good statistical
sample of what the weather effects are likely to be on
the sound propagation?” is to measure for a very long
time, and clearly this can be done.

The general results of the Fort Bragg and Fort
Lewis studies seem to dictate that no more monitoring
be performed for noise contour verification purposes
(except possibly near to the sources) until the wind-
screens used with the noise monitoring equipment are
improved and until a multiple microphone technique
is developed which can better separate wind effects
from true blast noise data. Also, any future monitoring
should be done for at least 1 year in order to better
account for the extreme variation in sound propaga-
tion and focus location,

SAMPLING STRATEGIES FOR
MONITORING NOISE IN THE
VICINITY OF CIVILIAN AIRPORTS

Introduction

When one can monitor blast noise, such as near an
installation, then a temporal sampling strategy must be
developed. This chapter uses commercial airport data
to develop a notion about temporal sampling require-
ments in general. The next chapter relates the airport
results to the Army situation.

The general problem underlying temporal sampling
requirements for estimating long-term average sound
levels at civilian airports is the associated statistical
assessment of the precision of the estimates of mean
sound level. With only a few exceptions, most tech-
niques in use today for sampling community noise
call for sampling over relatively short periods of time,
i.e., from a few minutes to perhaps a single day.
However, the time varying nature of noise data when
viewed as a time series (hourly or daily averages)
suggests that short-term sampling may lead to serious
inaccuracies in the estimation of a long-term (yearly)
mean noise level. For example, the 24-hour periodic
pattern in hourly mean sound level may vary from
about 40 to 85 dB. The Community Noise Equivalent
Level (CNEL) and DNL noise descriptors both com-
monly vary from 45 to 80 dB. These wide ranges for
sound level, together with the fact that the data in
general exhibit high positive autocorrelation and high
coefficients of variation, suggest that small or short
sampling periods or both may provide imprecise and
inaccurate mean value estimates.
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The techniques of time series modeling generally
provide a powerful method for gssessing mean level
estimation precision and for formulating sampling
strategies. Appendix A fully describes the use of the
Dynamic Data System (DDS) for doing analyses based
on fitting Autoregressive-Moving Average (ARMA)
time series models to the daily average noise level data.
The analysis in Appendix A uses about 1 year's daily
CNEL data gathered at several sites around San Diego’s
Lindbergh Field and Miramar Naval Air Station and
shows a high degree of positive autocorrelation in
CNEL values from day to day. This day-to-day positive
autocorrelation is to be expected because of prevailing
winds, slowly varying weather fronts, and the relative-
ly constant set of daily operations and fleet mix at
commercial airports. The autocorrelated nature of the
data, particularly the degree of positive autocorrelation
among neighboring observations, increases the amount
of consecutive sampling required to estimate the long-
term mean level with a given level of precision over
sampling where independence is assumed.

In Appendix B, the DDS method is used to model
about 8 months of daily CNEL data gathered at 12
sites near Los Angeles International Airport. The
results given in Appendices A and B form a set of
guidelines for sampling strategies near civilian airports.
However, these results use only CNEL data and are
only for west coast airports.

Appendix C extends the analysis to east coast
airports and to the use of the DNL noise descriptor.
Specifically, about 13 months of daily DNL data
were obtained for 15 sites near Boston's Logan Air-
port, and about 9 months of daily DNL data were
obtained for nine sites near the Washington, DC,
Dulles Airport and 14 sites near the Washington,
DC, National Airport. The DDS method was again
used to model these daily DNL data. Monte Carlo
simulations were performed to verify the sampling
requirements obtained from the DDS data modeling
and to study alternatives to consecutive sampling.
The results of these analyses. along with the results
given in the other two appendices, are used to form a
set of guidelines for sampling strategies in the vicinity
of civilian airports.

The DDS method can be used to develop para-
metric stochastic time series models of the ARMA
class. Daily sound exposure (Eq 1), when viewed as a
time series of values X,. X,;. .... Xy. has been

shown to be well characterized by such models (Ap-
pendices A and B). This makes it possible to determine
the precision associated with an estimate of the yearly
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mean sound exposure level when the observed daily where 0_::' is the residual meun square for the fitted
values X, are autocorrelated. ARMA model. Given the above variance estimate,
100 (1 -a) percent confidence intervals of the form
The general ARMA model is given by .
XEUN (neml (,,/2|Vuriuncc(X)I”2 {kq 3]
Xp =00 Xoop t2 Xp 2+ 9n Xy .
+a, Oya, | O3 5 ...-8,a may be obtained for the 1'ru.e yearly mean sgund
[Eq 1] exposure level, thereby providing an estimate of the
precision associated with the sample mean X.
where:
Discussion
In summing the modeling results across the Boston
and Washington Airports (Appendix C). it becomes
apparent that a number of the sites exhibit nonsta-
tionary behavior; i.e., the mean level changes over the
year. As a result, long-term consecutive sampling
requirements are very large, often constituting more
than one-third of a year. This result is much different
than the sampling requirements analysis for the west
coast airports which exhibit, in general, a stationary
stochastic structure over an entire year’s data. In
attempting to delineate differences in the character-
istics of the east and west coast airports and the
sampled data obtained, two observations can be
noted: (1) the west coast airports are one-direction,
onc-runway airports, and (2) the monitoring sites for
the west coast airports are generally closer to the
runways. The results relative 1o the east coast air-
ports suggest that any analysis should be confined to
data covering substantially a period of 1 year.

X, is the noise level (daily average) for day t.
a, is the random disturbance for day t.

$1, - - - . P, are autoregressive parameters.
8,.....8,, are moving average parameters.

Given the time series X,. the appropriate order of the
ARMA model (the proper values for n and m) may be
determined and the parameters of the model may be
estimated by the method of least squares.®

Most of the fitted ARMA models obtained for the
data analyzed in this report are of relatively low order,
For example:

AR(1): X, =¢; X,_; +a,

AR(2):X,=¢, X,_;+¢, X, 5 ta
DX =9 Xy + 92 X2y Figure 5 summarizes the results for all of the air-

ports modeled (airport sites only), including Dulles,
National, and Logan from Appendix C and Los Angeles
(including one site from Lindberg Field) from Ap-
pendices A and B. This figure graphically represents
the similarities and differences among the airports in
terms of their sampling characteristics. The results
generally show that the west coast airports (typically

ARMA(1,1): X, =¢; X,_; a, — ¢; 3, _,

The ARMA models fit to the daily sound exposure
time series X; may be used to estimate the precision
associated with the sample mean X. It can be shown
(Appendix B) that the variance estimate of the sample
mean is given by

AR m 2 one-direction because of prevailing winds off the
"‘-'_\:: a - 2 Si) ocean) tend to have lower coefficients of variation and
b-:".'-.' A _ 6: ] comparable autocorrelation factors relative to the
-Vt H - . s g . . .
RN Variance (X) = N n . {Eq 2] multirunway or multidirection (variable wind) or both !
S (=% 9 characters of east coast airports. These results produce |
i=1 overall sampling requirements for the west coast
. . 1
~ airports which are generally lower than those for ‘
:.-:.:, the east coast airports. |
SN
::1: Because of the presence of nonstationary trends
:'s::“ and large sampling requiremen'ls tor some ol the data,
w Monte Carlo sampling experiments were performed
NN with the Los Angeles. Boston, and Washington data. ‘
:.-:‘ . *S. M. Po~dit and S. M. Wu, Time Series and System Through such simulations. generalized sampling
.:," ".; Analysis: Moueling Applications (John Wiley and Sons, 1982). strategies, including alternatives to consecutive
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Figure 5. Results of all airports modeled in Appendices A, B.and (
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sampling, may be examined. Such alternate strategies
may reyuire fewer total samples thun consecutive
sampling and provide a means 10 accommaodate trends.

Sampling experiments were performed on those
sites with 1 year of reasonably continuous data. In
the first set of experiments, the total number of
samples taken to estimate the mean noise level for each
strategy was 28 days; in the second experiment, the
total number of days was 56.

Figures 6a through 6h show the Monte Carlo
simulation for Los Angeles, Boston, National, and
Dulles sirports, respectively. For Los Angeles, periodic
sampling indicates a slight but not marked improve-
ment in predictive precision over consecutive sampling.
With the exception of two sites, the Los Angeles results
show that a £ 50 percent precision can be attained with
28 samples, regardless of the sampling strategy chosen.
For the Boston and Washington airports, significant
improvemenis in the predictive precision can be
achieved by periodic sampling, e.g., 1 week from each
quarter over the year. This is particularly true for those
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sites  which exhibited nonstationary  behavior. To
guarantee a * 60 percent precision level for these
airports, it is required to sample 1 week from each
quarter over the entire year.

In considering the results of the simulation experi-
ments involving requirements of 56 days of sampling,
it is noted that for Los Angeles, * 35 percent precision
is attainable for all sites regardless of the sampling
strategy except for Sites 12 und W3, For these two
sites £ 35 percent precision is obtainable by sampling
for 1 week out of each eighth of the year. For the
Boston and Washington airports, + 40 percent precision
can be achieved for all sites if eight 1-week samples
are taken, one from each eighth of the year.

For Los Angeles, the DDS modeling consecutive
sampling requirements and those obtained from the
Monte Carlo simulations are generally about the same
(see Table 3). These sites exhibit 4 stationary stochastic
structure for the entire year and the simulations verify
the DDS modeling results. The same comparison holds
for Boston sites 1, 5, 8; Dulles site 8;and National sites
15 and 20. These sites exhibit stationary behavior.

Table 3
Comparison of DDS and Monte Carlo Simulation Results

DDS Modeling Results Monte Carlo Simulation Monte Carlo Simulation
Consecutive Samples Results % P for Results 7 P for
Site ForP = +50% 28 Consecutive Samples 56 Consecutive Samples
L.AX. Al 6 26.0 17.0
L.AX. A2 19 320 220
L.AX. Il 4 240 15.0
L.AX. 12 8 . 320 240
L.AX. 2 30 77.0 47.0
L.AX. L2 11 35.0 18.0
L.AX. w2 16 36.0 250
L.AX. w3 60 81.0 52.0
L.AX. w4 11 40.0 28.0
BOSTON 1 11 40.0 25.0
BOSTON 3 60 71.0 78.0
BOSTON 4 128 121.0 116.0
BOSTON 5 35 65.0 49.0
BOSTON 6 79 93.0 42.0
BOSTON 8 31 51.0 39.0
DULLES 1 90 57.0 46.0
DULLES 4 Nonstationary 74.0 47.0
DULLLS 6 158 93.0 56.0
DULLES 7 34 47.0 24.0
DULLES 8 10 32,0 20.0
DULLES 10 62 55.0 39.0
NATIONAL 13 48 720 46.0
NATIONAL 14 97 55.0 52.0
NATIONAL IS 15 47.0 35.0
NATIONAL I8 14 96.0 90.0
NATIONAL 20 10 26.0 200
NATIONAL 21 67 74.0 57.0
NATIONAL 22 159 80.0 66.0
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For the sites exhibiting nonstationary behavior at
Boston, Dulles, and National, the companison of the
DDS modeling and simulation results are not always
consistent. In particular, the DDS models may over-
quote the consccutive sumpling requirements needed
for a particular level of precision when compared with
the simulation results. This is particularly true for site
6 at Boston, site 6 at Dulles, and sites 14 and 22 at
National.

Summary

The results generally show that the west coast
airports tend to have lower coefficients of variation
and comparable autocorrelation factors relative to the
multirunway and/or multidirection (variable wind)
east coast airports. These results produce overall
consecutive sampling requirements for the west coast
airports which are generally lower than those for the
east coast airports,

A precision (95 percent confidence) of 12 to £3
dB is generally achieved with 4 to 8 weeks of mon-
itoring; 1 week from each eighth or 1 week from each
quarter of the year, respectively.

EXTENSION OF THE AIRPORT
4 TEMPORAL SAMPLING RESULTS
TO ARMY INSTALLATIONS

The airport results (Chapter 3) show that a preci-
sion (95 percent confidence) of 2 to +3 dB is general-
ly achieved with 4 to 8 weeks of monitoring; 1 week
from each eighth or 1 week from each quarter of the
year, respectively.

The point of closest approach of airplanes to any
noise monitor is never more than a few thousand feet.
The operations at civil aviation airports are quite
regular throughout the year: that is, the airport sched-
ule remains relatively constant. In contrast, training
operations at an Army base are much less regular and
the “‘point of closest approach™ from firing points to
monitors may be at distances of 5 miles or more.

Since precision is proportional to the square of the
number of samples, an increase in variability of only
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a factor of 2 in the Army case over the public airport
case 1mplies sumpling strategies requining 16-64 weeks
oul of the year. In effect, due to the variubility in
duy-to-duy operations coupled with the variability
of sound propagation over long distances, the only
way to estimate the yearly CDNL in the vicinity of an
Army base with any degree of precision is to measure
the CDNL. for the entire | ear.

5 CONCLUSIONS

1. The airport results (Chapter 3) show that a
precision (95 percent confidence) of 2 to +3 dB is
generally achieved with 4 to 8 weeks of monitoring;
1 week from each eighth or 1 week from each quarter
of the year, respectively.

2. The results in Chapter 2 show that monitored
levels may differ substantially from computer simula-
tion predictions. In view of the community response
data which correlate well with computer simulation
and which indicate the presence of substantial impul-
sive noise, it can only be concluded that either the
current monitoring techniques are inadequate to
measure the true impulsive noise and that the current
results are biased to the low side or that the computer
predictions are high and communities respond ad-
versely to much lower levels of impulsive noise than
is commonly believed. The former seems to be the
more reasonable conclusion.

Because the extrapolation of the airport data
(Chapter 4) indicates impulsive noise monitoring
must be continuous to properly measure the CDNL
and because survey data show that even continuous
monitoring will generally be biased to the low side
(except near base boundaries), the general recom-
mendation is that monitoring not be performed until
monitoring techniques can be improved and a good
correlation achieved between monitoring and atti-
tudinal survey results. Until then, it is recommended
that reliance be placed only on computer simulation
since these results correlate better with attitudinal
surveys.
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This paper addresses the problem of the estimation of the long-term (yearly) mean of the Community
Noise Fquivalent evel (CNEL) or day/night averape scund level (Lpy). Recent environmental aoise
standards have emphasized the significance of this problem. While ut is possible to continuafly monttor the
noise level, it 8 not necessanly desitable or practical. It is desirable 1o sampic the level over a relatively
short perind of time and use this information 1o draw celiable inferences about the long term mean level.
Examination of daily average noise levels (either in mean square pressure or in decibel units) shows that
while the data may be stationary with respect to mean lovel over a several month period, they exhint a
strung pettern of autocorrelation in which positive correlation predominates. As a result, the sample sizes
required to achieve a desired level of prevision in the sample mean edtimate are much larger than they
would otherwise be if the data were uncorreluted serially in tune. To assess the level of autocorrelation in
the data, sutoregicsuve-moving sverage (ARMA) models are developed for the noise data via the
Dynamic Data System (DDS) approuch to time series analysis. Thesc models are then used to denive
esimates of the somple mean variance and therefore to establish samphng strategics. For the data
examined, to obtain an estimate of the mean level within a 5-dB range (4:50% of the mean 1n mcan
square pressure units), sample sizes in the range of 20-50 consccutive daily averages would be required.
I the daily averages were uncorrelated 1 time, only $-15 consccutive darly syerages would be tequired.
The data used 1n this study were obtain from continuous monitoring at & number of sites 1n the vicumty of
8 busy Naval Air Station. Some data obiained from a large commercial airport were slso analyzed and
found 1 have even stronger positive autocorrel and therefore requining even larger sample sizes for
mean valuve estimation

PACS numbers: 41.50.Sr, 43.50.Qp, 43.50.1;

LIST OF SYMBOLS @, ith autoregressive parameter
8, ith moving average parameter

X, A daily CNEL at time ¢ G, ith Green’s function value

var(X) The variance of the sample mean, X a, Random shock occurring at time ¢

Yo The variance of the X,'s al The variance of the random shocks a,

N The number of observations B The backward shifl operator

[ ] Time lag 2,472 Unit normal statistic at the o significance

% kth Iag covariance between X, and X, level

INTRODUCTION the results herein should be equally applicable to moni-

toring Loy. In this regard, the appropriate sample in-
terval size and the total amount of informution collected
for the specificd sample interval are the sampling para-
meters of interest,

Assessment of community noise is an important data
analysis problem currently receiving considerable at-
tention in both the public and private sectors.''? In this
paper, we will examine the fundamental problem of

estimating the long terim average noisc level based on
measurements of the Community Noise Equivalent
Level (CNEL). Inie to the close correspondence be-
tween CNEL and the day/aight average sound level L,

763 J. Acoust. Soc. Am. 68(3), Sep:. 1979

000t 4966 79090763 09500.80

To rationally embrace the problem posed above, it is
necessary to reveal the probabilistic nature of the noise
level signal as it evolves serially in time. This is so
since the techniques of estimation and statistical in-
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ference brought to bear on such a problem are depen-
dent upon the underlying statistical characteristics of
the data, in particular, the serial correlation of the
data. The inherent time-varying behavior of the dita
suggests that its stochastic nature should be fully re-
vealed. In [act, it becomes clear after only a cursory
examination of the signal to be sampled that time series
analysis of one form or another will be required to ob-
tain a valid and efficient temporal sampling strateyry.

In recent years, time series modeling via the class of
autoregressive-moving averiage (ARMA) models has re-
ceived considerable attention both in modeling steategy
development and modeling apphications. Recently, Pan.
dit and Wu®** have proposed a new sirategy for time
series modeling referred to as Dynamic Data System
{DDS). The DDS approach combines the modeling of
deterministic trends including periodhicities by ageneral-
izcd Lapilace transform and the madeling of the remain-
ing stochastic variation including stochastic trends and
periodicities by the general class of autoregressive-
moving average models. Since the models developed
are parametric in nature, they have the advantage of
being able to describe the autocorrelated nature of the
data in simple, closed forms which greatly facilitates
the mean level estimation and inference problem.

In this paper, we will examine the use of ARMA
models as an approach to the characterization of com-
munity noise level data. This approach is considered
to have signilicant potential, since it not only contri-
butes to the solution of the sampling strategy problem
for CNEL mcan level estimation and inference, but
also can provide a methodoloyy for monitoring and mo-
deling noise level for the detection of sagnificant shifts
in level, and can serve as a basis for the analysis of the
relationship between noise level and other physical
phenomena. In the formulation of the samphing strate-
gies presented here, an analysis is conducted on CNEL
data obtained from several sites in the vicinity of NAS
Miramar, San Diepo, CA. The paper 1s presented in
four main sections. The first scetion provides a dis-
cussion of the problems which autocorrelated data pose
to the mean level inference problem and formulates the
problem mathematically via the ARMA class of sto-
chastic models. The second section briefly describes
the DDS modeling methodology, and its application to
the problem at hand. In the third scction, modeling re-
sults are presented for two nuise time series and an
assessment of the precision of the estimation of the
mean noise level is provided. The precision assess-
ment developed via the DDS modcling method is com-
pared to results obtained under the assumption that the
noise data are uncorrelated in time. Finally, the fourth
section summarizes the sampling stratecy requircments
and discusses the varying results over the scveral sites
from which noise data were obtained and analyzed.

I. THE MEAN LEVEL INFERENCE PROBLEM

At the outsct of this study, it was proposed to formu-
late a strategy for samplun the nuise level siinat at a
given location and using the data obtained to estimate
the vearly average noise level with some prespecaficd
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level of precision. While this information may be quite
useful from an environmental impact point of view, it
will be both insightful and necessary to carefully ex-
anune the time-varying nature of the signal over the
entire year, This will not only 1mpact the estimation
and inference problem, but strongly influence the prac-
tical interpretation given to an average or mean level
estim’ sc.

A. Autocorrelated nature of the data

If a series of observations Xy, X,, ..., X, is used to
estimate the averaye ycarly noise level, the specific
nature of the autocorrelation in the data will impact the
precision of this estimate. The precision of the
estimate of the true mean level is given by

Var(.—\-')=£-,[7°+2§:<l-—l%r,>], (1)

where v,=Var(X,), k=time lag, N=sample size, and
¥, = kth lag auto covariance between X, and X,.,.

If the data are uncorrelated, then »,=0 for £> 1 and
Var(X)=1y,/N. (2)

Therefore, a {1 - @)100% confidence interval for X will
be given by

Xz, o ,[Var(@))t/z, 3)

Strictly speaking, the ¢ distribution should be used in-
stead of the unit normal, z distribution to account for
the uncertainty in estimating the variance of the sam-
ple mean. However, for the sample sizcs encountered
in this paper, the ¢ distribution is closely approximated
by the 2 distribution. While the X, necd not be Gaussian,
they should fluctuate about a fixed mean level with a
constant pattern of irregularity, Le., be stationary.

If the data are autocorrelated, then Eq. (1) may be
rewritten as

Var(X) = (%,/N)C, (1)

where C is a factor which varics with and accounts for
the specific autocorrelated nature of the data. In gene-
ral, for positively correlated data the autocorrelation
factor C will be greater than 1.0 while for negatively
correlated data it will be between 0.0 and 1.0, This
phenomenon can be appreciated intuitively by examina-
tion of Fig. 1. It is clear that for positively correlated
data the excursions or runs above and Lelow the mean
produce sumple averages with wider dispersion about
the truc mean than if the data were random. Sinilarly,
negatively correlated data are chaiaclerized by suc-
cessive high and low values which tend to “average” to
values quite closely clustered about the truc mean.
These characteristic behaviors nay be quantified by
the autocorrelation factur, which {or the modeling
technique used herein can be shown to be snlely a func-
tion of the parameters of an autorepres<ive-moving
average model for the data.

B. Mathematical statement of the problem

Consider a finite sct of diserete measurements, Y,
X,y 044, X, Obtained by untformly sampling a continnus
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signal X(/) at equispaced intervals a¢. Let us assume
that:

(1) The sample interval size At is a prespecified con.
atant and is of a size sufficient to capture the structure
of the continuous signal.

(2) {x,} constitutes a stationary time serics, i.e.,
fluctuates about 2 fixed mean with a constant pattern
of irregularity and

(3) The length of record NA! is sufficient to adequately
encompass the significant long-term features of the con-
tinuous signal.

The problem to be addressed is, then, to determine
the precision with which the sample mean X based on N
observations estimates the true mean level, or alter-
natively to specify the length of record (number of ob-
servations) necded to estimate the true mecan u by X
within a ccrtain prespecified interval at a given level of
statistical significance.

For a stationary time series, the {)‘,} converge to
zero as k Increases so that for large N, Fq. (1) re-
duces to the approximation,

N -
var(%) = 1 i " ®)
N 4=
The problem of mean valuc inference then reduces to
the estimation of {3,}.

We will be concerned with the use of parametric sto-
chastic models of the autoregressive-moving average
(ARMA) class for the estimation of the {y,}. This ap-
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proach provides both a mathematically sound and prac-
tically appealing approach to the problem.

Il TIME SERIES MODELING BY DYNAMIC DATA
SYSTEM (DDS)

A. The DDS modeling approach

Modeling of stochastic phenomena by the general class
of autoregressive-moving average (ARMA) models has
found a tremendous growth in applications in the areas
of forecasting and contsol in recent years. Several
unified strategies have been proposed to facilitate this
modeling with varying philosophies on the modcl build-
ing procedure, physical interpretation of models, and
the manner in which both deterministic and stochastic
trends are modeled. The Dynamic Data System (DDS)
methodology has particular appeal for scveral reasons
which go beyond the scope of this paper. In particular,
the modeling and interpretaticn of physical systems is
greatly enhanced by this approach.

When only stochastic variation is evident in the data
{no deterministic trends such as periodicities) the
general class of ARMA models given by Eq. (6) is em-
ployed for modeling,

X=X+ 0 Xpeat cr et O X, +a,-8a,,
—6a; 3 0o =00, ., (6)

where X, is the observation in the time series at time
t, a,is normally and independently distributed:
NID(0,02%), &,,...,8,: n autoregressive parameters,
and 8,,...,0,: m moving average paramcters. In the
DDS modeling methodology, m is gencrally defined to
be »n ~ 1 although the final appropriate fitted model may
have m <(n-1), It can be shown® by employing the
elementary thcory of lincar operators on Hilbert space
that any stationary stochastic system can be approxi-
mated by an autoregressive moving average model of

order (n,n~1).

For the usc and interpretation of the ARMA(n,n-1)
model class it is useful to consider two important char-
acterizations of the model: (i) Green’s function, and
(ii) autocovariance function. According to Wold's de-
composition, X, may be expressed as a sum of ortho-
gonal vectors G,a, ,, inan infinite dimensional space,
i.e.,

X,= ;G,a,,,. n

The weights G, maybe determined for any ARMA (i, n - 1)
model by equating coefficients of like powers of the
backward shift operator B in,

(1-6,B-68,8B°-...~4, B")
(I-0B-0,8 ... - 0,5

(8)

(Go=G,B=G,B* = .. =)=

For stable systems, only a relatively few number of
vectors need to be added to obtain X,. The weights G,
are referred to as Green's function and are expressable
in terms of the &’s and 8’s of the model. Physically,
Green’'s function may be thought of describing the na-
ture of the dynamic response of the system to a random
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disturbance a,. If the forcing fuaction a, is removed,
the system response decays to the mean level according
to C,. The Green's function characterization of the
stochastic process 1s most useful 1n deriving statistical
properties of the process as will be seen later,

The autncovariance function for the gencral
ARMA(n, n - 1) model form may be derived from Fq.
(6), noting that the kth lag autocovariance y, 1s given
by

Y= E(X, X, ). (9)

The fact that the autocovariances {7,} can be expressed
solely in terms of the model parameters, ¢, 6. and o
is found to be most useful later when an estimate of the
variance of the sample mean is to be obtained given an
appropriate ARMA model for the data. The Appendix
provides the equations which define the {7,} as functions
of ¢, 8, and o?.

In the DDS methodology, the appropriate model for a
given set of data is determined by successively fitting
models of progressively higher order by the method of
least squares until a satisfactory fit is obtained. An-
alysis of variance is performed for each model, and the
F test is employed to determine when Lhe reduction in
the residual sum of squares from one model to the next
is statistically significant. Initially, an ARMA(2,1)
model, i.e.,

X=X 1+ #:X,,4a,-8,a,,, (10)

is fit to the data. Models of the form ARMA(4, 3),
ARMA(G,5), ..., ARMA(2x, 21 ~ 1) are then successively
fit. The model is incremented by steps of two, i.e.,
ARMA(2n, 21 - 1) sv that the roots of the model can be
either real or complex at any time, thercby not forcing
a real root to be present in a model for a process which
does not physically have that characteristic. Modcling
is terminated when the » test fails to show significance
when the next higher-order model is fit. Individual
model parameters near zero may be examined for sig-
nificance by computing their (1 - a)}100% confidence
intervals. Insignificant parameters are dropped and the
remaining parameters are reestimated. In general, an
ARMA(»,m) model results.

8. Estimation of the {y,} from the ARMA model
parameters

By employing the ARMA model class to characterize
a time scries of noisc data, the {7,.‘ for these data [and
in Eq. (5)] can be estimated by functions of the model
parameters alone. In particular,

var(v)= % Kl—:}-f—o') . (11)
(-39

The variance of the disturbances ¢ may be calculated
by recursively calculating the 4,’s from the OHitted model
and then substituting into Eq. (12):
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The approuach to assessing the confidence associated
with the sample mean X of the autocorrelated sequence
XXy, .00, Xy s then as follows:

(1) Use the DDS modeling methodologry to find by
successive fitting the appropriate ARMA(x, m) model
for the dati. Since, in general, the models are non-
linear in the parameters, an interative nonlinecar least
squares routine is required to estimate the parameters.

(2) Based on the fitted mode! and estimated parame-
ters ¢, 8, and a?, estimate the variance of the sample
mean [rom Fqs. (11) and (12).

(3) Establish a (1 - a)100% confidence interval for the
true mean u from Eq. (3).

It should be noted that in all of the modeling of noise
data which follows, the data are modeled and precision
estimates in the sample mean are determined in units
of sound exposure or mean-square pressure. Confi-
dence intervals determined in mean-square pressure
are then transformed to sound exposure level (StL) in
decibels by the transformation,

SEL=10log,,(mean-squarc pressure). {13)

11, ANALYSIS OF NOISE DATA

To illustrate the modeling technique employed and its
use in the mean level eslimate precision ussessment
problem, two sets of noise data arc examined. One is
derived from o site in the vicinity of NAS Miramar,
San Diego, CA (site 30) while the second was oblained
by nearby Lindberg Field {si1te W50), the commercial
San Diego Airport, Both sets of data were recorded
between January and June of 1976, Figure 2 shows a
map of NAS Miramar and the locations of several moni-
toring sites around the airfield. Figures 3 and 4 sivow
the data in unils proportional to mean-square pressure.
Each data point is a time-weiphted 24-hour average
noise level referred to as the Community Noise Equi-
valent Level (CNEL). CNEL values are deternuned
from the equation,

1 25200
CNEL=10log —5—'[ ] 10P%(1)dt
PTL J, e

+ fmmpi(r)dn fumlopi(/)d/], (14)

25 200 "9 200

where P, =20 micropascal and T = 86400 s.

A. DDS modeling

The DDS modeling methodology was applicd (0 the
data to obtrin an adequate ARMA(n, ) model, For the
NAS Miramar data successive {iting and testing for
adequacy via the F test revealed that an ARMA(8,17)
model 1s required to describe the data. For the Lind-
berg Field data, an ARMA(2, 1) model was found to pro-
vide an adequate represeatation,

Table 1 provides the fitted models and statistical para-
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TABLE 1. Fitted models and parameter estimates for the CNEL mncan square pressure data for sites 30 and W30,

Site Fitted ARMA(n, m) modet

KAS X, © 0.616X, ¢ = 0.330X, 4+ 0.150X, 4
Miramar . . -
aite +0.118X, 4 - 0.132X, 4+ 0.065X, ¢
30 ~0.156X, 4 ~0.011X, ,+ 4, + 0.56%0,
—0.525a; 4+ 0.046a; 4+ 0. 483a,
-0.149a, , + 0.137a, ¢ - 0.6934, ,
Lindberg Xy = 0.633X, (+0.135X, ,
Fleld
site +a,+0.202a, ,
W50

R I AT femm L. L mieew e - owmms s

X e al N
1.69 < 10" 2.54 « 107 1.75 « 101 100
51.9 x1(¢ 1186.57 x 102 750.21 x 101 152

meter estimnates for both the site 30 and site W50 data.
As can be scen frow the table, the two noise level time
serics appear to vary considerably in terms of both
their average levels and stochaslic structure. For site
30, the mean level is equivalent to 61.4 dB while for
site W50 it is considerably higher, 76,0 dB. The dif-
ferences in the autocorrelated structure will be more
fully revealed when an assessment in the precision of
the sample mean X is made.

8. Mean level precision assessment

To assess the precision of the estimate of the sample
mean, a (1 - a)100% confidence interval for the true
mcan g may be determined. For the site 30 data, using
Eq. (11), and 62 from Table 1,

Var(X)=4.80x 10'°,
A 95% confidence interval for p is then given by Eq. (3),
1.69x 10%+ 4,29 x 10%,

In decibel units, the mean estimate is 62.3 dB and the
95% confidence interval is bounded by 61.0 dB and 63.3
dB. The interpretation of this interval is that we are
95% confident that the true mecan for these data is esti-
mated within about : 25% in mean-squiire pressure which
is about minus 1.3, plus 1.0 dB.

It is intercsting to compare the result above to the
parallel result obtained if we assume that the daily
average noise levels ordered in time are independent,
In this case, using Eq. (2),

Var(X)=2.419 % 10'°,
A 95% confidence interval is given by
1.69 x 10%4 0.305 x 10°,

which says that we can estimate the mean within + 187
in units of mean-square pressurc. Hence, by neglect.
ing the effect of autucorrelation in the data we get the
impression that for a fixed sample of data (here, ap-
proximately one-third of a year) we can estimate the
mean more precisely than what we really can.

When analyzing the Lindberyg Ficld (site W50) data,
the effect of autocorrelation is even more pronounced,
Accounting for the autocorrelated nature of the data,
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Var(X)=4876.37x 10",
Assuming independence,
Vir(X)=652.0x 10'°,

The corresponding 95% confidence intervals are given
by

(i) Assuniing the data are autocorrelated,
51.9% 10%+ 6.98 x 10°,

(it) Assuming the data are independent;
51.9x 10°: 2,60 x 10°,

In other words, while an uncorrelated analysis would
suggest 2 mean level estimate within £ 5% baced on the
182 data points, the autocorrelated analysis shows that
our precision is really only about + 13.4%.

For the site W50 (Lindbery Field) data it is clear that
the effect of autocorrelation in the data is niore drama-
tic in terms of the precision assessment of the long run
sanmple mean. The specific effect in terms of the form-
ulation of sampling strategies will now be examined.

IV. DEVELOPMENT OF SAMPLING STRATEGIES
FOR ESTIMATION OF MEAN NOISE LEVELS

A. Comparision of sample size requirements:
independence versus autocorrelated analysis

The question of practical significance to the acousti-
cian studying environmental noise problems is: “How
long mwust 1 monitor noise at a particular site to be able
to estiniate the long run mean level with a given level of
precision?” In terms of the data we are examining here
this question asks, “How many days mustbe monitored ?”
For example, how large of a sample of daly averages
must we obtain? The answer to this question may be
sought in an cffort to validate the predictions of a nuise
level model used in the vicinity of a military installation
or to assess and detect possible noise level shifts over
a period of time.

Using the data from scveral sites around NAS Mira-
mar and vicinmty, we will attempt to answer the above
question and lend some insight to the general problem
of sampling environmental noise and estimating mean
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levels with souie prespecificd level of precision re-
quired.

Returntng to the site 30 ond site W 50 data previously
modeled, the quetion 1s asked: “How many successive
Aaily average values would have to be obtaaned to osti-
mate the n.ean level within ¢ 507 in units of mean-square
pressure?” Assumung a 95 7 coafidence interval of
size £ 0.50X (50 ¢ precision in the mean level estimate)
1 required, we have that

£0,50X=:2, , .[var(O)p/2, (15)

For the site 30 data, answers to this question are
compared assuming independence of the data and ac.
counting for the autocorrelated structure in the data:

(1) Independence analysis
Conmbininy Eqs. (2) and (15), and solving for N, the
sample si1ze, we find that N = 12 satisfics the pre-
cision requircment.

(i) Autocorrelated analysis
In this case, combiming Eqs. (11) and (15), we
find that N =23 samplrs (daily averages) are
required.

When the site W50 data arce exanmuned with respect to
this precision requircment, the comparison is even
more dramulic. While an independence assunmption pro-
duces a sample si1ze requircment of vne week (7 days),
correctly accounting for the autocorrelated nature of the
data produces a sample 512¢ reguirement of vver serey
weeks (50 davs). When the autuvcorrelation 1s strong,
a8 18 the case for the Lindberg Field data, the cffect of
neglecting autocorrelation tn the dita 18 qu 'e severe in
terms of grossiy underestimating the length of time the
noise level must be momitored to assess the mean level
precision within a given prespecificd range.

B. Summary of modeling results and sample size
requirements

In addition to the two sites analyzed above, data were
obtained from two other siles (23,31) in the area of NAS
Miramar. For onc of these additiunal sites (site 31) two

“
-]
T

DAILY AVERAGE MEAN SQUARE PRESSURE (X 10%)
b [od
[-]

o
-

tinie series of CNEL measurements were formed over
different time periods to examene the stationarity and
homngeneity of the data over an extended period of time.
Figure 2 shows a map of the NAS Miramar and the loca-
tioa of the sites exaunined. CNEL contours are also
shown on tius figure.

Figures 5 and 6 show portions of the data analyzed for
sites 23 and 31. Visual inspection of these two noise
time series seems to indicate a marked difference in
the time-varying nature of the data. The data for site
23 seem much more random in nature than those at site
31, which appears to have more of a positive correla-
tion pattern (almost a weekly pattern) with two large
“spikes” around the fourth and sixth weeks.

Modeling by DDS showed that for the site 31 data
(both noise time series) an ARMA(4, 3) model appeared
to adequatcly describe the autocorrelated structure of
the data. For site 23, autocorrelated structure of any
significance only seemed to appear at lags 7 and 14
(weekly periodic-type structure). A model of the fol-
lowing form was {it to these data:

X,=-0.667X,_ ,-0.315X, ,,+a,+0.355a, , . (16)

When the parameters of the above fitted model are used
to determine the variance estimate of the sample mean
an interesting result is obtained. Contrary to the re-
sults from ali other sites, the use of Eq. (11) to esti-
mute Var(X) versus the independence assumption [Eq.
(2)| show that smaller sample sizes are required when
we recognize autocorrelation than when we assume in-
dependence. In summary,

var(X) = 10.4 x 10** (autocorrelated),
Var(X) - 24.4 x 10" (independence).

This sugrests that this data is predominated by negative
correlation which in fact explains the somewhat oscilia-
tory appearance of the data in Fig. 5. It is also noted
that the gencral variance of this data y, is quite small
relative to the data from the other sites (0.31x 10'° vs
2.33 and 2.73 x 10*? {or sites 30 and 31, respectively).
Hence, it is not surprising that the sample size re-

FIG. 5. NAS Miramar—data
frum site 23.
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F1G, 6. NAS M{ramar—data from
site 31.

quirements for mean level precision assessment al site
23 are quite low. In fact, for a 1 50% precision in the
mean level estimate (in units of mean-square pressure)
only one daily average is requircd {two daily averages
if autocorrelation is neglected). To obtain a + 25% pre-
cision, only three daily rcadings are required (seven
daily readings if autocorrelation is neglected).

Table Il summarizes the modeling and sampling stra-
tegy analysis for all of the sites evaluated. It is inte-
resting to observe the wide variation in the autocorre-
lated nature of the data from these four sites and its
concommittant impact on the sample size requirements.
The following observations are summarized:

(1) Sites 30 and 31 (Figs. 3 and 6) are typified by data
which have two structural components visible in the
tinie series: (i) irregular runs of average length of
about 7 days, and (ii) a few very sharp spikes indicating
that high mean square pressure levels occur somewhat
infrequently over an extended period of ttme. Table II
indicates that the time series modeling approach re-
sponded to these data characteristics by conveying a
general positive correlation content which produced
sample size requirements in access of those required
under the assumption of no corrclation in the data.

TABLE 1I. Summary of sample size requirements,

WEEKS

Sample size requircments are about 100% greater than
would be called for assuming independence of the data.

(2) For site W50 (Lindberg Field), Fig. 4 shows the
same general patterns as sites 30 and 31 except that the
irregular runs (above, below the mean) scem longer.
This suggests even stronger positive correlation. The
DDS model for this site confirms this general appear-
ance by producing very high sample size requircments
relative to the assumption of independence (50 days ver-
sus T days).

(3) For site 23 (Fig. 5) the data are quitc uniform in
variation level (no larpe spikes) and have much more
of an oscillatory pattern as opposed to a pattern of
longer, irregular runs. The DDS model conveys this
mathematically by producing a sample size requirement
which is: (i) much lower than for the other sites, and
(ii) such that actually fewer samples are required, rel-
ative to assuming indcependence.

V. CONCLUSIONS

In this paper, a mcthod for developing strategies for
temporal sampling of environmental noise has been pre-
sented. Data were examined from several sites in the

|

1500 of X precision

. Number _ Samiple size Sample size
X ¥y al of Var(X) required required
Site Model (10%) (10'%) 101y data pts. Eq. (12) (1019 {Autocorrelated) (Indepcndence)
23 See Eq. (16) 1.69 0.308 0.28 126 0.104 1 2
(3, 125%) (7, 125%)
30 ARMA@8,7) 1.84 2,535 1.75 105 4.80 23 12
an ARMA(4,3) 1.58 2.332 1.R0 140 4.58 33 15
J1A ARMA(4,3) 1.63 2,734 1.92 107 5.23 33 16
w50 ARMA(2,1) 51.9 1186.,57 750.21 182 4264.15 50 1
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arca of NAS Miramar and a site {from Lindberg Field,
San Dicgo. These data ave typified by a strony auto-
correlated structure. This autucorreluted struciure
greatly influences the estimation of the variance of the
sample mean and must be accounted for in the develop-
ment of valid sampling strategics. The Dynamic Data
System approach was used to develop stochastic auto-
regressive-moving average models capable of cap-
turing this structure in a closied parametric form. The
parameters of these models are used in the cstimation
of the sample mean variance, While the specific sampl.
ing plans obtained may be peculiar only to the airports
studied, the modeling and inference techniques presented
may be applicd to a wide range of mean level inference
problems when data are autocorrelated.

For the data examined, comparisons of the sampling
requirements assuming independence and accounting for
autocorrelation show that, in general, more samples
are requirced accounting for autocorrelation due to the
predominance of positive autocorrelation in the data.
By neglecting the effect of autocorrelation in the data,
the impression is given that for a fixed sample of data,
one can estimate the mean more preciscly than what
onc really can. For example, when the site W50 data
are examined the independence assumption produces a
sample size requirement of one week (7 days), while
correctly accounting for the autocorrelated nature of
the data produces a sample size requirement of over
seven weeks (50 days).

Wide differences in the autocorrelation structure and
the sampling requirements (rom site to site at the same
airport, NAS Miramar, were noled. Further work is
being done {3 study the effccts of weather, flight pat-
terns, and monitor location on the problen: of mean
sound level assessment,
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s in general, and in the vicinaty of airports or other large

noise producers in particular, are not well understood Frequently, the purpose is to sample and estimate the

true yearly Day/Night Average Sound Level (DNL) or C

y Noue Equivalent Level (CNEL) This

4 a4

being the case. it 1s important to note that dsy-10-day les are not

but, in fact, the ime serics

formed by these day-to-day samples exhibits an sutocorretated structure. For this reason, sampling

requirements are 4 to 8 times larger than arc calculated by

g purely day-to-day daia

Moreover, the dats may exhitnt weekly and yearly determimisuc trends. As 8 result of those faciors, the
analysis herein shows that sampling requirements sufficient to achieve a precision of + 2to - 3 dB of the
true yearly CNEL or DNL value with 3 95% confidence level can be summanzed as 14 days of totally

" =
8§

st least 30 days of totally continuous sampling

PACS numbers: 43.30.1). 43 50 Sr, 43 SO.Nm

INTRODUCTION

Recently, increasing attention has been given to the
problems associated with high sound exposure levels
in the immediate vicinity of installations such as civil
airports and military bases. From an acoustical point
of view, work is proceeding on several fronts in the
areas of improved equipment design, better operations
planning and new techniques for noise abatement. An
important element of the overall problem is the mea-
surement of noise levels and the associated statistical
assessment of the precision of mean level estimates,
Most techniques in use today''? for sampling community
noise call for sampling over relatively short periods
of time, e.g., from a few minutes to perhaps a single
day. However, the time varying nature of noise data
when viewed as 3 time series (hourly or daily averages)
suggests that short-term sampling may lead to serious
inaccuracies in the estimation of a long-term (vearly)
average noise level. For example, the 24-h periodic
pattern in hourly average sound level may vary from
about 40 to 85 dB. The Community Noise Equivalent
Level (CNEL) or Day/Night Average Sound Level (DNL)
both commonly vary from 45 to 80 dB. These wide
ranges for sound level, together with the fact that the
data in general, exhibit high positive autocorrelation
and high coelficients of variation suggests that small
and/or short sampling periods may provide both im-
precise and inaccurate mean value estimates.

The techniques of time series niodeling, in general,
provide a powerful methodology for an assessment of
mean level estimation precision and the formulation of
sampling strategies. In a recent paper,’ the authors
have described the use of the Dynamic Data System
{DDS) for performing these anaiyses based on the fitting
of Autoregressive -Moving Average (ARMA) time series
models to the daily average noise level data. The pre-
vious paper utilized approximately one year's dally

the year, or } 4 weeks of quasi-random sampling taken one week at a time, or

CNEL data gathered at severa!l sites around San Diego’s
Lindbergh Field and Miramar Naval Air Station. Anal-
ysis of these data showed a high degree o! positive cor-
relation in CNEL values from day to day. This auto-
correlated nature of the data, particularly the degree
af positive correlation between neighboring observa-
tions, Increases the amount of consecutive sampling
required to estimate the long-term mean level with a
given level of precision over sampling where indepen -
dence is assumed.

In this paper, the dynamic data system method is
used to model approximately eight months of daily
CNEL data gathered at 12 sites in the vicinity of the
Los Angeles International Airport (LAX). The results
of this analysis, along with the previous results, are
used to form a set of guidelines for sampling strategies
in the vicinity of airports. Of necessity, this paper
uses CNEL data. However, as stated in several rel-
erences,*® the correspondence and correlation between
CNEL and DNL are so close as to make the results
equally applicable to DNL data.

I. THE DATA BASE

Continuous daily monitored CNEL values were sup-
plied by LAX for the period from 1 May 1977 to
31 December 1977 for the 12 monitoring locations n-
dicated in Fig. 1. These daily CNEL were transformed
to values denoted by X, on a linear scale, proportional
to daily sound exposure (SE) as shown in (1),

X .10 €NEL/M0 ()

Figure 2 illustirates the resulting data plotted as a
function of day of the year for these 12 sites after
transforming the data as described in Eq. 1. It must
be noted that these Y values are used because one 1s
interested in eatimating the yearly mean DNL or CNFEL
value which by definition is estimated by the sample
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Fit., 1, toeation of momitor sites o the vieinity ol Miriannr
Noviad e Station,

vearly mean farthmete average), ¥. Momtored data
18 [requently measured {or tar less than one year's
trme peviod, and {118 the purpose of (his paper to ad-
dress the vahiddy of technmiques to estimale this yearly
nwLaan,

In arder to draw the most conplete conclusions pos -
sible, the data developed i the previous paper will be
utilized tor the analyais herein along with the LAX
data, Figure 3 illustrates the location of two monitor -
ing points utilized in the vicinity of Miramar Naval Air
Station. Other siles at Miramar Naval Air Station were
either outside the noise contour area and measuring
other noise (e.g., site 23} or they had signiflicant gaps
in the data when ordered serially. A third set of pre-
vious data comes from a monitor located approximate -
ly one mile west of the main runway at San Diego's
Lindbergh Field.

N T T S N N A Ly T A TR e T TR A T T

Usitng the DDS method, ARMA maodels of various
orders were developed for 15 of the 16 above Lime
series of the quantity X'. For details of the modehing
methuds and terminology, the reader is referred (o the
author’s previous paper.' One of the LAX Lime serics
{I1, the location of which 1s shown 1n Fig. 1) was found
to contain strong deterministic trends and thus was ot
modeled using the DDS stochastic models.  Using the
method described n the previous paper, the estimated
parameters of the fitted ARMA models were emploved
to determine the autocorrelation factors for each of
the time series and therealter estimate the variance of
the sample means. Table [ summarizes the moded
type and autocorrelation lactor for cach of the time
series modeled. This Table also contams the sample
mean and sawmple variance derived trom these time
series. To aid innterpretation, the coclficient of
variation, which s the ratio of the standard deviation
to the mean, 1s also included 1in Table |,

Based on the assumption of independence of the data
{no autocorrelation on a day -to -day basis), une can
caleulate the number of samples required to estimate
the long-term tyedrly) mean for any desired level of
precision.  In this paper, an estimation precision of
t 504 of the mean with a 95', conlidence level has hecn
chosen as (ypical values for illustrative purposes. It
must be noted that a plus -minus 50°, band in the est: -
mation of mean X corresponds to a plus 2- to minus
3-dB band on the estimation of yearly mean DNL or
CNEL. However, the [itting of an ARMA model to a
time series indicates that the series possesses a post-
tive autocorrelative structure. And hence, sample
sizes detcrmined assuming independence wiil under -
estimate, in some cases, by a considerable amount,
the actual sample size requirements. When the auto-
correlation factors are rightfully applied, the correct
sample size requirements emerge. Table I also pro-
vides the sample size requirements for the estimation

TABLE 1. Modeling results, summary statistics, and sample size requirements for each site,

Coefficlent Sample size * Sample aize *
Mean of Autocorrelation requirement requirement
Site Mode! X Variance variation factor (independence) ( relation)
M ARMA(2, 1) 3.89x10° 2.46% 10" 0.403 2.140 a 6
A2 ARMA(S, 5) 6.60 % 10" 6.39x10' 0.383 8.189 3 19
El AR(1) 3.68x10" 1.17x10" 0.279 3.010 2 4
£2 ARMA(4, ) 1.03x10’ 8.76x10" 0.287 5.842 2 R
© AR(1) 7.03x10" 6.48x10'" 1.140 1.478 20 30
L2 AR(1) 2.27<10" 1.03 %10 0.448 3.353 4 11
wi ARMA(2, 1) 2.21x107 5.14x 104 0.333 4.980 2 8
w2 Random 7.44 x10¢ 5.71 <109 1.050 1.000 16 16
w3 ARMA(2, 1) .90 x 107 6.85 x 101* 0.929 4.517 14 60
w4 ARMA(L, 1) 5.03 < 10! 6.12 <104 0.492 2.850 4 1
20" ARMA(E, D 1.44 2 10* 2.53x 104 0.865 1.8 12 23
n* ARMA(4, ) 1.58210* 2,33x10% 0.987 2.38 15 33
who' ARMA(Q, 1) 5.19x107 1.19x10" 0.683 7.48 7 50
‘ Sample size cefers to the ber of Ive ple days ded to predict the long-term mean level within plus 2 to minua

3 dB of the true value with 85'% confidence based on the quantity X in Eq. 1. (Independence) means sample alzes based on the
assumption of serially independent data. (Autocorrelation) means sample sizes based on the assumption of serially autocor-

related data.
" Sites at Miramar Naval Air Station.
* Site at Lindbergh Fileid, San Diego, California.
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" of the mean noise level for both the cases of assumed pirs were developedandare histedin Tablell Ineach
\‘- independence and correctly gccounting for the autocor - case, correlation coefficients (i.e., the zeroth lag
- related structure in the data. [nthe Table, the auto- cross-correlations) between the X time scries and the
correlation factor relationship is not precisely evident corresponding runway operations time series in terms
. because the sample numbers have always been rounded of total daily approaches, departuves, and the sum of
) up to the next highest integer in order to guarantee the approaches and departures were determined. As can
-’ stated precision. Table [ also provides sumndry sta- be seen from the descriptions in the Table, data pairs
‘? tistics and sampie size requirements {or the two mom - have been selected to emphasize the predominant tvpe
G tor sites at Miramar Naval Air Station and the one of operation likely to be encountered at any given mon-
\ site at Lindberph Field. These results were previous- itoring location. For example, because of the west -
e v reported i Rel. 3 and are included here to demon- bound nature to the traftic flow, site L2 should pre-
i strate the sinularity in the results acrosa the three dominantly measure landings on 251 and location E2
. alrports, should measure both takeoffs and landings in either di-
N “ * define
. In summary, Table 1 Lists the monitor sites, the rection on the south complex fwhe.rlc complex (.1t.|||l N
™ i either the northern ur southera pair of runways at
3 'y model type, the mean, and the slandard deviation for LAX]. Table (I des onl . .
Lol Al R o AXI, provides only those estimated cross
\-4, 4 the original tlme series, the coeflicient of variation, correlations which were deemed significant in magni-
» the number of independent samples required for £50', L . .
W X tude, While many site noise-operations pairs were
P accuracy (1210 ~3 dB), the autocorrelation factor and .
, correlated, those not found in the Table resulted in
the true number of samples required for ¢50'/ accuracy ; ) .
when the autocorrelated nature of the time series is smalil (effectively zero) correlation coefficients. Based
Pl X on the amount of data available, correlation coefficients
* e taken into account. X
- in excess of approximately plus or minus 0.15 would
.-I Operational data were also supplied by the Los be considered statistically significant at the 0.05 level
‘Y Angeles Department of Airports for landings per day by of significance. However, for purposes of explaining
o runways on 25R, 25L; 24R and 24L; and by runway pairs the data and analysis herein, only the major significant
"{ for 61 and 6R; and for TL and TR. Takeoff data were correlations are presented and discussed. As expiained
M supplied per day by runway pair for 25L and 25R, 24L later in this paper, 0.3 is chosen as the value to define
' and 24R, 6L and 8R, and for 7L and TR. Operations at major significant correlations,
LAX, Miramar, and Lindbergh are typically westward
"y due to prevailing winds off the ocean. Occasionally 1. DISCUSSION OF RESULTS
“ winds are such that the normal direction of operations ;
“~ must reverse and takeoffs and landings are to the east. Examination of the data in Tablg ! shoys a wide lr.mge
oy of sampling requirements from site to site depending on
'?'.‘ ‘To test the relation of the monitored data in the vi- relative location and proximity to the runways. In
b cinity of LAX with operations, various correlation many cases, the sample size requirements are quite
.., TABLE N, Zeroth lug cross-correlation between noise lavel recorded at a site and operations in |
‘-'J the vicimty of the site,
'.j Site Uperations strongly correlated with Correlation cocfficient
..-.‘ Al None oo
< A2 EB/APP/7+ WB/DEP/25* 0.481
El WB/APP/2% 0.308
WB/DEP/25 0.312
o E2 WB/APP/25 0.408
o’ WB/DEP/25 0.323
£ u WB/APP/24R" 0.721
g WB/APP/24 0.838
", WR/APP/24 + EB/DEP/6 0.611
”, 2 None ves
-, | 8] WB/APP/25 0.436
. WB/APP/25 + EB/DEP/7 0.406
12 WB/APP/25L 0.716
wil None see
,"' w2 None e
-*, w3 WB/APP/24R"
¥, WR/APP/24 0.499
g WB/APP/24 + EB/DEP/6 0.439
<, w4 WR/APP/24R" 0.419
X WRB/APP/24 0.432
WR/APP/24 + EB/DEP/6 0.473
-
,L 'ER/APE/T - WH/DEP/25 denutes the sum of easthound approaches on the 7 complex and west-
- bound departures on the 25 complex.
L " 21H dentoten the 24 complex, Tigh! runway.
o
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large. The large sample numbers may be due to the
presence of strong positive autocorrelation, large
overall noise series variability from day to day, or
both, Ome could hope to observe that the number of
autocorrelated sample days required grows smaller as
the sample site approaches the airport. Unfortunately,
this is not evident since stations A2, W2, and W3 each
require substantial numbers of days. However, care-
ful examination of these data, the operational data, and
weather conditions indicates possible explanations for
the greater variability found in two of these three sta-
tions.

Site W3 has an autocorrelation factor of 4.5, which is
typical of the values found for all the monitoring sites
{n close proximity to the runways (except for A2 and
W2 which are the other two sites near the runways
which have relatively large sampling requirements).
Site W3, however, exhibits a much higher coeflicient of
variation than do the other sites in the vicinily of the
airport (except for site W2 which is agamn one of the
three sites under discussion and site 12 which will be
discussed later). Examination of the number of land-
ings per day on runway 24R, the operations which most
influence the noise received at Site W3, indicates a
high deyree of variation from day to day. The corre-
lation eoefficient between the landings on runway 24R
and the noise measured at Site W3 is 0.678, Although
not shown herein, the number of landings per day on
24R are much more variable than are the numbers of
landings per day on the other three runways (24L, 24R,
and 25L). Thus the high coefficient of variation in the
X data from Site W3, in reality, likely reflects the high
varjation in the operations data.

Site A2 exhibits a coefficient of variation which is
much in line with the other stations near to the run-
ways (except W2 and W3). At this site, however, the
autocorrelation factor is 8.2 —a value which is much
higher than the value for most of the other sites. Ex-
amination of this time series shows that the noise level
generally rises during the warmer summer months,
Typically at Los Angeles, there are 12 days in which
the high temperature exceeds 80°F.° This site mea-
sures predominantly takeoff noise and is some 4000 ft
further from start of roll than is site Al. Thus this
site i8 the only site which will be influenced by the
average temperature since temperature strongly affects
the efficiency of the turbojet engines —requiring longer
takeoff rolls and lower altitudes over site A2 during
warm weather. In fact, this is the exact trend strongly
evident in the data; i.e., the average sound level goes up
during the warm weather months. Referring to Table
11, this conclusion is further supported by the fact that
the cross-correlation between noise level monitored at
site A2 and the combination of eastbound approaches
and westbound departures on the south complex is quite
high, a value of 0.481.

Site A2 exhibits two predominaut peaks in the data in
addition to the general trend discussed above. One
peak appears on the 10th of May (day 10) and the other
on the 16th of December (day 230). Many of the sta-
tions exhibit peaks in the mid-to-end of December time

period. This time period was a period of hieavy cloud
cover, variable winds, and rain.” No explanation can
be found in the weather or the operations for the peak
exhibited on May 10, Similarly, examination of the
data at site W2, the other “problem site,” exhibits a
very strong peak on the 16th of July (day 77). Again.
no weather-related or operaticns-related expluanation
can be found. The two series of quantity X values de-
rived from the monitored CNEL values at these two
sites were remodeled with the data for July 16 deleted
from the series at site W2 and the data for May 10 de-
leted at site A2, respectively.

At site W2, removal of the spike on July 16 did not
change the model, That is, the site noise series re-
mained totally random and removal of the spike only
served to decrease the variance, changing the sampling
requirement from 20 to 16 duys. Similarly, at site A2,
removal of the spike on May 10 did little to change its
results. However, removing both the spike on May 10
and the spike on December 16 substantially altered the
characteristics of the time series but did little to
change the ultimate sanipling requirements. Removal
of these two spikes revealed a model with a strong de-
terministic trend. The time series strongly demon-
strated a 7-day weekly cycle to the data in addition to
the yearly cycle discussed above. Because of this
strong weekly cycle, the autocorrelation factor actually
rose from its already high value of 8 to almost 25.
Similar results were found in the author’s previous
paper.’ However, removal of the spike at December
16 may not be justified because its presence can be
explained by weather-related factors.

Examination of the cross-correlation data between
operations and measured noise levels reveals some
correlations to be as expected and others to present
some significant departures from expectations. The
correlations between noise levels in the vicinity of the
east end of the north complex (24), and the correspond-
ing north complex operations exhibit the most regulari-
ty and are most as expected. That is, the landings on
24R are highly correlated with the data measured at
W3, the landings on 24L are well correlated with data
measured at site W4, Also the data measured at these
two sites correlate well with the total operations over
the east end of the north complex. The correlations
with the data measured at site I1, indicate that landings
on 24R correlate with these measurements but not the
landings on 24L. This also i5 a reasonable result. It
i8 noted that the cross-correlations between operations
on the 24 complex and site W2 (to the north-side of the
complex) are generally small (effectively zero). This
site 18 typified statistically as a random noise series
with high coefficient of variability (1.05),

Unfortunately, landings on the 25 complex do not ex-
hibit the same regularity and expected results as de-
scribed above [or the 24 complex. Landings on 25L
are well correlated with the noise measured at site L2,
but landings on 25R were not found to be correlated
with the data measured at site [.1, However, the total
of all operations or the total number of landings to the
east of the south complex are both well correlated with
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the data measured at site L1. This would seem to in-
dicate that site L1 is such that 1t 1s tocated more nearly
acoustically midway between the operations on 25L and
25R, rather than as indicated in Fig. 1, On the other
hand, the lower correlation for site L2 with overall
uperations and the generally higher correlation with the
specific landing operations on 25L indicate that 1t 1s
more nearly in line with 25L.  Station 12 exhibits no
correlation with any of the operations either Laken
singly or in combination and like site W2, its noise
series exhibits weak autocorrelation and a high coef-
ficient of variation.

It must be noted that correlations developed between
numbers of operations und measured dita cannot he
expected to be extremely high because the measured
data are being correlated with operations which way
represent a variety of noise levels. For example, cor-
relations have been calculated with lundings alone when
in reality on certain days the landings may be very low
and the takeofls very high with the resulting noise levels
also high. Onm the other hand, correlations have been
developed with total operations where there is no yuar-
antee that these operations do not produce systematical-
ly differing CNEL on differing days that is not re-
flected merely .in the total number of operations. As a
result, correlation coefficients in excess of approxi-
mately 0.3 are considered significant at this stuge of
analysis,

The monitored data at sites 12 and W2 exhibit no siy-
nificant correlation with operations in their respective
vicinities. In addition, they share the same common
characteristics of weak or no autocorrelation in the
noine series and high levels of variability relative to
thelr mean levels, This ralses a question about the
actual noise these sites are measuring; i.e., is this
monitored noise really strangly related (o alrport
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F1G, 4. Theoretieal autocorrelation functions,
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operations? In terms of sampling requirenients, how-
ever, these sites are quite consistent with the nther
sites, while the low autocorrelation tends to reduce the
sample size requiremnents, the high variabtlity brings
them back in Line with those sites with strong autocor -
relation,

I1l. AN ALTERNATE SAMPLING STRATEGY

rhe rather targe sampliag requireents revealed by
the unalysis above suggzest that an aiternate strateyy
mieht be sought to reduce the iimount of samplhine,
when several sites are to be uwnutored at &4 paven fa-
cility, it may become practical to induce independence
i the sample data by spacing successive observations
by a sulficienmt L distance,  The theoretical autocor -
relation function for the ARMA model at a given site
can be used to estimate the spacing required to ap-
proximately validate the independence assumption,

For site K1, the model was AR(1) with .» 0.5,
The theoretical autocorreiation function (or an AR(1)
process 1s gaven by p, I, pp SF A 1.2,3,....
Hence, p, 0.5, p, 0.25,p, 0.125, p, 0.0625.
0.0312, ete., and therefore, tor pracucal purposes,

observations spaced by 5 or more lags are uncorre-
lated. In the case of site Al, the model was ARMA
(2,1) and the theoretical autocorrelation function is
given by:

Po 1 ’

Moy, =8,07 30, (1 -b,),

Py PPy P Mg k2.
Based on the model parameters for site Al, 0,28,
p, 0.23,p, 0,00, 0.08, p,  -0.03 and again ob-
servations spaced by 5 or more days are approximated
uncorrelated. Kgure 4 shows the theoretical autocor -
relation functions for sites E1, {1, and W50, In de-
veloping sampling requirements based on induced inde-
pendence, the theoretical autocorrelations are assumed
to be effectively zero when the correlation coefficients
damp to less than 0.05 in absolute value.

A similar strategy can be developed for randomly
spaced groups of days such as weekly blocks of data.

IV. CONCLUSIONS

In the vicinity of airports, the data indicate that 30
continuous days of monitoring is a reasonable estimate
of the number of days required to achieve a precision
of +2 to -3 dB of the true yearly CNEL (or DNL) value
with a 954 confidence level, Moreover, the autocor-
relation factors appear to be on the order of 4 to 5 for
sites in the immediate vicinity of the airport, How-
ever, in worst-case situations such as when the total
operations on a runway become highly variable such
as runway reversals) when seasonal load or weather
factors become significant, or when there is a weekly
cycle to the data, then these numbers can become sig-
nificantly greater than 30 and 4, respectively, These
data indicate a worst-casc requirement of 80 continuous
days in the vicinity of airports and a worst-case auto-
correlation factor on the order of 8,
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Because of the autocorrelation factor generally ex-
hibited 1n most of the data series, the number of sam-
pling days can be significantly reduced by inducing ran-
domness in the seiection of days saimpled, That s,
sample days can be selected sufficiently fur apart to
induce randomness in the data gathered, rather than
performiny; continuous monitoring over the total number
of days. Also, because of the common sense potential
for long-term seasonal effects, it is recommended that
samples be selected from throughout the entire year.

A variety of strategies can be employed based on this
analysis. For example, one could:

{(a) Sample for a continuous period of 30 days or more,

(b) Sample 14 days chosen randomly throughout the
year, subject to the constraint that no two sample days
be less than 8 calendar days apart,

{c) Sample approximately 3 one-week periods chosen
randomly throughout the year, subject to the constraint
that no two sample weeks be consecutive,

The above can be used to achieve a precision of +2
to -3 dB of the true yearly CNEL or DNL at a 95
level of confidence.

While the above analysis pertains only to airports in
Southern California, subsequent analysis currently
underway indicate that these sampling requirements are
approximately valid in the vicinity of major commercial
airports on the east coast as well.
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APPENDIX C:

iN THE VICINITY OF AIRPORTS

P.D. Schomer

R. E. DeVor and W. A. Kline

61820

eighth.
PACS numbers: 43.50.L;. 43.85.Fm. 43 50.Qp

INTRODUCTION

This paper represents the third in a series dealing with
temporal sampling requirements for estimation for long-
term average sound levels.'” The general problem is the as-
sociated statistical assessment of the precision of cstimates of
mean sound level. With only a few exceptions such as the
California Airport Noise Regulation,’ most techniques in
use today** for sampling commumity nowse call for sampling
aver relatively shon periods of ime, € g.. from a few minutes
10 perhaps s single day. However, the time varying nature of
nonse dats when viewed as atime senies (hourly or dinly aver-
uges) suggests that short-term samphing may lead to senous
maccuracies i the estimation of a long-term {yearly) mean
nose level. For example, the 24-h periodic pattern in hourly
mean sound level may vary from about 40 to 85 dB. The
Community Noise Equivalent Level (CNEL) or Day/Night
Average Sound Level (DNL) both commonly vary from 45
to 80 dB These wide ranges for sound level, together with
the fact that the data in general, exhibit high positive auto-
correlation and high coefficients of variation suggest that
small and/or short sampling periods may provide both im-
precise and inaccurate mean value estimates.

e The techniques of time serses modeling, in general, pro-
. vide a powerful methodology for assessment of mean level
estimation precision and the formulation of sampling strate-
gies. In the first paper, the authors have described the use of
the Dynamic Data System (DDS) for performing these anal-
. yses based on the fitting of Autoregressive-Moving Average
W {ARMA) time series models to the daily average noise level
- data. This previous paper utilized approximately one year's
daily CNEL data gathered at several sites around San Die-
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Thas paper is the third 1n a series dealing with the development of temporal xampling strategies for
estimation of mean noise levels in the vicinity of airports. [t extends the previous analysis for
westcoast, one-direction airports (due to prevailling winds) to castcoast, muludirection airports
{Boston Logan, Washington Dulles, and National). The results show that the data for many of the
custenast airport sites are nonstationary in the mean level and the corresponding consecutive
samphing requirements predicted by the Dynamic Data System (DDS) methodology are very
large, at imes exceeding 173 of a year. When the data are stationary, Mounte Carlo ssmulations
using the data produce samphing requirements comparable to the values ohtamed by the DS
methodology. However, the DITS methodology tends to overestimate sampling requirements for
nonstationary data. The simulations demonstrate that nonconsecutive sampling strategies reduce
the overall sampling requirements for nonstationary data. In general, the results reveal the
following: (s} Westcoast (one-direction); + 50% precision—four weeks, any sampling strategy,
+ 35% precision—eight weeks, any sampling strategy. (b) Eastcoast {multidirection); + 60%
precision—four weeks, one from cach quarter, + 40% precision--eight weeks, one from each

0001-4966/83/06204 110800 80
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SAMPLING STRATEGIES FOR MONITORING NOISE

go's Lindbergh Field und Miramar Naval Air Stanon Anal-
ysis of these data showed a high degree of posiive autocorre-
lation in CNEL values from day-to-day. This day-to-day
positive aatocorrelation 1s to be expected because of prevail-
ing winds, slowly varying weather fronts, and the relatively
constant sct of datly operations and fleet nix at commercial
airports This autocorrelated nature of the data, particularly
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ng wles

+ 1983 Acoustical Socely nt Amenca 208"




the degree of positive autocorrelation between neighboring
observations, increases the amount of consecutive sampling
required to estimate the long-term mean level with a given
level of precision over sampling where independence is as-
sumed.

In the second paper, the dynamic data system method
was used to model approximately eight months of daily
CNEL data gathered at 12 sites in the vicinity of the Los
Angeles International Airport. The results from these first
two papers were used to form a set of guidelines for sampling
strategiés m the vicinity of airports. These first papers used
CNEL data and were for westcoast airports only.

The present paper extends the analysis to casteoast air-
ports and to the use of DNL. Speaitically, approximately 13
months of duily DNL data were obtained for 15 sites in the
vicinity of Boston's Logan Airport and approximately nine
months of daily DNL data were obained for nine sites in the
vicinity of Washington's Dulles Airport and 14 sites in the
vicinity of Washington's National Airport. The dynamic
data system method was again used to model these daily
DNL data. Monte Carlo simulations were performed to ver-
ify the sampling requirements obtained from the DDS mod-
cling of the data and to study alternatives to consecutive
sampling. The results of thesc analyses, along with the re-
sults of the two previous papers are used to form a set of
guidelines for sampling strategies in the vicinity of airports.

iANTM.Lm
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FIG 3. Washington Dulles Airport —locations of aoise monioning sites

I. THE DATA BASE

Continuous daily monitored DNL. values were supplied
by Logan Airport for the period from 1 October 1978 to 31
October 1979 for the 1S monioring locations indicated in
Fig. 1. These daily DNL data were transformed to values
denoted by X, on a linear scale, proportional to time-weight-
ed daily sound exposure as shown in Eq. (1),

X= lol)NL/IO) . W

As noted in earlier papers, these X values are used because
one is interested in estimating a yearly mean DNL or CNEL
value which by definition is estimated by the sample yearly
mean (arithmetic average) X. Monitored data are frequently
measured for far less than one year's time period, and it is the
purpose of this research to address the validity of techniques
to estimate this yearly mean.

The time series of X values at some of the locations were
divided into part A and part B at a gap in the data around the
halfway mark. Due to sizeable gaps in some of the sites’ data,
only about one-half year of continuous data were available
and modeled. Using the DDS method, ARMA models of
vanous orders were developed for 15 of the 16 above time
series of the quantity X (For a brief review of the modeling
methods and terminology, the reader is referred to Appendix
A ) The estimated parameters were used to determine the
autocorrelation factor, coefficient of vanation, and appro-
priate samptling requirements for mean-level estimation
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The partitioning of the data, as mentioned above, pro-
vides for the opportunity to examine the homogeneity of the
stochastic structure of the data over the entire period of one
year Although the DDS models do not reveal seasonal var-
rations, modeling data in different times of the year does

>, show some differences in stochastic structure at certain sites.

o This fact leads to the postulation of several alternate sam-
pling strategies including sampling in each of the four sea-
sons. This will be discussed in detail later in the paper.

Runway operations data were unavailabie at Boston
Logan, but all the sites were evaluated and the monitored
levels found 1o exceed reasonable estimates of the communi-
ty uise in the absence of aircraft. Thus the momitored data
were assumed to be predominantly aircraft noise and subject
. to a constant set of prevailing operations.

Data were analyzed from Washington National and
Dulles Airports for the penod of 17 March 1978 10 14 De-
vember 1978. At Dulles Airport. the daily number of arrivals
and departures are significantly less than at Los Angeles or
Boston, and for both Washington Airports. the montioring
sites were generally positioned farther from the airport (sec
) Figs. 2 and 3). For the Washington Airports. it was attempt-
ed todetermine whether each site was monitoring predomin-
ately aircraft or community noise. Monthly Federal Awi-
ation Administration noise level plots (Fig. 4) served as the
basis for this classification process. The sample plot in Fig. 4
shows the airport noise level {indicated by the LEQA hatch-
‘. ing) standing clearly above the background community
. noise level of about 65 dB. Plots of this type were studied for
all of the National and Dulles sites. In some cases, a site
could be unquestionably classified as either an airport or a
community noise site, but in other cases it was necessary (o
classify a site as 8 mixed airport and community noise site.

. DISCUSSION OF MODELING RESULTS
A. Boston's Logan sites

- For Boston's Logan Airport, frequency histograms and
time series plots were developed and can be found in Ref. 6.

The DDS miodeling results are listed sn Table | for all siges at
Boston For those sites whose data were divided into appron
imately two equal parts, modchng results are given for cacn
part and for the entire data set Most of the data were tone!
to follow AR{1) time series models, with autocorrelation i
tors commonly ranging from | 310 3 0 The required sampie
sizes for estmation of the mean within a5 SO of
X1+ 2, - 3dBiat the 95 confidence level commonly var
ied from 10 to 80 days. Site $A was the most extreme exeep
tion, with a very high autocorrelation factor of 6 35 and 4
correspondingly large sample stze of 134 days Sites Vund 4
{in the same general area) also have higher than average auto-
correlation factors. Almost all the coetharents of variation
range from 0.6 10 1 3
The data which were divided 1into twao parts are used 1o
more carefully examine the long-term iyearly) sound charac
teristies (Table 1) Iy some cases isites 1S, and &), the moded
1ng results are very simular w terms of both autocorrelation
factor and coeflicient of vanation, giving rise to very simlar
samphng requirements For others isites 3, 4, and 6. the
results are somewhat different. Of particular interest s the
fact that modeling of the combined data for sites 3, 4. and 6
produces sampling requirements generally larger than for
either part. For site 3, the main difference in the modehng
results is the autocorrelation factor. For this site. examina-
tion of the data [Fig. S{a)] reveals a gradual upward trend
from the middle of the second part of the data This nonsta-
tionary tendency increases the order of the model and pro-
duced a higher autocorrelation factor due to a model root
approaching 1.0. For site 6. the second half of the data has a
more random structure with corresponding autocorrelation
factor equal to 1.0. In examining site 4. 1t 15 seen in Table |
that the model for the first part of the year gives rise t a very
large sampling requirement, 134 days. This 1s 2.5 times
greater than any other site. Examination of the data [Fig.
5(bj) shows a large downward shift in the mean level of the
data after about the first two months. This nonstationanity
has produced a model with high autocorrelation factor. Al-

.‘m-}
0000 MEASUREMENT LOCATION-OLD TOWN NUMBER OF DAYS AVERAQED ‘19
LEQ s
1 uo 7 Leaa &2
= 8200 180 <87 LEQC €22
a L90 3
= L99 %
O 76004 LEQ 70 FIG 4 Typical FAA monthly data
3‘-‘ LW 72 summary at a Washington monitoning
é 70004 site. In this FAA figure, “LEQA™ are
‘ the equivalent levels (by hout) resulting
& 6400/ from aircraft nuoses. "LEQC™ are the
o equivalent levels resulting from inonair
3 craftt community noises. and LEQ are
58001 the total equivaient levels resulting from
f the combination of community and asr-
82004~ NS e v craft noses
NS NN
4400 N R S I S S I I A
l/ s / S s /“/”'/ "
/ /{// /A»/ s Sl LL/',1/ / e L

00- - Vi
000 200 400 600 800 1000 1200 400 K00
HOURS OF THE DAY

2043 J Acoust Soc. Am., Vol 73, No. 8, June 1083

41

PN e .
LI

. T IR
EI R I SRR S T T G U Tl Tl o TR W WAl U O

1800 2000 2200 2400

Schomer et @l Sampling strategies—arports 2047

AP dar e A Aibcig: St Iat futebep ot el ".-_-.--_17_.v_‘—.-:"-.._':-ﬂ_ ‘-_i_'.",‘T




TABLE 1 Boston Logan  DDS modeling results

Coefficient of Auticorrelstion  Sample
St Mudel vatislion factor size
1A AR} o) 194 17
B AR 056 [IR1} 7
1 AR()) 0.62 I o6 i h]
2 ARMA({Y 2) 047 m 50
A AR(l) 086 248 pl]
B ARMA(L ) 0.88 411 L
v ARtH [13.3) 496 o0
A ARMA 2, Iy s [N 134
L1l ARMAQ2. 1) 093 Igs R )
4 ARi2 113 628 128
SA AR 0’8 251 a2
hii AR(L 084 248 29
s ARMA(T. 7} O.8% 277 s
hA AR{l} 114 250 bR
oh White nutse 1.24 100 28
o ARMA(L 1) 1258 117 7
7 ARy 0.99 L&) 20
XA ARl (.87 198 27
L1} AR [$21) 194 25
X ARMA L 2} [IXR) 28 R
9 ARil} 1.56 | 64 o4
0 White noine 021 100 I6
LR} AR 0.9% 14} 22
12 AR(}) .91 144 20
3] ARy [V 1] 134 16
4 ARiN) 143 208 6%
I8 ARIN O RS 19 24

though no records are available to the authors such a data
trend could be caused by a marked and sustained change in
runway activity or flight patierns or, perhaps instrumenta-
tion problems. The combined model appears dominated by
the trend in the first part of the data and shows large sam-
pling requirements.

B. Washington Dulies and National sites

DDS modeling was performed for cach site in the vicin-
ity of Dulles and National Airports. Site classification and
modeling results are summarized in Tables I, 111, and IV
{airport sites, community sites, and mixed sites, respective-
ly). Low-order models resulted for most of the sites, with a
first-order autoregressive model, AR(1), being common. The
sampling requirements for all the Washington sites are gen-
erally similar to those for the Logan sites.

Tables I1, 111, and 1V indicate that several Washington
Dulles and National sites exhibit wide differences in model-
ing results when each part and the combined data are exam-
ined separately. In particular, for seven sites {Dulles 1, 6, 7,
and 10 and National 14, 21, and 22), DDS modeling results
vary considerably from one part of the data to the other and
sampling requirements based on the combined data models
are generally larger than for either part. Examination of the
time series data show nonstationary trends either within or
across both parts of the data. These trends can again be char-
acterized as a shifting of the mean level of the data. The
extretie case 1s Dulles site 6 which has small samphing re-
quirements, for each half (& = 5) but a very large require-
went (N - 158) for the combined datis. Tins site’s data [Fig.
5{v)] show a marked shift in the mean level at about the mid-
yeur point.

2044 J Acoust Soc Am vol 73.No 6. June 1981

S -
.'E‘r!".l \*E \'!s."r"

1. COMPARISON OF EASTCOAST AND WESTCOAST
AIRPORTS

In summanzing the modeling results across the Boston
and Washington Anports, it becomes apparent that a nuns
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Sk TABLE Il Washington National and Dulles Airport sites — DDS modeling results on onginal dats
{ Coefficient
.- of Autocorrelation Sample
ke Avrport Site Model varalion factor size
" Dulles 1A AR(1) 0 149 7
L. Dulles B AR{l) (X33 2% 17
. Dulles 7 ARMA(3,)}) 0.58 017 R
. " National 13A White notse 183 1.00 4
C National 138 AR(2) 0.66 323 23
National 13 ARMA(4, 3) | 40 1.47 4R
- National 14A AR{}) 0.47 1.49 6
A National 14B AR(1) 062 109 19
L National 14 ARMA(2, 2} 0.61 16.38 97
Nutional 15A White noise 0.86 100 13
Y Natwonal 1B AR{1) 080 179 19
._' Natinal [B] AR(l} ([R5} 136 15
- Nanonal 16 AR(1) 0.53 25 12
. National 3] AR(H 092 1.82 25
N,
>,
o
“
. TABLE 111 Washington Natwonal and Dulles ity sites—DDS modeling results.
[}
Coefficient
of Autocorrelation Sample
) Aurport Site Model vanation factor size
G Dulles 1A White notse 052 1.00 b ]
C Dulles 1B AR(1) 0.95 206 n
"o Dulles § ARMA(L 1) 088 124 90
' Dulles 4 Nonstationary 0.53 S —e
:’_ Daulles ] AR(J) 0.64 10.28 67
N, Dulles 9 AR(l) 048 117 7
o Nautonasl 24 AR{1) 0.43 S.14 14
i
-
-l
-.l
.r: TABLE IV. Washington Nationa) and Dulles mixed sites—DDS modeling resulis.
’O
o Coefficient
A¥ of Autocorrelation Sample
Aarport Site Model vanation factor nze
National iB AR(2) 0.36 2.63 [}
A Dulles 6A White noise 1.47 1.00 s
Y Dulles ] AR(l) 037 2n s
ﬁ Dulles 6 ARMAI(L 1) 1.44 4.78 158
. Dulles 8A White notse 1.5% 1.00 9
\‘ Dulles 1) White noise 102 1.00 u
n Dulles s White noise o 118 10
Dulles 10A AR{)} 076 262 25
Dulles 108 Nosstatwnary 0.62 - s
)] Dulles 10 ARMA(}, }) 0.70 802 62
<, Nationsi 1" ARMA(2, 2) 080 1100 12
ol National 12 AR{2) 0es 180 26
- Natwnal 18 White nouse 092 100 14
iy Nastions! 204 White noise 0383 100 n
X2 Nations! 208 AR(1} 0.51 167 7
o~ National 20 White nome 074 1os 10
National 21A Nonsistionary 0.62 . -
National 1B AR(1) 103 183 n
x Natonal 2 ARMA{3, ) 0.62 $ 51 67
. Nauons) 22A AR{)) 083 130 1S
National 2B AR(2) 0.30 48) 50
k Natumal 2 ARMALL 1) 082 14.79 159
L]
L]
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ber of the sites exhibit nonstationary behavior, viz., changing
mean level over the year. As a result, long-term consecutive
sampling requirements are very large, often constituting
more than one-third of a year. This result is much different
than the sampling requirements analysis for the westcoast
airports which exhibit, in general, stationary stochastic
structure over an entire year's data. In attempting to delin-
eate differences in the characteristics of eastcoast und west-
coast airports and the sampled data obtained, two observa-
tions can be noted: (1) the westcoast airports are
one-runway-direction airports, and (2) the monitoring sites
for the westcoast airports are generally iocated closer to the
runways.

The results relative to the eastcoast airports suggest
that any analysis should be confined to data covering sub-
stantially a period of a year. Thus the remainder of this paper
will focus only on sites for which a full year's data were
available.

Figure 6 summarizes the resuits for all of the airports
modeled (airport sites only), including Dulles, National, and
Logan from this paper and Los Angeles (including one site
from Lindberg Field) from the author's previous papers.
This figure was constructed to more graphicully represent
the similarities and differences among the airports in terms
of their sampling characteristics. The results generally show
that the westcoast airports (typically one-direction, due to
prevailing winds off the ocean) tend to have lower coefR-
cients of variation and comparable autocorrelation factors
relative to the multirunway and/or multidirection (variable
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FIG. 6. Airport modeling results. The “D" in the Washington Airport data
indicates Dulles sites and the “S™ in the Los Angeles Airport data indicates
the Lindberg Field site.
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wind) eastconst arports These results produce overall sum
pling requirements for the westcoast airports which are gen-
erally lower than those for the castcoast airports

Data and modeling results frum the Dulles and Nation
al community sites and mixed sites are surprnising 1 that they
do not appear to differ significantly from the airport data
That 15, the autocorrelation factors, coefficients of variation
and therefore overail sample size requirements do not ap-
pear to differ significantly among types of sites

IV. MONTE CARLO STUDY OF GENERALIZED
SAMPLING STRATEGIES

Because of the presence of nonstationary trends and
large sampling requirements for some of the data, Monte
Curlo sampling experiments were performed with the Los
Angeles, Boston, and Washington data Through such simu-
lations, generalized sampling strategies including alterna-
tives to consecutive sampling may be examined. Such alter-
nate strategics may require fewer total samples than
consecutive sampling and provide a means (o accommodate
trends in the airport nois: data over a period of about one
year.

Sampling cxperiments were performed on those sites
with one year of reasonably continuous data. In the first set
of experiments, the totul number of samples taken to esti-
mate the mean noise level for each strategy was 28 days
Four sampling strategies were investigated: {1) 28 days ran-
domly spaced throughout the year, (2) one week of consecu-
tive sampling in each quarter of the year, (3) two weeks of
consecutive sampling in each half of the year, and (4) 24
consecutive days.

For each strategy, the starting date was selected ran-
domly for each sample or group of samples. For each site, the
sampling strategy was repeated 20 times. For each trial, the
sample mean noise level was calculated, and the variability
in means among the trials was used to estimate the vanance
of sample means. This variance estimate together with the
appropriate  statistic (1,4 q¢13 = 2.039) was used to develop
an estimate of predictive precision as a percentage of the
population mean at the a = 0.05 significance level. For the
time series approach, it was desired to determine the require-
ments for consecutive sampling to estimate the mean noise
level within + 50% of the mean at the 95% confidence lev-
¢l. For these Monte Carlo sampling experiments, the percent
precision P for each sampling strategy is computed.

In asecond set of experiments a total of 56 samples were
taken. Five sampling strategies were considered: (1) $6 days
randomly spaced throughout the year, (2) one week of con-
secutive sampling in each eighth of the year, (3) two weeks of
consecutive sampling in each quarter of the year, (4) four
weeks of consecutive sampling in each half of the year, and
{5} 56 consecutive days.

Figure 7{a) through 7(g) show the Monte Carlo simula-
tion results for Los Angeles, Boston, National, and Dulles
Airports, respectively. In examining these figures, a number
of important observations are noted. For Los Angeles, peri-
odic sampling does indicate a slight but not marked im-
provement in predictive precision over consecutive sam-
pling. With the exception of two sites, the Los Angeles

Schomaer ot &/, - Sampling strategies—airports 2046

" 1~ ..' . .' - . -. - - - T M N
L S . ATl e e e, .
POV AT APPSO AR TN SR




R N M N R RN AN A M AR N S ST U g O S R I b S APt /N e e e i e Aot

[ .. .
a.Los Angeles i[o. Los Angeles
i 4
8 {
2 . 1 = 1
¥ : !
& . b .\.i
. !
2 N 9 :'u;
’ )
[ e e R
OQ— - e s - . . _'. - bl - — " ]
b. Boston {. Boston
wot e o ]
i 1
&
L el 4 wer ) T
o ‘e
w
x
‘n' .
& o ! - R
|
. »
=l
2k " T ar T
b
20 4 -
12ty o FIG. 7. Results tevin the Maonte Caitoen
periments. The “'*" indicates sties exhusting
y behavior The left-haind ol
wop umn shows the results of the 28-day cxpert
ments and the nght-hand column show . the
results of the 36-day eaperiments
ol -
%
g |
i [
# . 4
!
0%
A A A ke, i~ S S A " 1 i
d Dulles el h. Dulles
%3 {4 o p
§ wL 4 w}- 4
Hd .,} 1 eob F
|
|
o 4 204 o ‘
% TN Twne  4wis "
NANGOM 4TS 2 TiwdS CONSICUTWE RANDON OTHNS 4TS 2 7WES CORMCUTME
' SAMPLING STRATEGY
)
A
V-
Lo
Ly,
- 2047 J. Acoust. Soc. Am., Vol. 73, No. 8, June 1963 Schomer ¢f &/, : Sampiing sirategise—airports 2047

Copy available to DTIC does not
permit fully legible reproduction

Y
FA
o _A_A

L Y

X0




results show that a + 50% precision can be attained with 28
samples, regardiess of the sampling strategy chosen. For
Boston Logan and the Washington Airports significant im-
provements in the predictive precision can be achieved by
periodic sampling, e.g., one week from each quarter over the
year. This is particularly true for those sites which exhibited
nonstationary behavior. To guarantee a8 + 60% precision
level for these airports it is required to sample one week from
each quarter over the entire year.

In considering the results of the simulation experiments
involving requirements of 36 days of sampling it is noted that
for Los Angeles, + 35% predictive precision is obtained for
all sites regardiess of the sampling strategy except for sites [2
and W3. For these two sites 1 35% precision is attainable
by sampling for one week out of each eighth of the year. For
the Boston and Washington Airports, + 40% precision can
be achieved for all sites if eight one-week samples are taken,
one from each eighth of the year.

For Los Angeles, the DDS modeling consecutive sam-
pling requirements and those obtained from the Monte
Carlo simulations are generally about the same (see Table V).
These sites exhibit stationary stochastic structure for the en-
tire year and the simulations verify the credibility of the
DDS modeling results. The same comparison holds for Bos-
ton sites 1, 3, 8, Dulles site 8, and National sites 15 and 20.
These sites exhibit stationary behavior.

TABLE V. Comparison of DDS and Monte Carlo simulation results.

DDS modeling  Monte Carlo Monte Carlo

results simulation simulation

consecutive results %P for 28 results %P for 6

ples lor ive consecutive

Site P= + 0% samples samples
LAX Al [} 26.0 170
LAX A2 19 320 220
LAX El 4 240 15.0
LAX E2 8 320 24.0
LAX 12 % no 470
LAX Lz 350 18.0
LAX w2 16 36.0 250
LAX w3 o0 81.0 520
LAX wa 11 400 280
Boston 11 400 250
Boston } & 1o 780
Boston 4 128 1210 1160
Boston s 3 630 490
Boston 6 19 910 90
Boston $8 510 390
Dulles 1 9% 510 46.0
Dulles % Nonstationary 740 4710
Dulles 6 158 93.0 56.0
Dulles 7 34 470 240
Dulles 8 10 320 200
Dulles 10 62 350 39.0
National 13 48 7120 46.0
National 14 97 550 320
National 1S 15 410 350
National 18 |4 96.0 900
National 20 10 260 200
National 2t 67 740 5710
National 22 159 80.0 60
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For the sites exhibiting nonstationary behavior at Bos-
ton, Dulles, and National, the comparison of the DDS mod-
eling and simulation results are not always consistent. In
particular, the DDS models may overquote the consecutive
sampling requirements necessary to achieve a particular lev-
¢l of precision when compared with the simulation results
This is particularly true for site 6 at Boston, site 6 at Dulles
and sites 14 and 22 at National. For a comprehensive exam-
nation of the Monte Carlo simulation results, the reader 1s
directed to the Appendix.

V. CONCLUSIONS

The results generally show that the westcoast airports
{typically one-direction due to prevailing winds) tend to have
lower coefficients of variation and comparable autocorrela-
tion factors relative to the multirunway and/or muludirec-
tion (vanable wind) eastcoast airports. These results produce
overall consecutive sampling requirement for the westcoast
airports which are generally lower than those for the cast-
coast airports.

Many of the eastcoast airport sites exhibit nonstation-
ary trends. This nonstationary condition is evidenced by
vastly different models and resulting sampling requirements
for the data as whole or for one part of the data when com-
pared with the other part. Typically, the sampling require-
ments for the entire year's data greatly exceed the require-
ments derived for one or both parts.

Monte Carlo simulations using the data show similar
results to the DDS methodology when the data are station-
ary. However, the DDS methodology overestimates the
sampling requirements for nonstationary data. Moreover,
the Monte Carlo simulations show that nonconsecutive sam-
pling strategies for nonstationary data reduce the overall
sampling requirements.

These results can be generalized to the eastcoast and
westcoast airports as follows: {a) Westcoast {one-direction);
+ 50% precision—four weeks, any sampling strategy,
+ 35% precision—eight weeks, any sampling strategy. (b)
Eastcoast (multidirection); + 60% precision—four weeks,
one from each quarter, + 40% precision—eight weeks, one
from each eighth.

In general, the stationary airport sites are modeled as
AR(1) processes. Occasionally, there are, white noise sites
and, occasionally, there are nonstationary sites. The com-
munity sites and the mixed sites also are generally AR(})
models.

ACKNOWLEDGMENTS

The authors are indebted to Boston's Logan Airport
and to the FAA (Dulles and National Airports) for gracious-
ly making available the data used in this study.

APPENDIX A: STOCHASTIC MODELING BY THE
DYNAMIC DATA SYSTEM (DDS) METHOD

The method of dynamic data system (DDS) provides for
the development of parametric stochastic time series models
of the autoregressive—moving average (ARMAI class. Dai-
ly sound exposure [Eq. (1)] when viewed as a time series of
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values X, X,,....X'y has been shown to be well characterized
by such models'? which makes it possible to determine the
precision associated with an estimate of the yearly mean
sound exposure level when the observed daily values X, are
autocorreiated. :

The general ARMA model is given by

xl =‘lxl ' +".‘Xl 2 +."+‘lxl «ta
-—0.0, ] —0,0, 2 —"'—0:-”1 mo

where X, is the noise level (daily average) for day ¢, g, is the
random disturbance for day ¢, ¢,.....4, are autoregressive
parameters, and, 6,....,0,, are moving average parameters,
Given the time series X,. the appropriate order of the
ARMA mindel, viz.. the proper values for n and m, may be
determined und the purameters of the model may be estimat-
¢d by the method of least-squares. For details of the modeling
prucedures, the reader is referred 1o Ref. 7. The majonity of
the fitted ARMA models obtained for the data analyaed in
this paper are of relatively low order, e.g.,

UL EAEECGER SN AT AT CAC CMEAC A S LA

AR{l): X, =X, | +a,,
ARQ: X, =X, | +X, , +q,.
ARMA“.”: X, =‘|X: y +a, —o,a, 1

The ARMA models fit to the daily sound exposure time
series X, may be used to estimate the precision associated
with the sample mean X. It can be shown' that the variance
estimate of the sample mean is given by

V-riance(f)=—i’v-i— [(1 -’i, é,)/(l -’i 3,)]7,

where o7 is the residual mean square for the fitted ARMA
model. Given the above variance estimate, 100(1 — a)%
confidence intervals of the form

Y40 vimi wn [ Variance(¥ ))'/?

may be obtained for the true yearly mean sound exposure
level, thereby providing un estimate of the precision associat-
ed with the sample mean X.

J
APPENDIX B
Sampling strategy
28 28

One week Two weeks consecutive random

four times per year two times per year days days
Site %P %P %P %P
Los Angeles Al 20.0 2310 260 15.0
Los Angeles A2 210 200 320 14.0
Los Angeles El 14.0 18.0 240 110
Los Angeles E2 13.0 220 320 10.0
{.ox Angefes it 440 4.0 49.0 270
Los Angeles 12 520 83.0 7.0 49.0
Los Angeles L} 16.0 25.0 370 12.0
1.os Angeles L2 310 350 150 200
Los Angeles w2 48.0 420 36.0 58.0
Los Angeles w3 78.0 81.0 81.0 45.0
Los Angeles w4 24.0 46.0 40.0 210
Boston 1 240 kY K1) 40.0 21.0
Boston 3 40.0 66.0 71.0 39.0
Boston 4 63.0 96.0 121.0 59.0
Boston 5 54.0 59.0 65.0 39.0
Boston 6 53.0 71.0 93.0 570
Boston 8 56.0 4310 51.0 38.0
Dutles 1 41.0 57.0 57.0 30.0
Dulles 4 40 62.0 740 16.0
Dulles 6 55.0 64.0 93.0 300
Dulles 7 320 310 470 210
Dulles 8 350 320 320 280
Dulles 10 9.0 55.0 55.0 25.0
National 13 62.0 74.0 720 $7.0
National 14 25.0 50.0 55.0 210
National 18 29.0 450 470 00
WWatonal 18 34.0 94.0 96.0 44.0
Y [ 20 iS50 29.0 260 430
Nt K S0 64 () 740 250
Nittwvoal » Wi S00) R0.0 30
204y J ACOLS S00 A Vol 5 No G swnn 1863 Schomer el 8/  Sampiing strateres-— arports 2049
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Sampling strategy

One week Two weeks  Four weeks 56 S6

eight times four tmes WO Limes consecutive  random

per year per year per year days days
Site %P %P %P %P TP
Los Angeles Al 12.0 19.0 20.0 170 100
i o8 Angeles A2 o 24.0 230 220 Lo
f.os Angeles il L 13.0 15.0 150 00
Los Angeles E2 120 16.0 210 24.0 940
fos Angeles 11 240 30.0 370 00 250
t on Angeles 2 340) 15.0 9.0 47.0 5.0
Los Angeles 11 100 120 210 60 LY}
Los Angeles 1.2 I8.0 20,0 19.0 180 17.0
108 Angeles w2 24.0 28.0 29.0 25.0 90
.08 Angeles wi 130 0 47.0 520 0.0
o8 Angeles w4 18.0 290 30.0 3.0 17.0
doston t 21.0 150 250 150 16.0
Boston 3 300 35.0 8.0 78.0 16.0
Baston 4 19.0 47.0 56.0 1160 250
Boston s 340 27.0 27.0 49.0 25.0
Boston [} 270 430 39.0 42.0 3.0
Roston b 260 35.0 25.0 390 210
Dulles i 270 30.0 40.0 46.0 29.0
Dulles 4 230 M40 47.0 47.0 14.0
Dulles [ 38.0 51.0 9.0 56.0 4.0
Dulles 7 16.0 21.0 o 240 15.0
Dulles X 17.0 13.0 27.0 20.0 220
Dulles 10 270 320 50.0 390 16.0
National 13 320 60.0 430 46.0 40.0
National 14 17.0 250 39.0 s2.0 19.0
Natwnal 15 19.0 230 o 50 24.0
National 18 180 560 75.0 90.0 320
Natwonal 20 200 21.0 210 200 220
National 2l 28.0 580 58.0 570 24.0
Nathional 22 18.0 40.0 56.0 66.0 18.0
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