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An Extension of the Two-Parameter Logistic Model
to the Multidimensional Latent Space

Item response theory (IRT) has proven to be a very powerful and useful
measurement tool. However, most of the IRT models that have been proposed,

and all of the models commonly used, require the assumption of unidimensionality,

which prevents their application to a wide range of tests. The few models
that have been proposed for use with multidimensional data have not been
developed to the point that they can be applied in actual testing situations.
The purpose of this report is to present a model for use with multidimensional
data and to discuss some of its characteristics. This discussion will

include information on the interpretation of the model parameters, the
sufficient statistics for the model parameters, and the information function

for the model. In addition, a procedure for estimating the parameters of
the model will be discussed.

The Model and Its Characteristics

The Model

The model proposed in this report is a multidimensional extension of
the two-parameter logistic model. The two-parameter logistic (2PL) model,
proposed by Birnbaum (1968), is given by
exp(Dai(ej - bi)) -

- ’
3 b))

Pi(ej) 1+ exp(Dai(e

where a. is the discrimination parameter for item i, b, is the difficulty
parameter for item i, Bj is the ability parameter for examinee j, pi(ej) is

the probability of a correct response to item i by examinee j, and D = 1.7.
The multidimensional extension of the 2PL model (M2PL), as presented by
McKinley and Reckase (1982), is given by

where a, is a row vector of discrimination parameters for item i, Qj is a
column vector of ability parameters for examinee j, Pi(gj) is the probability

of a correct response to item i by examinee j, and di is given by

m
d, = -L a,b_., (3)
i k=1 ik 1k
where 3k is the discrimination parameter for item i on dimension k, bik is

the difficulty parameter for item i on dimension k, and m is the number of
dimensions being modeled. The di term, then, is related to item difficulty,
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but is not a difficulty parameter in the same sense as the bi parameter is
in the unidimensional model.

Interpretation of the Model Parameters

The interpretation of the parameters of unidimensional IRT models is
closely tied to the item characteristic curve (the regression of item score
on ability). The item difficulty parameter is defined as the point on the
ability scale where the point of inflection of the item characteristic
curve (ICC) occurs. This is equivalent to saying the item difficulty value
is the point on the ability scale where the second derivative of the ICC

function is equal to zero. For the 2PL model, the second derivative is
given by

2
S® _ p2a 2pq(1 - 2p) ,
dej2 1

where P is the probability of a correct response to item i given ability j,
Q = 1-P, and a, and D are as previously defined. Setting the right hand

side of (4) equal to zero yields a solution of P = Q = 0.5. Of course,
P=1.0 and P = 0.0 are also solutions, but these represent degenerate
0 =

(4)

cases where +» and 6 = -, respectively. Thus, the point of inflection
occurs at P = 0.5, which occurs where bi = Gj. The difficulty of an item

for the 2PL model, then, is the point on the ability scale which yields a
probability of a correct response equal to 0.5. Figure 1 shows a typical
ICC for the 2PL model. The dotted line shows the relationship among the

item difficulty value, ability, and the probability of a correct response.

Figure 1
A Typical ICC for the 2PL Model
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The item discrimination parameter is related to the slope of the ICC
at the point of inflection. The slope of the ICC at the point of inflection
is found by taking the first derivative of the ICC and evaluating it at the
point of inflection. For the 2PL model the first derivative is given by

-ww
L}
.

SP

55— = Da;PQ , (5)
b

where all the terms are as previously defined. It was previously found

that the point of inflection for the 2PL model occurs where P = 0.5.

Substituting 0.5 into (5) yields a slope at the point of inflection of
Da./4.
i

Difficulty and discrimination are defined somewhat differently for
multidimensional models. To begin with, the response function (the model)
defines a multidimensional item response surface (IRS) rather than a curve.
This surface may have many points of inflection, and the points of inflection
may vary depending on the direction relative to the 6-axes. Because of this,
the item parameters for the M2PL model are defined in terms of directional
derivatives (Kaplan, 1952).

For multidimensional models, difficulty is defined as the locus of
points of inflection of the IRS for a particular direction. This is found
by taking the second directional derivative of the response function,
setting it .equal to zero, and solving for the 8-vector. The second directional
derivative for the M2PL model is given by

2
§2p 2 §2p §2p
v.2p = cos?¢) + t—z— cos¢) cos¢, + . . . + g CcOs¢) cosé
¢ 5612 561686, 59159m m
+ _6%p cosd, cos¢py + + _8%p cos¢, cosd (6)
§6,86, 2 R PYI 2 m
52
;&P cos%m ,
§62
m

where ¢ represents the vector of angles with respect to each of the m axes.
Solving the derivatives in (6) and simplifying yields

2
V¢2P = PQ(l - 2P) (ajcos¢; + apcosdp, + . . . + amcos¢m) . (7)
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Setting (7) equal to zero and solving yields three solutions--P = 0.0,
P =0.5, and P = 1.0. The solutions 0.0 and 1.0 represent degenerate cases

where 6 = t®, P = 0.5 occurs when the exponent of the M2PL model is zero.
That is P = 0.5 when

d + 0, + + .. . = Q.
a;6; + ay0, +ab 0 (8)

In the two-dimensional case this is the equation for a line.

For the M2PL model, as can be seen from the above derivations, the
direction, ¢, falls out of the equations. Item difficulty for the M2PL model
is the same for all directions of travel. This is not necessarily the case
for all multidimensional models.

Figure 2 shows a typical response surface for the M2PL model in the

two-dimensional case. The dotted line indicates the line of difficulty.
In the m-dimensional case (8) is the equation for a hyperplane.

Figure 2

A Typical Response Surface for the M2PL Model
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For multidimensional models, item discrimination is a function of the
slope of the IRS at the locus of points of inflection in a particular
direction. This is obtained by taking the first directional derivative of
the response function and evaluating it at the locus of points of inflection.
For the M2PL model the first directional derivative is given by

_ 8P
V¢P - 591

cos¢; + %%; cospy + . . . + -g_.cos¢m ’ (9)

where ¢ represents the vector of angles of the direction in the 6-space
with respect tc each of the m axes. For the two-dimensional case (9) is
given by

v

¢P = ajPQ cos ¢ + a,PQ sin ¢ . (10)

where ¢ is the angle with the 6; axis. When ¢ = 0° (direction parallel to
61 axis) the slope is a;PQ, and when ¢ = 90° (parallel to 6, axis) the slope
is ap,PQ. In general, when the direction is parallel to the em axis, the slope

is amPQ. Since P = Q = 0.5 at the line of inflection, the slope parallel to
the em axis at those points is am/a. In the unidimensional case ¢ = 0°, and

the slope of the ICC at the point of inflection is Da/4.

Sufficient Statistics

Definition Assume that there exists some distribution that is of
known form except for some unknown parameter 6, and that x represents a set
of observations from that distribution. Also assume that S(x) is some
statistic which is a function of x. If S(x) is a sufficient statistic for

8, then it must be possible to factor the probability function of x, P(x|6)
into the form:

P(x(6) = f[S(x)|0lg(x). (11)

In this form it is easy to see that g(x) is independent of 6, and so provides
no information about 6. Selection of 6 to maximize the probability of x is
tantamount to selecting 6 to maximize the probabilty of S(x).

In item response theory x is typically a response string, either by
one examinee to a set of items or by a set of examinees to a single item.
In this case, P(§|6) is the likelihood of the response string. For the
M2PL model, the likelihood of an examinee's response string is given by

n
P(x.]0.) = N P(x,.|0. 12
;10 = 1 PCx 18 (12)
where xij is the response to item i by examinee j, Qj is the vector of

abilities for examinee j, Ej is the response string for examinee j, and n

is the number of items. The likelihood of the set of responses to an item
is given by:
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where P(xijldi’ gi) is the probability of response xij for item i, di and
gi are the item parameters for item i, X, is the vector of responses to

item i, and N is the number of examinees. In order for any statistic to be
a sufficient statistic for a parameter of the M2PL model, it must be possible
to factor the appropriate likelihood function into the form given by (11).

Sufficient Statistic for the Ability Parameter For the M2PL model
(12) can be factored into the form:

n n n
P(ﬁj l_@.j ) = lEIQi(Qj )exP(QJ- iilgixij)exp(iildixij). (14)
From (14) it can be seen that
n
s(xy) = iliixij (15)

is a vectoy of sufficient statistics for 8,. (For a discussion of the

derivation of the sufficient statistic for ability in the unidimensional
case, see Lord and Novick, 1968, chapter 18).

Sufficient Statistics for the Item Parameters For the item parameters
of the M2PL model, (13) can be factored into the form:
| p :
P(x,|d,,a,) = T Q.(d,,a  )exp(a L 9,.x,  Jexp(d
17102y g=1 4 1= REFIRS RS 1,

[ or B~4

1x1j) . (16)
From (16) it can be seen that

N
sd(ii) = -Elxij (17)

is a sufficient statistic for the d-parameter, and
N
X,)= 186, x_. (18)

is a vector of sufficient statistics for the a-parameter.

Information Function

Definition In item response theory the precision of estimates based

on a given scoring formula are generally described in terms of the information

function of the scoring formula. The information function of a particular
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scoring formula, as given by Lord and Novick (1968), is given by

1 [G,S(X)] =0—2-%(;9‘—]‘ % E [S(X)’Gj 2 (19)

where s(x) represents a given scoring formula for the model of interest,
02[s(X),8] is the variance of the scoring formula, and the derivative

3E[s(X)|0)/36 specifies how the mean of the scoring formula changes as 6
changes.

If s(x) takes the form

s(x) = I w,x, , (20)
i=1 i1

where w, is a positive number, then the expected value E[s(X)|0] is given
by

n
E [s(x)le] = I wiPi(e), (21)
i=1
and the variance of the scoring formula is given by

n
02 [s(X),B} = I wiZPi(e)Qi(e)’ (22)

i=1

(For a discussion of these derivations, see Lord and Novick, 1968).
Substituting (21) and (22) into (19) yields

g -

2 -1} 0 | 2
1 (o] - ERZAAOMO EAASCIE (23)
| | -

t
- B -

where pi‘(e) =8Pi(9)/36i For a single item (25) takes the form
I [e,s(x)] = pi‘(e)Z/Pi(e)Qi(e) , (24)

which is the item information function. If (24) is written in terms of the
response x., rather than the scoring formula s(x), the same result is
obtained. "That is, I(8,x.) = I[0,s(x.)]. Lord and Novick (1968) have
shown that, unless s(x) répresents thé locally best weights at 8,

1(8,s(x)] < £ 1(8,x,). That is, the sum of the item information functions,
which is indépendenf of the the scoring formula, represents an upper bound
on each and all information functions obtained using different scoring
formulas. The sum of the item information functions is called the test
information function, and is given by

!
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0 n n
1(6) = I I(8,x,) = I P"(8)2/P (8)Q,(0). (25)
. i i i
i=1 i=1
.:: Information Functions for the M2PL Model For the unidimensional 2PL
A model, given by (1), the item information function is given by
q
‘ { l
= D24 2 {
I(e,xi) D a, Pi(e)Qi(e) . (26)
Y
o 4
;(: Test information for the unidimensional 2PL model is given by
N .
I(8) = £ D2a 2P (6)Q,(e). (27)
i1 i
A i=1
;? As was the case for discrimination, information for the M2PL model
5:} varies depending on the direction relative to the 6-axes. Therefore,
e item and test information for the M2PL model are defined using the first
el directional derivative of the response function, which is given by (9).
i Item information for the M2PL model is given by
~
I\’
32
. I(_e_,xi) = 312 PQ coszq;l + 322 PQ cosz(bz + ...+ am2 PQ cosz¢m +
5
r" 2aja; PQ cos¢y cosp, + . . . + 2alam PQ cosé¢; cos4sm +
: (28)
. .
1-..:
IR .
s
AN
5 Za(m _ 1)am PQ cos:b(m _ 1)cosdam
T
N
For the two dimensional case, this simplifies to
2
S I(g,xi) = PQ(ajcos¢ + asing) . (29)
o
.00
(f:




Note that when the direction of travel is parallel to the 6-axis (¢ = 0°),

item information is given by a;?PQ. When only 8, is of interest (¢ = 90°),
item information is given by a,?PQ. If the two dimensions are weighted equally
(¢ = 45°), item information is given by 0.5(a;?PQ + 2a; a,PQ + ap2PQ). Figures
3, 4, and 5 show typical item information surfaces for ¢ = 0°, 45°, and 90°
respectively. Note that these are not the same surface seen from different
angles. They are different surfaces, all for the same item, obtainmed by
varying the direction with respect to the 6-axes. As can be seen, they are
quite different. Test information for the M2PL model is simply the sum of

(29) over all of the items. Figures 6, 7, and 8 show typical test information
surfaces for ¢ = 0°, 45°, and 90°, respectively. Again, the three surfaces

are quite different, indicating that the test gives different amounts of
information that are concentrated at different places in the 6-space when
different weighted composites of ability are of interest.

Maximum Likelihood Estimation

Maximum likelihood estimation of the parameters of the M2PL model is
relatively straightforward. The likelihood of a response matrix for the
M2PL model (or for any latent trait mcdel) is given by

n N
L= 1 1°pPx,., . (30)
=1 4=1 13

where all the terms have been previously defined. For an examinee's response
string, the likelihood is given by (12), and the likelihood of a response
string for an item is given by (13). The first derivative of Jhe log of

the likelihood given in (12) is given by: €

610geL, n n
—=2l- 3 a,%, - I a /P, (31)
so, 1= Iy 1

and the first derivative of the loge of the likelihood given in (13) is
given by

S§log L N
i
Gdi j=1
for the difficulty parameter, and
(SlogeL1 N N
—— = Ig.x ., - Ip P (33)
W 3=1"1 3 3=1"J 1]

for the discrimination parameter.

The estimation of ability using maximum likelihood techniques simply
involves setting (31) equal to zero and solving for Qj. Of course, since

this involves solving simultaneous nonlinear equations, some type of
iterative procedure is generally required. The estimation of item parameters
involves setting (32) and (33) equal to zero and solving for di and a,
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respectively. Again, the solution of simultaneous nonlinear equations
requires an iterative procedure. McKinley and Reckase (1983) describe a
procedure for the simultaneous estimation of the item and person parameters
of the M2PL model using a Newton-Raphson procedure for solving the
simultaneous nonlinear equations. A computer program is available.

Discussion

Although IRT has gained popularity over the last few years, applications
of IRT models have been limited to tests for which the assumption of
unidimensionality is at least defensible. There have been a few IRT models
proposed for use with multidimensional data (see McKinley and Reckase, 1982,
for a summary), but there have been few successful attempts at their
application. Use of these models has been limited due to the absence of
practical algorithms for parameter estimation, and, at least in part, because
the models are not well understood.

McKinley and Reckase (1982) have proposed a model, the M2PL model, for
use with multidimensional data, and they have developed a program for the
estimation of the parameters of the model (McKinley and Reckase, 1983).

The purpose of this report is to provide information necessary for the
understanding and use of the M2PL model.

Many of the characteristics of the M2PL model are not straightforward
extensions from the unidimensional case. Rather, the unidimensional case
is a special case of the multidimensional model in which much of the richness
and complexity of the model is not evident. Because of this, some of the
characteristics of the model described in this report may be somewhat
difficult to grasp. In order to aid in the understanding of these character-
istics, they will now be discussed in some depth. An attempt will be made
in each case to describe how the information provided relates to real-world
applications. The discussion will begin with the interpretation of the
model parameters, and will include the sufficient statistics, information
functions, and parameter estimation. Before beginning the discussion of
the characteristics of the M2PL model, however, a brief discussion of
directional derivatives will be presented, since directional derivatives
are so important to the understanding of multidimensional IRT models.

Directional Derivatives

One of the most interesting and complex aspects of the multidimensional
IRT models which is lost when the unidimensional case is discussed is the
notion of directional derivatives. In the unidimensional case the only
direction ever discussed is parallel to the 6-axis (¢ = 0°), in which case
all the trigonometric terms so evident in the material presented above are
absent--they always equal 1.0 or 0.0 and therefore drop out of the equations.

Directional derivatives are necessary in the multidimensional case
because the derivatives of the response function vary depending on the
direction taken relative to the 6-axes. The first derivative of a function
gives the slope of the function at any given point. The second derivative
gives the rate at which the slope is changing at a particular point. The
point of maximum slope is where the slope stops incrersing and starts
decreasing. At the point where that change occurs, the change in slope
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crosses from being positive (increasing) to negative (decreasing). Thus,

at that point the change in slope is neither positive nor negative, but
rather is zero. Since the second derivative gives the rate of change of
slope, the point of maximum slope is where the second derivative is zero.

In the unidimensional case, this has a straightforward application in
determining item difficulty and discrimination, as illustrated in Figure 1.
The point where the dotted line crosses the ICC is the point of maximum slope
and minimum (zero) change in slope.

In Figure 2, it can easily be seen that there is no one point on the {
surface where the slope is at a maximum. Moreover, for any one point, the
slope varies depending on the direction. Consider the point on the surface
where 8; = 0.0 and 8, = -2.5. This point is indicated on the surface by an
X. Moving along the 65 = -2.5 line parallel to the 6; axis, the surface is
rising fairly rapidly at the point indicated. However, moving along the
0; = 0 line parallel to the 6,-axis, the surface is still relatively flat
and is rising slowly. Clearly the slope of the surface is different
depending on the direction of travel. The same is true of the change in
slope. Because of this, when taking derivatives of a multidimensional
response function, it is necessary to consider the direction. Directional
derivatives are a way of doing this. The actual interpretation of the
derivatives in different directions will be addressed in the next section,
since it is closely related to the interpretation of the model parameters.

Interpretation of the Model

A straightforward extension of item difficulty from the unidimensional
to the multidimensional case would seem to lead to the conclusion that
difficulty in the multidimensional case ought to be a vector of b-parameters,
with one b for each dimension. In Figure 1 the b-parameter is the point on
the 6-scale below the point of inflection. It represents the point on the
0-scale where the item best discriminates between high and low ability. At
the point represented by the b-parameter, a very small change in ability
corresponds to a large change in the probability of a correct response.
Nowhere on the 6-scale does an equal change in ability result in as large a
change in the probability of a correct response. Thus, in the unidimensional
case, the item difficulty parameter indicates the point on the ability scale
at which the item does the best job of discriminating between different
levels of ability.

On the surface, it seems logical to conclude that if there are two
dimensions, there should be two b-parameters. One b-parameter should
indicate the point of maximum discrimination on one dimension, while the
other b-parameters indicate the point of maximum discrimination on the

other dimension. Figure 2, however, clearly illustrates that this is
inadequate. i

As can be seen in Figure 2, the two ability dimensions do not act
independently. It is the combination of ability on the two dimensions
which determines the probability of a correct response. An examinee with
82 = 2.0 clearly has a higher ability on that dimension than an examinee

-t with 6, = -2.0. However, if the second examinee has 6; = 3.0, while the

. first examinee has 6, = -3.0, the second examinee has a much higher

- probability of a correct response to the item described by the IRS. Clearly,
', <

then, considering the two dimensions separately does not contribute greatly

s

ﬂ.
et
&




15

to discriminating between examinees who have different probabilities of a
correct response. This is reflected in the fact that the item difficulty
for Figure 2 is a line which is not parallel to either axis.

This has important implications for test construction and analysis
using the M2PL model. It is common practice, for instance, to order items
on a test by difficulty, or to construct a test having a specified
distribution of item difficulty. In the unidimensional case this is done
using the b-parameter. Clearly in the multidimensional case it is more
complicated. An item having a smaller d-parameter than a second item is only
uniformly more difficult than the second item if their difficulty functions
are parallel. If the difficulty functions intersect, then item 1 is more
difficult than item 2 in some regions of the 6-plane, while item 2 is more
difficult in other regions.

This would seem to indicate that it is only reasonable, in the multi-
dimensional case, to talk about ordering items on difficulty or obtaining a
specified distribution of difficulty if all the items to be considered have
parallel lines of difficulty. Of course, in the m-dimensional case the
items would all have to have parallel (m-1)-dimensional hyperplanes.

In order to determine whether two items have parallel limes of difficulty
in the two-dimensional case, first determine the form of the difficulty line.
The equation for the line of difficulty is given by (8). The two lines are
parallel only if the slopes of the lines are equal. Putting (8) into a
slope-intercept form yields

a d
050 = - AL 05 + . (34)
12 212
where 3y is the item discrimination parameter for item i for dimension 1,
ai, is for dimension 2, ejl is the ability parameter for examinee j for
dimension 1, and ejz is the ability parameter for dimension 2. If item 2 is

denoted by a prime (), then the lines of difficulty for items 1 and 2 are
parallel onmnly if

= . (35)

If all items meet the condition set out in (35), then they can be ordered
by difficulty, by simply ordering them by their d-parameters.

The ordering of items on difficulty implies that there is some underlying
variable being measured that has some correspondence to the criterion used
for the ordering. In this case there is some composite of the 6s which
corresponds to the difficulty continuum formed by the items having parallel

lines of difficulty. The composite is determined by the orientation of the
lines of difficulty.

The extension of item discrimination to the multidimensional case is
even more complex than the extension of item difficulty. Unlike difficulty,
the concept of item discrimination in the multidimensional case includes a
consideration of direction--the angles indicating the direction do not fall
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out of the equations. Although the slope of the IRS shown in Figure 2 is
constant all along the the line of difficulty for a given direction, it
varies with different directions.

The need to consider direction has important implications for both
test construction and test analysis. It is not enough in test construction,
for instance, to merely select the item with the highest discrimination
from among the available items. One item is uniformly more discriminating
than a second item only if the slope of its IRS at the points of inflection
is greater than the slope of the IRS for the second item for all directions.
If item 1 has the higher a-value on one dimension, but a lower a-value on
another dimension, there may be directions for which the slope of the IRS at
the points of inflection will be greater for item 2. For example, consider
the case where item 1 has discrimination parameters a = (1.0, 0.5) and item
2 has discrimination parameters a = (0.5, 1.0). When ¢ in (10) is 30 degrees,
the slope of the IRS at the points of inflection is 0.279 for item 1 and 0.233
for item 2. When ¢ is 60 degrees, the slope for item 1 is 0.233, while the
slope for item 2 is 0.279. At ¢ = 45 degrees, both items have a slope of
0.265 at the points of inflection.

It seems to follow from the above discussion and example that, in
interpreting item discrimination in the multidimensional case, the particular
composite of abilities of interest must be considered. The composite might
be specified a priori, as in test construction, or discovered by post
administration analyses.

Sufficient Statistics

The notion of a sufficient statistic is not a simple one to grasp.
Essentially, a statistic t is a sufficient statistic for the parameter 6 if
it contains all the information in the sample data about 6. For example,
the number-correct score for an item provides all the information in the
response data about the d-parameter. For the a-parameter for a particular
dimension, a sufficient statistic is provided by a weighted sum of the item
responses. The response of each examinee to the item of interest is weighted
by the examinee's ability on the dimension of interest. Thus, a correct
response to an item by an examinee of high ability (6 > 0.0) adds to the
value of the statistic, while a correct response by an examinee of low
ability (8 < 0.0) decreases the value.

For ability, a sufficient statistic is provided by a weighted sum of
an examinee's responses to all the items. The weighting factor is the
discrimination parameter for the dimension of interest. Thus, a correct
response to a highly discriminating item adds more to the statistic than a
correct response to an item of low discriminating power.

Although the availability of sufficient statistics for the parameters
of the M2PL model is important from an estimation standpoint, it should be
pointed out that, with the exception of the d-parameter, the sufficient
statistics described above are not observable. While the number-correct
score of an item can be observed, the a-parameter of an item, and thus the
sum of item responses weighted by discrimination parameters, is not observable.
This complicates estimation somewhat by requiring that provisional estimates
of some parameters be provided during the estimation of the remaining
parameters. Solutions, then, are obtained by a series of approximations by
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varying from one step to the next which parameters are estimated. In each
step the provisional estimates for the parameters not being estimated are
the most recent estimates of those parameters.

Information Function

Item information in the multidimensional case is like item discrimina-
tion in that the information yielded by an item for a particular 6 varies
with the direction of travel. This has important implications for such
applications as adaptive testing, in which items may be selected for
administration on the basis of item information. As was the case with item
discrimination, the interpretation and use of item information requires the
consideration of the particular composite of abilities which is of interest.

Maximum Likelihood Estimation

Estimation of the parameters of the M2PL model is surprisingly straight-
forward. Implementation of the procedure described earlier in this report
is not particularly difficult. However, it is rather expensive.

One serious limitation of the procedure described is that there is no
way to determine in advance how many dimensions should be included. The
procedure is too expensive to allow successive runs for an increasing
number of dimensions until a satisfactory solution is obtained. It is
clear that, if the M2PL model is to be used, more work is needed in this
area.

More work also needs to be done to determine sample size requirements
for estimation. Some guidelines are needed for determining the maximum
number of items and subjects required for good estimation.

Summary

Item response theory has become an increasingly popular area for
research and application in recent years. Areas where item response theory
has been applied include test scoring (Woodcock, 1974}, criterion-referenced
measurement (Hambleton, Swaminathan, Cook, Eignor, and Gifford, 1978), test
equating (Marco, 1977; Rentz and Bashaw, 1977), adaptive testing (McKinley
and Reckase, 1980), and mastery testing (Patience and Reckase, 1978).

While many of these applications have been successful, one unsolved problem
is repeatedly encountered--most IRT models assume unidimensionality. As a
result, applications of these models have been limited to areas in which
the tests used measure predominantly one factor (or can be sorted into
subtests which measure predominantly one factor). When the assumption of
unidimensionality is not met, most IRT models are inappropriate.

The purpose of this report is to present an IRT model that does not
require unidimensional tests. With such a model the great power of item
response theory as a measurement tool can be applied for many of the pur-
poses for which unidimensional models are employed, without the limitation
on what kinds of tests are involved (i.e., the dimensionality of the tests).
Of course, much more work 1s needed before the model can be employed in
real testing situations. Procedures for the use of the model for different
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applications must be worked out in greater detail, and limitations on the
practicality of the estimation procedures must be overcome. The information

provided in this report provides a firm foundation for future work in these
areas.
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P. N. Substition 18

D¢l o Cley, 0X 71169

Ne. Josaph L. Youns, Director
M:nory & Connitive Pro:oss:g
Nitionil Scion~e Foundstion
Washinaton, N7 21597

1

1

1

Privat~ Sactor

Dr. Jages Alainn
Univergity of Florida
Gitnessille, FL 124h

Dr. Erl{ing R, And rs~n

D nartment of Scati{stics
Studiecsrrieds §

1459 “ap ahag-en

NDEN{ATK

] Psyrhatolieal Rescarch tInit
NH'1-1-%4 Attn: Librar{an
Narthhraurne s

Turnr AGT 2A0)

AUSTRALTA

Dr. lsve Rejar
FEiucarionyl Testineg Service
Princeton, N1 03450

Nr. M nucrhy Birenbaum
Sehal of Fdu~ation

Tl Aviv Uafversity

Tl Aviv, Ramar Aviv A9974
Israel

Dr. R. Duirrell Rock
Nepartment of Flucation
Universlity of Calcaan
Chteaca, L 41517

NDr. Robert Rroanan

Amorican Cnllege Testine Proprams
P. 0. Rox 1hH4

Towr City, 1A 5224}

Dr. Ern>st R, Chainree
17 Srokely

Intveeraity of Tennegsges
Kanxville TN 17916

Dr. John B. Carrnll
4N9 Elllatt RA,
Chapel HELY, NT 27514

NDe, Norman CLIFf

DpL. of Pay~haloary
Univ. of So. Californt.
Untverstity Park

Lhs Angeles, CA 907
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Private S-~ctor

Dr. Hans Croubig
Educatina Rose4qrch Zanter
University of Layden
Arrhravelain 2

2334 EN Leydioen

Th» NETHERULANDS

Dr. Dittpradyd Dived
Syracuse University
Dpartm~nt of Psychalory
Syrirug . NS V352100

Dr. Fritz Drasgow

D partmenrt of Pgycharlony
Univeraity of (Llinnts
69% F. Dwnirl St.
Chmpaten, IL 61329

Dr. Saswn Emb rtenn
PSYCHILIGY NEPARTAFNT
UNIVERSITY OF KA'ISAS
Lawrenco, XS 6145

ERIC Facility~Acquisitions
4933 Ruaby Avenue
Roethesdy, MD 20114

Dr. B:njanin A. Falrbink, Jr,
M:Finn-Gray § Adsociates, Inc,
5425 Zallaghwn

Safte 225

San Antonto, TX 79228

Dr. L:onird Feldte

Lindqulst C:enter foar Msisurm:nt
Ualvergity of o

[owa Clty, [TA 52242

Dr. Richard L. Farguson

The Am~rican Colleg. Testinm Program
P.N. BRoax 168

fowr Clty, TA 52240

Univ. Prof. Dr. Grrhrrd Fischar
Liebiggasge 5/)

A 1010 Viennn

AUSTRIA

Profigsor NDInald Ficzeerald
Ualversity of N:v¢ England
Armidale, N2w South Wiles 2351
AUSTRALTA
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Private S-ctor

! Dr. Daxter Flatcher
WICAT R~search Institute
1875 S. State St.

Yrem, UT 22131

} Dr. Jantn~ Gifford
Untversity of Missachusotts
Schonl of Fducation
Amharge | (A 91092

1 NDr. Rabort Glaser

Learning Regearch § NDsvelapanne Conroer

Jaiversfty of Pitrsburah
1949 9'"Wara Seraet
PITTSRURGH, P 157610

I Dr. Rert Greon
Tohna linpking Unfvoergity
Depirtmont af Psycrholoaxy
Cnartes & Yith Strent
Baltimnre, *1D 21218

1 Dr. Ran Himhirtan
Schnol of Fdu-~atinn
Unfversity of Midgachastts
Anvherar, MA 019192

1 Dr., Dalwyn Marntgeh
Univergity of 11linotae
242h Tqycation
Urbina, TL AR

I Dr. Paul Horsee
677 G Streot, 7134
Chula Vista, CA 90010

1 Dr. Llov! Humphreoys
D2partm>nt of Payrhology
Unfversity of Illinols
A7 East Dainte) Straet
Chanpaign, (L 61829

1 Dr, Jack Hintnr
2122 Cnolidae~ St,
Lansing, MU 48976

I Dr. Haynh Yaynh
“olleae of Education
Unfviersity of South Carolinn
Columbla, S7 29708
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Private Soctor

Dr. Douzlas H, Jones

Advinced Statiastical Tochnolozxies
Corporation

10 Trafalgar Court

Lawrencoville, N1 08148

Profrssar John A, Xoats
NDepictmsar of Psychoalory
The Unlversity of New-astle
M.S.W. 230

ANSTRALTA

NDr. Williin Xnaoh
Unlverstey of T <as-Agstin

Miiguramont and Fvaluattion Coneer
Aqastin, TX 79701

Dr. Alan Lesgold
Laaralng RAD Jonter
Unifversity of Plitrabirch
1933 ID'iary Streog
Pleeabursh, P\ 19259

Dr. AHAichiel L-vine

D :partment of EAdurational Psycholoay
210 Y4u-~1tion Rlda.

University of Tll{notly

Cnampatgn, 1L A3

Or. Charles Lewis

Facultefit Sociale Wrteonschappon
Rijksuniversiteit Groning:'n
Ng4n Boterlnecgtreart 213

971267 Groningen

N-:tharlands

Dr. Robort Linn
College of Fducatfion
Univerasity of {llinnts
Urbana, 1L 618101

Mr. Phillip Livingston

Systems ant Apnliesd Seiencts Corpoaritio

6%11 K ntlwnrech Avenye
Riverdale, MD 20840

Dr. Rohert Lnckman

Center far Naval Analysis
20 North B~iuregardi St.
Alexandria, VA 221711
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Private Snctor

Dr. Fredoric 4. Lnrd
Edu-ationil Tnsting S-rvice
Princ~tona, N1 085410

Dr. Jim-~s Langdnn

Departmrent of Psyrhnloay
Unfversity »f Western Augtralia
Ndlanda W.A. ADD9

AUSTRALTA

Nr. Gary Marcen

Stnp 11-F

FAuratfonil Tegtineg Sorvi-n
Princrton, NI %451

Dr. Scotr ‘lixwsl)

D partmnt of Paychnlozy
Unfversity of Natre Dame
NAatre Dayme, IN 46554

Nr. Sl T. Mayo

Layal v Unfversity of Chleaco
420 Narth Mlichigan Avenus
Chieagn, 1L A911]

Mr. Robart MeKinley

Anerican “nllege Tosting Programs
P.0, Box 168

[owr Cley, TA 52241

Nr. Barhara Y ans

Hunan Resourcrs Regearch Nrgantization
1) Narth Waghington

Alrxandria, VA 22114

Dr. Rob~rt Misleovy
711 Tllinnig Strent
Gonova, IL ANDL1Y4G

Nr. Allen Munro

Behavioral Technnlozy Labaratories
1845 Elena Ave., Fourth Floor
Redoadn Baach, CA 90277

Dr. W. Alan Ni{crwinder
Unlversity of Nilahana
D-partm~nt nf Psycrhnloay
D¢tahnma Nlty, OX 71059

Dr. 4~lvin R, Novick

156 Liniquist Contor for M~oasuracnt
University of lowa

lows Clty, [A 5?2242
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Privaze Sector

1 Dr. Jymrs Olson
WICAT, Inc.
1875 South State Streoc
Ocem, Ul 8419/

1 Yiyne M. Patience
Anericain Councll on Edu~ation
GED Testina Sorvice, Saite 29
0O~ Daupont Clrle, NJ
Wishinaton, DT 200115

1 Dr. Jwm:s A, Paulsan
Portland State Uatversity
P.0O, Boax 751
Portland, OR 97727

| Or. Mark D. R~ckag:
AT
P. N, Bax IhH8
lowa Clry, TA 527241

! Dr. Thomie Rryanlds
Untversity of Texae-9Yillas
Mark~ting D partmont
P. N. BRox k912
Richirdgan, TX 75%%)

1 Dr. Lwwreace Rudnor
477 Etm Avenue
Takoma Park, I 29712

! Or. J. Ryan
Department of Fduzation
University of South Caralina
Columbla, SC 292N8%

1 PROF, FUUMIKY SAMEJ(MA
DEP[l. NF PIYCHOILOGY
UNIVERSITY NF TENNESSEE
KNOXVILLE, TN 17916

1 Frank L. Szhaidt
Dopirzmat of Psy~halozy
3l4g. GG
Grorge Wishinatan University
Wishlinztan, DT 207952

1 Dr. Walter Szhactdeor
Psychology Drpirtmaont
673 E. Dinlel
Chinpaiigqn, IL 61820
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Private Sector

1 ULnw:ll Scho-r
Psyrhalogical & Quaneitattve
Fouadations
Cnllegn of Fiurcation
University of lown
Towy City, 1A 52242

1 DR. ROAERT J. SEINEL
INSTRUTSTIONAL TEZHNILOTY GRNOUP
HIJARRD
VI ML WASHIENSTON ST,
ALEXANDRTA, VA 22114

1 Ne. Krzud Shigs smisa
Unlversity of Tohavn
Depirtmnt of FEiucationl Psychalnry
Kawauchi | Sendaf 949
JAPAY

! NDr, Flwin Shirk:y
NDepartment nf Pay~hnalouy
Unitversity of Contral Florida
Yrlandn, FL 12814

1 Dr. Willivn Sims
Conter for Naval Aaalyaig
297 North Beaureeard Stroet
Aloxandiria, VA 2211

I Dr. fl. Wallaiece Stnafko
Program Directar
M1anndw~r Researeh ani Advisary Services
Smithsnan{an Institur{on
BOl Hareh Pite Strooe
Alrxaniri{a, VA 22314

I Dr. Rob:rt Sternb>rg
Dept. of Psychalony
Yale Unfversity
Box LIA, Yile Station
New Haven, CT 05920

1 Dr. Prter Stoloff
Conter for Naval Analysts
297 North 8Srqauregard Stront
Alexandrla, VA 22711

1 Dr. Witliam Stout
Unlversity of tllinois

Dopartm=ar of Mathoamatics
Jrbhina, 1L 61A8NI
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Privace Sactor Private Sector

1 De. Nicthiria Swaininathan 1 Dr. 3rtan Witers
Liboratary of Psychom:tric anl HumRRN
Evaluittfon Res~»arch 1)) Narth Wishington
S~hanl of Educatlon Aloxandiria, VA 22314
Untlversity of Missachus:tts

Amherst, M\ 0100) | NDr. NDavid 1. Yriss

NHRY Ell{ott Il
1 Dr. Kikuni Tatsunka University of Yinnsgot
Comnputer Rased Fducarion Rrg~arch Lab 15 E. River Road

252 Enaincaring Rescarch Labarstary Mfanecapatia, ¥ 95499
Urbany, 1L ALRDI
I NDr. Rinl R. Wilrox

Unfveratty of Saurthern Talifor-niy

Departm~nt of Psy-~haloay

Los Angelaaq, 7A 9237))/

1 Dr. Yuurice Tatgunk
227 Edu-~ation 8ldg
1310 S. Sixth St.
Chanpifgn, IL Hi820

1 Walfeane Wildaruhs

1 Dr. Diwvid Thisgen Stretltkrasfreant
Dpartmont of Psy~hology Bax 20 59 0}
Univeratity of Xainsas N-510) Roan 2
Lawrencs . KS Ah7)4Y WEST ARR{ANY

1 Dr. Robart Tsutakiwy 1
D partm nt nf Statis-ics
Untversity nf Missourd
Colunbia, M2 65201

Dr, Bruce Wi s

Departmont of Flucatlnnal Psy~hnlovy
Untversity of 1l1tinnis

Urbina, L AIRMN

1 NDr. J. Uhlan~e 1 Dr. Wenly Yen
Uhliner Consultants CTa/M~Graw i1l
4258 Boavita Drive

Dal *tinte Regreareh Park
Enclnn, CA 91414

Mantorey, CA 91940

! Dr. V. R. R. Uppuluri
Union farbide Corpoaration
Nu=zlear Division
P. 0. Bax Y
Nak Ridge, TN 178130

1 Dr. David Vale
Asscssnnt Systems Carparition
2213 University Avenu:
Safce 31N
St. Paul, MN 55114

1 Dr. Hywird Wain-r
Division af Psyzhalagicil Stultes
Elucittonil Tasting S:rvice
Princeton, NI N945%)

“~
oa1 I Dr. Michi+l T. Waller
?Q; Dipirtm~nt of Elu~ationil Psychalogy
P:, Untversity of Wisconsin--Mtlwiukne
CORT Milwiuker, WI 53201
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