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"ABSTRACT

Two existing provisioning amdels using operational

availability as the key operational characteristic for

measuring system effectiveness are :ompared. The two models

are the U.S. Army Selective Stockaga for Availability

Multi-Echelon Method (SESAME) and the Swedish OPUS VII.

The SESAME and OPUS VII models &nd their problem-solving

methods are described. Mathematical overviews of each model

are examined. Differences between the models, their

advantages and limitations are discussed. Each model is

evaluated in terms of input parametars, required structure

of systems, types of outputs, and modal shortcomings.
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A. BACKGROOM

Recent studies show that the ability of a modern army to

fight has placed additional burdens upon the logistics
system that support it [Ref. ']. Success in modern combat

requires operationally and technically sup'arior combat ready
material, men, and support systems. With the advent of high
technology weapon systems, the shcrtcomings in the present
logi.stics system have warranted the revision of support
concepts and structures.

Rear Admiral Henry Eccles (U.S.Navy-Ret) has pointed out
that, although great strides have been made in the field of

logistics management, some of our most important unsolved
problems are logistical in nature (Ref. 2]. The
deficiencies and contradictions within our logistics systems
are often caused by our lack of or imperfect knowledge of

the art and science of logistics. The importance of
logistics in the nature and conduct of modern warfare must

not be disregarded.

Logistics managers are required to develop new concepts
to meet the new demands and challenges that the modernized

Army has created. In addition to budgetary constraints,
Prof. W.1H. Marlow states that the logistician must deal with

the new readiness and responsiveness postures that have been

outlined in DoD Directive 5000.39 (Ref. 3]. Maj. Gen. Homer

D. smith (U.S. Army) points out that one of the major areas

facing logisticians and research engineers is the coupling

of system reliability to the cost of manpower and repair

10



parts (Ref. 4]. Furthermore, the crisis in the M.ddle Fast

in October 1973 has shown that the affectiveness of our

tactical forces are more dependent than ever upon their

ability to deploy raFidly in full readiness for combat. It

is, thus, evident that our ability to sustain prolonged

combat depends upon our logistics affectiveness. A Joint

Logistics Review Board chaired by General Frank S. Benson

Jr. (U.S. Army) produced findings concerning support during

the Arab-Israeli War. These findings showed the need for

forward support during the early days of the conflict

[Raf. 1]. Ti3 Board accurately identified the spare parts

layering problem but did not mention the consequences of

shortages. The JLRB defined the layering problem as how many
spare parts to stock at specified maintenance echelons.

Effective logistic support is essential to maintain a

high degree of military readiness. Efforts have been

initiated recently tc correct the deficiencies within

existing logistic structures. DoD has established guidance

in DoD Directive 5000.39 (Ref. 5] and DoD Instruction 5000.2

[Hof. 6] which directs the acquisiton process towards the

goals of readiness and availability [Ref. 7]. According to

Assistant Secretary of Defense James N. Juliana, efforts are

being made to relate stockage decisions to weapon systems

readiness (Ref. 8]. The key phrases within these new DoD

guidance documents are "quantitatively related" and "system

readiness". A key ccncept of this new guidance i-7 that of

operational availability.

Availability is Low being considered the key operational

characteristic for measuring system effectiveness (Ref. 9].

The increase !n readiness through iacreased availability has
become a major concern of recent logistics efforts. one way

to increase equipment availability is to insure that the

correct amounts of the required spare parts are on hand at



the proper place and time and to the proper depth in the

system hierarchy [Ref. 10].

Through the use cf computer modals, potential sol-tions

to logistics problems can be quickly evaluated basec' upon

defined measures of effectiveness such as availabilJ.ty.

There exists a need to relate these measures of

eftectiveness to specific decision-making processes in
supply and maintenance management.

B. OBJECTIVE

The objective of this thesis is to provide information

about logistics provisioning models through the evaluation

of two specific models. It is part of a larger study being

conducted by the Department of Defense to analyze and
evaluate several level-of-repair ani provisioning models.

the measure selected is operational availability (Ao. Ahich

is the currently specified DoD measure of effectivenet•s

[Rsf. 11]. Operational availability is a aeasure of the

field reliability, maintainability and supportability of
systems and equipments and the impact of these parameters
upon mission fulfillment.

C. TYPES OF QUIPHERUT

Different types of systems and aquipment used within the

Armed Forces cannot be treated in the same manner. The
technical characteristics of electronic equipment cannot be
compared to the technical characteristics of a wheeled

vehicle. There are several simplifizations when dealing with

electronic equipment. Foremost is the fact that times

between failures are often accurately modelled with the

exponential distribution. This results in much better
mathematical tractability with failures occurring in
accordance with a Poisson process. Both computer models

12



evaluated in this thesis define availability in terms of
exponentially distributed failures. Due to the nature of
electronic equipment, maintainability is mostly concerned

with corrective maintenance. The area of preventive
maintenance is limited to such things as tests, calibrations

and monitoring during normal operation. Stadies have been
conducted that indicate that corrective maintenance time
follows a lcgnormal distribution (Ref. 12]. Mathematical
evaluation of failures, repair time, and supply response

times leads to an evaluation of the expected system
effectiveness (operational availability).

D. &PPROACH

This research is geared to the investigation of the
numerical outputs of two logistic models with the emphasis

upon analyzing differences caused by different problem
solving algorithms and input data. The intent of such
investigations is the determination of cuaputational models
that are simpler to use and evaluate, thus enhancing the
applicability of the models [Ref. 13].

The structure and problem solviag algorithms of each
model are examined in this thesis. mathematical overviews
are presented which shcw how solutions are determined. Each
model is evaluated in terms of input parameters, required
structure of systems, types of outputs, and model
shortcomings.

A sample problem is run for both models and the outputs
are compared. Differences are evaluated with respect to

isolating the input parameters that caused the change and
the sensitivity of each model to changes in inputs.

The analysis consists of the use of computational
techniques leading to the ranking of alternatives based

upon:

13
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-- operational availability at i fixed cost level;

-- minimum cost tc achieve a spacified operational

availability.

1. THESIS STRUCTURE

The structure of this thesis and the relationships

between chapters are illustrated in Figure 1-1.

chapter II discusses the functioas of the U.S. Army

SESAME model. It describes the structure and purpose of the

SESAME model, and the general uses of SESAME.

Chapter III discusses the functiDns of the Swedish OPUS

VII model. it describes the structure and purpose of the

OPUS VII model, and the general uses of OPUS VII .

In Chapter IV, sample input structures used to compare

the two models are developed. The ritionale and an

evaluation of possible causes for error are discussed.

In Chapter V the results of these models are compared and

evaluated, including relative streagths and weaknesses.

Chapter VI provides conclusions and recommendations
resulting from the analysis.

1'4
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A. BACKGROUND

The concept of "sparing to availabilizy" has become a

policy of the Department of Defense. The idea of "sparing to
availability" means that it is now necessary to zonsider the
effect of each item upon the system's ability to complete

its mission. Dne important requirement in the sparing to
availability concept is that the specified level of

availability must be achieved at a minimum cost.
SESAME stands for Selected Stockage for Availability

Hulti-Echelon Hethod. It is used by the United States Army

for determining provisioning levels and var reserve

requirements (Ref. 14]. SESAME was developed by the U.S.
Army Inventory Research Office as a tool to support weapon
systems and end items which could not be supported by

demand-supported criteria. As a spares optimizat'ion mod!,.,

SESAME computes the least cost mix ef spares that will

provide a specified level of system availabilty (Figure

2.1) . Figure 2.1 represents the optimal stockage using the

SESAME model. The endpoints represent boundaries created by
cost limits and the Standard Initial Provisioniag (SIP)

requirement. It is one of four spares optimization models

that have been used by the Army as initial provisioning

models [Ref. 15].

SESAME is an analytic computer model that can handle

multi-item, multi-system, multi-echelon inputs. It

determines which items to stock, and where and in what

quantities to stock them. SESAME determines these amounts

while optimizing operational availability for i given cost.

16



The model was developed by the United States Army

Development and Readiness Command (DARCOM) Provisioning

GI

Availabbiltyy

Ailblt

II
I

$Spares

!I

Figure 2.1 Spares Stockage versus Availability.

Technical workshop. The Army Inr'entory Research office

(IRO) had previously developed a model which was capable of

calculating the range and quantity of spares and repair

17



parts necessary to support a new item/weapon system, the

Standard Initial Provisioning (SIP) model. SESAME is Pi

outgrowth of these earlier efforts.

B. APPLICATIONS

There are two major usages of the SESAME Model, (1)

budget preparation (both peacetime %ad wartime), and (2)

determination of essential repair pirts stockage list

(ERPSL) items (Pigure 2.2).

In the budgeting mode, the program computes & projected

total cost which serves as an estimate for the funding

requirements for new systems that are to be deployed. Since

the systems are usually still in early stages of
development, in this mode SESAME requires only aggregated

dollar figures as input. This input uses data gathered from

uhatever assemblies are available at the time. These items

are ranked by means of the parameter Mean-Time-Between-

Failure per QUit Cost, aud the provisioning cost for each is

calculated by SESAME. The ERPSL application determines
availability and cost based upon detailed data about the

components and parts.

SESAME may be used for both Peacetime and Wartime

applications. Both share the same algorithms. The Peacetime

requirements are used to represent expected initial

deployment and peacetime usage rates. The Wartime
requirements are used to examine different scenarios, which

can represent differing levels of combat intensity, combat
loss and delays due to combat. it present, SESAME cannot
handle a surge in supply requests.

18



C. &SSUPTIOIS

The following assumptions are aame by the SESAME model:

1) A system of up. to three echelons exists; each unit

w,1

I SESAME

POM4 & Budgetcag Ls
Estimate Components

Peacetime War

-Austere Austere

Spare to -Spare to Spare to
Availability Availability Availability

Il

Figure 2.2 SSASBE Usage Modes.

may be supported by only a higher echelon.

2) SESAME is run on only one weapon system at a tiwe.

19
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3) Upon failure, a replacement is automatically ordered

and the bad part is either discarded or sent to a

repair facilit,-.
4) Line Replaceable Units (LRts) and Shop Replaceable

Units (SRUs) are identified.

5) Failures arv independent, occur at random times,

and follow an exponential distribution.

6) SESAME does not recognize constraints such as
states of limited operational capability.

7) In order to deal with operational spares (rotatable
items that can be put intr ass while a system is

under repair), the failed item must be dealt with

as an LRU, or SESAME must be supplemented with

additional programs [Ref. 16].

D. PERFORSIUCE USZIG OPIRATION&L &VAILABILITY (ho)

SESAME uses operational availability as a performance

measure. Operational availability aeasures the ability of
an end item/systea to enter its mission and is defined as

the percentage, of time that a system is mission capable.

Operational availability is a requirement determined by the
user.

Operational Availability is defined by Army Regulation

702-3 as "the degree to which an item is either operating or
is capable of operating at any random point in time"
rumf _ 1 'PThia 4* -,Inal 4• -1•h Amuan* eif a"n•inuain+ nn+ima

divided by the amount of equipment downtime plus uptime. In

the case of this equation uptime is defined as either
operable or in a standby state.

Uptime

10 = (2-1)

Uptime + Downtime

20



SESAME converts this equation to

Average Uptime per cycle

A-0 = (2-2)

Average length of a cqcl-

where a cycle consists of two consecuative time periods; a

period where the system is up followed by a period of time

when the system is down. This utilization of cycle time is

an attempt to make SESAME more applicable to systems which

are not evaluated solely by operatiag time. Some systems

used by the U.S. Army are evaluated by the actual operating

hours per day rather than operating 24 hours per day. For

exam ple:

(---One Cycle---) (------One Cycle ------------------

UP Repair UP Awaiting Repair UP

Time Parts Time

TI T2 T3 T% T5 T6

where Repair Time is part of downtime.

Prom the above diagram:

EU

EU + ERT + ED

where

EU a Expected Uptime per Cycle

ERT- Expected Repair Tize ,er Cycle

ED = Expected Delays until Part is Available per cycle

21



This definition of availability is important when the cycle

time occurs for a period where operating hours is less than

24 hours.

SESkME defines operational availability as; [Ref. 14]

MC TBF

]LOA t (2-3)
MCTBP + MTTR + MLDT

where

MCTBF (Mean Calendar Time Betwagn Failures)

= Expected uptime per cycle

- (Mean Time 5etween Failures) MTBF/ OPHD
where OPHD=Operating hours per day

MTTR (Mean Time To Repair)

- expected repair time when szares are available

MLDT (Mean Logistics Delay Time)

- expected delay until a serviceable spare is

available.

The demand support stockage policy requires the stockage

of spare parts based upon the demani generated by failures

of those parts within the operational environment. The

problem with a system of sparing based upon demand support
is that a reasonable availability cannot be readily
attained. This is because of the criticality of specific

items which have a low failure rate. These items fail

infrequently but their failure has a significant effect upon

the availability of the system. These are not adequately

represented by the demand support stockage policy.
Figure 2.3 represents this occurrence for an equipment

consisting of a mixture of demand and non-demand items

(Ref. 18]. The figure shors that the demand support sparing

22



will yield a system availability that is not on the optimal

availability curve. Therefore, any ivailability received

SYSTEM.
AVA LABILITY

1.00

.90

Provisioning Model1 75 Optimization Curve

.60

.45

.30 / Demand Support
"Sparing Computation

.15

.00 1

2 4 6 8 10

STOCK IN MILLIONS OF DOLLARS

Figure 2.3 Demand Support Stockage vs. Sparing to Availability.

from this stockage policy will be lass than that using a

policy represented by the C-E curve. The curve in Figure

2-3 represents the lcwest cost mix of spares to achieve

23



different system availabilities when the optimal stockage

policy is used for all critical items within the. system. The

mixture provides a higher level of availability at the same

approximate cost level.

There are several equipments that are well suited for

the application of provisioning models:

1. Equipment having high operational availability

requirements,

a 2. Equipment with low density deployment quantities,

3. Equipment designed with redundant configurations

below the end-item indenture level (Ref. 181.

B. SESAHR STRUCTURE

SESAME can handle both symmetric and asymmetric support

structures. These structures define the number of units
supported at each maintenance/supply echelon.

A symmetric structure is one in which each supply

point within tho system has exactly the same demand

requirements as any other point on the same echelon level
(Figure 2.4). An asymmetric structure is one in which each
point within the system does not necessarily have the same

demand requirements as any other point (Figure 2.5).
SESAME' defines a non-vertical structure as one in

which an echelon has a maintenance function but cannot fill

supply requests. This represents the ability of a higher
echelon unit to perform the required maintenance functions

for a supported unit but not the supply function. In order

for the demand generating unit to receive the required

spare, it must pass the request to the next higher unit in

its supply hierarchy (Figure 2.6).

24



G.S. i -i

D.S.S

Figure 2.4 Symmetric Structure.

Within SESIBH an indenture level refers to the

hierarchical role of a component within a system. A

component may be an LRU or an SRU. For example, a second

level component (SRU) is used to fix a first level component

(LRU) which is used to fix an end item.

25



SESAME computes stockage on lower level components

based upon economic considerations, but does not explicitly

model their effect upon down time. By using

II

I D.S.

ORG.
II

Figure 2.5 &symmetric Structure.

Essentiality/Fault Isolation Module codes (ESS/FIM Code),

the SESAME model determines whether to stock an item. If a
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part is essential, it is always stocked. If a part is

non-essential, it is treated as a. non-LRU even if it is an

LRU. As a non-LRU, the item has no affect upon letermining

I I
I

Only Supply G.S.

I II
D.S

! ° °I - .. I I
represents maintenance support without supply support
represents supply and maintenance support

Figure 2.6 Non-Vertical Structure.

the total system operational availabiliy. Similarly, if an

item is denoted a Fault Isolation Module (FIN), it requires
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removal to determine failure. Items designated FIN are

required to be stocked at least onh_ at each echelon wh:-re

the item can be removed and replaced. An item designated

FIN can be a mon-LRU item. A part can be designated FIN when

it is an SRU if it is determined that the part must be

removed in order to determine its status. If an item is

essential it is required to be stocked, if the item is

non-essential it is treated as a non-LRU even if it is an

LRU. If a spare is FIE it must be stocked at least once at

each echelon.

SESAME recognizes that parts need not fail in order

to be removed. It treats item failures as system failures.

SESAME defines the level at which repairs can be conducted

for specific spares. This is the Maintenance Task

Distribution.

SESAME does not treat cannibalization at the present

"tLime. lo steps are presently being taken to add this feature-

to the SESAME model.

When an organization (ORG) is out of stock and

requests a part from a direct support unit (DStr), the ORG

wait will depend upon the DSU due-in date. Most

multi-echelon models incorrectly assume that the ORG request

will be delayed the full Order and Ship Time (OST) from

Depot to DSU. SESAME uses the Two-Point improVezent to

METRIC (Ref. 19] and plans to adopt VARIMETRIC [Ref. 20] to

the presc•nt software used within SESAME. The Two-Point

improvement is a means to calculate ti..e weighted

backorders. This process is based upon the fact that the

due-in to a stockpoint is represented as a Poisson Process

compounded by a two Foint distribution of the mean. The two
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points result from a simplified representation of the

continuous distribution derived froa the observed Order Ship

Time. The two points represent an OST based upon the input

OST, which assumes no delay, and the OST augmented by the

average time of backorder, given that a backorder exists.

P. *ATHEN&TICkL OVERVIRV

SESAME can handle large problems very quickly by

utilizing a Lagrangian multiplier optimization technique

(Ref. 21]. The basic optimization objective of the model is

(Ref. 22]

minimize S (T,J) x N(J) x UP(l)

I J

Subject to PNO0S < O.

where

S(IJ) -amount of item I stocked at an echelon

J unit

N(J) -number of units stocking spares at

echelon J

UP(1) =unit price of item I

PNORS =% of time system is down due to

unavailability of a component
0( -maximum permissible PNORS

The PNORS constraint is modelled by restating the problem as

follows:

linXXS(IJ)xN(J)xUP(I)+÷[EB(I,J)xRTD(I,J)xN(J) xBPC(I)
t : I r 1 (2-4)

where

EB (1,J) a expected amount of item I backorderd

at echelon J

RTD(I,J) -replacement task distribution percent

BPC(i) -backorder penalty cost

29
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(The replacement task distribution is a standard Army

provisioning term 5hich represents where the component is

re:noved and replaced; for axample RTD (I,1)=100% means 'hat

the component is solely used by the eleisent at the

org;anizational echelcn.)

1. opim i.jo e hr, e

a. Single Item Optimizatioa

The objective of single item optimization is to

determine upper bounds for the optiaum stockade quantities,

then dynamically reduce these bounds based upon potential

optimum solutions as they are evaluated.

The procedure used is based upon determining the

lowest and highest values of total :ost where total cost is

the sum of of backorder and inventory costs, given stockage

at a specific echelon J, ind inventory cost is rharged only

for stock at echelons 1 thru (J-1).

(S*) (UP) + TC (S )< (0)(UP, * T" (0) (2-5)
A n-I nl

where S= VStockage at echelon J

TC (S)-Lowest possible sum of backorder and inventory

costs, given S• = Sn-

UP -Unit Price.

S; -Optimum stockage at echelon J.

This implies that as upper echelon stock is raised, delays

to lover echelons drop and so do echelon costs. For the

upper echelon n, all values for S are tried until an upper

bound on S is reached. At the lowest echelon, cost is a

convex function of S therefore the bounding procedure is

not necessary. For each value of S , a value of TC (S)
n J-I

is det~mined.
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b. Multi-Item Optimization

Multi-Item Optimization within SESAME is

computed using the A0 formula to minimize inventory

investment subject to Mean Logistics Downtime (MLDT).

(MLDT, /MCTBF)

BLDT (2-6)

l"/,CTBF,)

and

A0

ElF i U----------

MCTBF

where

EMF = Effective Maintenance Factor, the number of LRU

removals per end item per year.

Relative removals are proportional to relative failure

rates, therefore,

(SEK) (1,fCTBF.)

Ear. (2-7)

I/MCTBF

substituting the formula for EMF , in the formula for MLDT

5(MLDT. ) (EMFP)
MLDT a- ---

EBY

wher e

rwBL

MLDT. (2-8)
(ER?..) (N)

where
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N = the number of weapon systems supported

TWBý = the expected time veighted backorders for the ith

component.

Therefore

TWB%

NLDT a (2-9)

(EMP ) (N)

The Operational Availability (A.) calcul.tec4 within

SESAHE is a functioh of the expected backorders of the

components, the yearly removal rate of each component, the

average time between system failure, and downtime while

system is in repair. In determining Ao, only essential LRU's

are considered.

SESARE defines operational availability ia terms of

MCTBF, LDT and HTTR. This formula has the advantage that it

cGn estimate the system NC!BF from the component failure

factors without depending, upon the MCTBF of the indiviual

items.

HCTBF

(2-10)

NCTBF + HLDT + MTTR

BLDT

SA• 1-------.- (2-11)

KCTBF + !LDT + MTTR

Given that MTTR is very small,

SI -HCTBF/(KCTBF + MLDT) (2,12)

where

A0 a Operational Availability, hours the system
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is up as a per cent of total hours.

Sk = Supply Availability, per Csent of hours
system is not down due to unavailability

of a component.

MLDT= Logistics Down rime, average time to

get an LRU when needed.

SESAME is an analytic computer model that can be run

interactively or in a batch mode. SESAME can handle four

echelons but it presently optimizes three. One of the major
products of the SESAME model is the Mean Logistics Delay

Time (MLDT) which is the weighted average of the delay for
the LRU spares. Availability is detarmined but it is through

HLDT that spares provisioning affects A.. SESAME allocates a

fixed budget to achieve the highest possible A.. Since MLDT
is the only factor affected by stockage decisions, achieving

a maximum A is equivalent to determining a minimum MLDT for

a fixed budget.

1-A,

MLDT- x MCTBF - MTTR (2-13)

AO

3 . P i r.P . a l t :Q q ..n -.-. s -

Pipeline quantities are the basis for stockage. The

pipeline is the amount of spares to be stocked at each

echelon based upon demand, the percent of repairs to be

performed at that echelon, demand ciusing a request from the

part supplier, and the order ship time. The general formula
for pipeline at a stock point is : [Ref. 23]

Spare stockage according to pipeline-

(DDR) x (PRS) x(RCT)+ (DDR) x (DO) x (OST + OLD) (2-14)

where

DDR = Daily Demand Rate

PRS - % of demand to be repaired at stockpoint

33



ECT a Repair Cycle Time

DCO = % of Demand Causing Order from supplier

OST = Order and Ship rime

OLD - Operating Level Days

The nature of the pipeline makes the following input data

critical:

-The failure factor is the most critical input.

-A change in the maintenance task distribution will

result in repairs of LRU's closer to the user which

will cause lower demand rates.

-A change in the replacement task distribution will

result in replacement of non-LRU's at higher echelons

which will eliminate some of the pipeline required for

those spare parts.

-Changes in Order Ship Time affect all spares at that

echelon.

4. Jj Lst 11h~

The Stockage List Method is used when the input data

contain detailed information about the number, type and

specifications of the parts. SESAME will produce the

stockage cost for the sample required to achieve a target

availability that the user has entered as an input.

SESAME determines the retail stockage requirements

in terms of two retail budgeting approaches. One approach is

to take the total initial issue funis required to support

all operational items at the end of a deployment year, and

then subtract previously budgeted initial issue dollars.

This approach is called the cumulative approach to retail

budgeting. The other method is to consider only the

requirements of units that come into existence during the

respective deployment year. This is called the incremental

"34
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approach to retail budgeting. The type of retail approach

used in the SESAME model should closely resemble the actual

plan for deployment visualized within the budget.

In determining the budget, SESAME divides stockage

into wholesale and retail requiremaants. The wholesale

requirement covers the consumption 3f spares due to washout

and the impact of the depot level rapair cycle.

SESAME defines consumption as:

consumption =

(BDENS+DENS)

-.........- x (BYEARS) x (washouts/item/year)

2 (2-15)

where

BDENS aBeginning density (units of program)

DENS aEnding density (unitsof program)

BYIERS =Years in bhdget horizon

G. SoU•ARY

In summary, SESAME can allocate spares to units at

different echelons based upon a fixed budget, By defining

the input parameters to the pipeline, an analysis of

stockags policy is possible. By using multiple iterations of

SESAME with different supply and maintenance distributions,

the user can letermine the optimum stockage policy to use at

a given budget and required operational availability.

Deployment of spares according to the budget can be modelled

and estimates of total system cost can be generated when all

system knowledge is not available. SESAME produces output

which allows the user to know where parts are allocated and

how much the total cost of spares will be at each echelon

for a target level of availability or total cost.__
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111. _THE _.o_. _!_I! 9921L

1. BACKGROUND

The OPUS iodel was initially developed (1970) by

Systecon AB, Sweden, as an in-housa sponsored project for

the Swedish government. The improvements that have been

incorporated into the OPUS model since then have been made

as a result of contracts from the Material Departments of

the Swedish Defense Material Administration. (Ref. 24].
OPUS was created as a steady-state model for optimal

allocation of LRU's and SRU's in a maintenance organization.

The original intent of the model was to serve as a
computer-based aid for initial provisioning. Continued
refinements have enabled the OPUS model to deal efficiently

with the following types of problems [Ref. 25]
-Initial procurement of spares (allocation of spares

within the organization),

-Reallocation of a given assortment of spaces,

-Replenishment procurement of spares,
-Reallocation of a given assortment and initial

procurement of new types of spares, and

-Cost-Effectiveness evaluation of alternative
maintenance and supply concepts and alternative
system configurations.

OPUS is designed to use any or ill of four different
measures for evaluating the effectiveness of a problem
solution. These measures of Effectiveness (HOE) are:

a) System operational availability (Ao).

b) Probability of successful mission performance.

c) Risk of shortage when a spare is demanded.
d) Mean waiting time for a spare (computed for

each level of the maintenancs organization).
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B. CHARACTERIST ICS

The original design of the OPUS model placed emphasis

upon the ability of the model to be efficiently used as a

studr tool. This design concept provided the OPUS Model with

several special characteristics:

-An ability to handle LRU's and SHU's in a hierarchic

maintenance organization with in arbitrary number

of echelons,

-A means by which to choose different measures of

effectiveness,

-A means to run multiple levels of investment and

spares allocation,

-A computer methodology which is not costly to run and,

therefore, enables extensive studies of possible

solutions, and

-A capability to handle different systems

simultaneously.

As with most computer models, the value of the OPUS VII

outputs is directly related to the quality of the input

data. OPUS VII has the ability to perform sensitivity

analysis upon its input variables. In this manner, the user

can det'ermine the importance of each input and the amount of

precision that the input data requires in order to provide a

valid result.

OPUS VII is user friendly. The :utout is designed to

assist an analyst and the OPUS output will provide him

with.:

-Graphs depicting how the dOE is related to level of

investment,

-Tables of different levels of investment, showing

number of each type of spare to be purchased, and the

best location for the storage :f these spares,

-Tables reflecting the distribution of initial

investment costs among the different levels .ýf
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the organization, and

-An overall cost-effectiveness curve.

C. ASSUMPTIONS

The algorithms used by the OPUS VII Model are based upon

the following assumptions:

-The demands are Poisson distributad.

-Mean values of turn-around time are known.

-Failures are independent of other item failures

and are known.

-Repair times are statistically independent and

are known.

-go waiting times at the maintenance facilities

(no batching of repairs).

-As soon as oa spare is requestal, a replacement

spare is ordered (an (S-1,S) stockage polizy).

OPUS VII utilizes two types of optimization

techniques. The techniques are definad within a macro and a

micro structure. Both structures can be described as

imbedding methods. The microstructure can also be viewed as

a dynamic programming method. The macrostructure divides

the prcblem into Aultiple subproblems. Each subproblem is

restricted to no more than 1500 indapeadent variables. By

utilizing both methods, OPUS can handle very large and very

complex problems.

The concept of cost-effectiveness is a major part of

the optimization procedure used by :PUS. The measure of

effectiveness is considered as a function of the stock

levels, given all relevant information concerning the

activities and support flow of the Drganization. The measure

of cost is the total investment in LRU's and SRU's which are
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to be distrib,,ted in the organization. if a specific cost

constraint is given, it is possible to determine values of

Operational

Availability

MOE
M4OE's such as probabilityof shortage, probabilityof mission success,j

¶ expected
waiting time

INVESTMENT

Figure 3.1 C-B curve dog as a Decreasing Function of the Investment.

spare stock levels where the chosen measure of effect-iveness

is optimized (Figure 3.1) [Ref. 24].
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D. SYSTEH STRUCTURE

OPUS VII was designed to handle systems using Line

Replaceable Units (LRU's) ind Shop Replaceable Units

II

~E E MI__

Figur~e 3.2 OPUS Systes Structure.

10 (SRU a). The ability of OPUS to handle more thari one system
at a time and the ability to handle additional system
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indantures requires that specific input data be available.

This input data must contain:

SRU Data

-number of different types of SRU's

-for each SRU type, replacement rates and unit prices

LRU Data
-number of different types of LRU'

-for each LRU type, replacement rates and unit prices

-for each LRU type modularized into SRU's,

identification of those types of SRU it contains,
number of units of any such types.

System Data

-number of different types of systems

-For each system type: identification of those

types of LRU it contains,

number of units of every such type.

-System agan-rime-Betveen-Failuce (HTBF).

Figure 3.2 depicts an example of tha structure of a system

(Ref. 241.

OPUS TII places very few constraints upon the

maintenance and suppcrt organizations tlit it models. The
only major requirement is that the supp--t structure be

built in a hierarchical way. By hierarchical it is meant

that every unit on one level (echelon) will be supportad by

a unit or units of a higher level (.chelon). This structure
allows for the flow of spares betwean stations at different

levels by the use of "dummy" stations. "Dummy" stations are

added to the hierarchy and they have turn-around-times but

zero stockage levels (Fig 3.3). OPUS also alaows lower
echelon units to be supported by more than one upper echelon

unit. This support system is done by defining the
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probability that a lower echelon unit s supported by a

given upper echelon unit (PNYPR)

F I
I I

Ess . (Depot)_-
I I

SS (Intermediate) SS

'PNYPR P NYYPRR•

S5S 1 (Organizational) SSS

1 -
I

represents turnaround time to and f,:om the
"dummy" station. A "dummyy" station may pass
but cannot stock spares at its level.

Figure 3.3 OPUS Support Structure.
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a. Elements of the Support Structure

To model the support flows, OPUS uses a number

of basic elements. These basic eleman:s are combined with a

set of rules which define the way in which basic elements

are put together. The basic elements are:

-station
-identifier

-address
-demand

-suppcrt

b. Stations of the Support Structure

There are three stations within the support

organization that are built up by the basic elements. These

stations are:

a) End Support Station (ESS) - corresponds to

depot(uaintenance) level, and may include stockage
facilities.

b) Support Station (SS)-corresponds to intermediate
or organizational level of maintenance, and may

include stockage.
c) Demand Generating Station (D$S)-the organizational

user.

c. Rules for Creating Support Systems

OPUS enables these stations to be combined

arbitrarily, forming a support system. This support system
can be handled by OPUS as long as the following rules are
followed:

-Each DGS aust be supported by one and only one SS (at

Organizational level).
-Each SS (at the Organizational level) must be supported

by one or more SS (at an interaediate level) or ESS.
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An SS may exist at the organizational level and serve

as the unit that stocks spares at that echelon, this

unit is separate from the DGS.

-There exists at least one ZSS and at least one DGS.
-A specific demaad, and its resultant demands, must

not loop back and regenerate another demand.

This refers to the fact that if a spare is not
available at the next higher echelon and a due-in

is established, the lower echelon unit will

receive notification that the part is due-in and

should not re-order the part.

d. Required Support Station Input Data

In order to run OPUS, the following Support

Station data are required:

-A demand history which identifies which stations
initiated which demands,

-Identification of which items are allowed to be kept
in inventory,

-The time to repair an item required at a station, and

-Time to receive a spare from the next higher SS when
no shortage exists.

k given problem is divided into a number of
-deperadeft sukprobieas. T-' uu-nba of iadpanl,,l var-la-a

within each subproblem is dependent upon the type of
computer used (Ref. 26]. By solving subproblems, OPUS comes

up with a cost-effectiveness curve. By performing a marginal
cost analysis upon the results of aach subproblem, a final
C-E curve can be produced.
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3..J Tk~e jjqLZuctu.ý_

The system is defined in terms of the set S of all

independent variables, where
S- S 0 S U...U S

I A k

and the subset S is independent of all other subsets. The

variables of Sk are mutually independent.

For example,

SI= (All SRU's at the ESS)

St- (All LRU's at the ESS)

(All SRU'S at SS , SS , SS

S3 - (All LRU's at SS level)

(All SRU's remaining at SS level)
S4 = (All systems of DGSI, DGS2,...,DGSk)

The optimizing procedure calculates a C-E curve of

the subset Si. Subsequently, a C-E .urve is determined for

subset S2. This is possible because S2 depends only upon S1.

This procedure is continued for all subsets. This procedure

produces stockage levels for the entire space S.

3, BATHERATICAL OVERVIEB O OPUS VII

The algorithm used by OPUS VII to determine an

optimum solution is defined for problems in general and

then modified to handle more difficult (multi-level) type

problems. The algorithm determines i C-E curve in terms of a

subset S. The subset S is denoted

C EI. ) , fi1#2,... ,L (3-1)

where

C(i)= unit price per item

45



E(i)= measure of effectiveness 1 represents the

corresponding stock levels.

The total demand rate of S is definad as

DTOT = . (i) D (i) (3-2)

where

5(i)-multiplicity factor used in describing symmetries

in maintenance organizations.

D(i)=Demand Rate

and the Turnaround Time (TAT) is

T(i), i=1, 2 e...,na.

where

T(i)-TO>(i) +;S:p (i,J) Z •j)

To(!u-a constant independent of stockage levels.

Z(j)- Zxpected waiting time at position J.

P is the triangular transition matrix (pi,j) J=1,2,...n)

describing the step transitioa probabilities betweenr
positicns of S (Figure 3.4)

The first point of the Cost-Effectiveness Curve is 1=1

C * =0

M(i) D(i) T(i)
Bill - (3-3)

DTOT

with N ,, (i) =-0

E,,Q (i)= T(i) where i- n,*l ) n,÷A,

Prom the values of i, OPUS VII determines the Lagrangian

multiplier [R(f. 21]
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S _ S 1 S k
I.;x x 

"
S x x

IS 2 xx

xx

Ix

S k J 0~(

X denotes nonnegative elements
0 denotes zero elements

Figure 3.14 The Transition matrix.

Q M±)N,. (.) *-----

C (i)

vhere

P(i)- exp ( -D(i) T(i)

Q(i)W 1-P(i)
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These Lagrangian multipliers are sorted in decreasing order

The optimization procedure starts by investing 1(J) units at

position number J of subset , whera
Jun + 1(1) .

Therefore, the next point in the curve is

1=1 + 1

Co 4 i-, + C (J) H(J) (3-4)

Ell = iE ., -1(j) Q(J)

DTOT

and the individual values are

N,,t Q - N . (Ij ) 1 (3-5)

Z litUl M ISI D ( j) 00
D(J)

From these OPUS calculates
P(J) = P(J) D(J) T(J) (3-6)

N•, (J)

Q)M Q() - P(J)

S(j) Q(j) C(j)

The calculations are stopped when total investment is
greater than a prescribed arper limit or when the waiting
time is smaller than a prescribed lower limit. (Pig.3.5)

2. Aj3M2-j. q 2 jjctveness

OPUS uses four measures of effectiveness, expected

waiting time, availability/number of available systems
(NORS) , probability of a shortage given a demand, and
probability of a successful mission.
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a. operational Availability

The availability determined in OPUS is

associated with the waiting time at the operational level of
the organization. OPUS defines availability as

E(i)Z1/(I÷D(I) (T (i)÷.p(ij) E(j))) for i=n +1,...,n (3-7)

where E(J) is the expected waiting time for J in

The Expected Waiting Time (EVT) is the average time needed

to satisfy a demand. Availability may be zewritten

jA RTBF/RTBF÷EDT

where EDT is the average downtime per failure.

The expected number ot non-available systems (NORS) is found

iORS- N x ( 1 -A) (3-8)

where N is the total number of systems.

b. Probability of a Shortage

The probability of shortage refers to the

inability of a unit to satisfy a demand within a certain
amount of time due to a shortage in stock. This is

represented

E(i) 2 P• (TAT(i) D(i)) (3-9)

where i is a position number of a given subset S : i=n +1,

n +2,...,n and the turnaround time is

TAT(i) TO(iM ÷ p(iiJ)E(J) (3-10)
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\ The envelope ,

C/E-curve of S
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"*-- -� Zero ±nv**taent Qfts*

I.'lVESTr, NT

Figure 3.5 OPUS Optimization curves.

where E(J) is the expected waiting time at tho position
number J, where jtn,.

Tushortage in stock, lasting less than T units of time from
the point the demand was generated from.

N (iI-N(I)+AN (3-11)
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/if T'>TAT(i) 14

integer part of (jN(I) T/(TAT(i)-T))'

t if TTATT(i)

Then the probability of shortage given demand can be written

as

A

E (S ) p (i) zE(i) (3-12)

where

M (i) D (i)

p(i) (3-13)11 (J) -D (J)

c. Probability of a Successful Mission

The probability of successful mission refers to

the periods of time when a unit may not be connected with

the rest of the maintenance organization, such as a ship at

seaL. The weighted probability of successful mission

performance is given as

(-IEI(S i) S! ,. PS 1 (V (i) , Dli( Ti) , Qll 1I i 3-141

where PSK (N (i), D(i), MT (i Q(i) ) is the probability that

there will be no occurence of a demand that is unsatisfied

during the mission tiee mr, provided that the mission

started with no more than N (i) units of spares. Q(i) is the

probability that a demand could not be satisfied from

stations supporting the mission.

Qli) - p(i, J) Edl) (3-15)

where

p(i,J) is the probability that position i is supported

from position J, and
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E(J) is the probability that a lemand could aot be

satisfied within a specified time between missions (TBM) at

position J.

PSM is defined as

P S M zP,2 P (D (i) N T (i)) (3-16)

where P is the steady state probability that a ship will

start a mission with n units of item i on board. The

probabilities p , nsl,2,...,N are the probabilities of a

Markov chain with the steady states -1, 0, 1,..., N and

with the following transition probabilities

P (N, N) P0 + (1-Po) (0-Q)

P(N,U-1) (1 -Pa )Q

P (it,n+1) =P0 (1-Q)

P (n,n) P. Q + (1-P) (1-Q) O-n 4N

P (n,n-1) -(1-PC)Q

P (-1,0) =1

where P = probability that no demand for that item has

occurred during the mission.

3. lumrkiLQ 21 U22J

The basic procedure used by OPUS is the initial

allocation of LR9's at the highest (Depot) level. The LRU

giving the best return on investment (in terms of HOE per

dollar) is procured first. The next hiqhest return on

investment determines which LRU is procured next. This

pattern is continued until a level of investment is reached

or a specific HOE is obtained. The procurement of LRU's

creates a C-E curve. The next step is to piocura SRU's at

the highest level and LRU's at the next highest level. By
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choosing points (maximum of fifty) from the original C-E

curve, OPUS determines the marginal return on investment of

each itgm and procures the one with the highest return per

dollar given previous izvestments, this procedure continues

for each echelon until LRU's for the maintenance level

directly supporting the system is stocked. Prom this

procedure OPUS gives the user,

-optimal value of the ROE, for each level of investment,

-optimal assortment of spare parts by investment level,

and
-optimal stockage policy, based upon each assortment

of spares.

OPUS is designed t) keep the number of calculations

to a minimum. By chocsing a representative number of points
on the C-E curve, computer time is saved. An example of this

is the selection of cnly equally spiced points on the

investment interval. A similar means to save computer time
is tl sepp:rate storage of stock leval distribution and
candidates for final solution. OPUS calculates which points
are on the C-H curve, so when it determines candidates, it

knows beforehand which candidates will be final points on

the C-E curve. When the final point is achieved the

corresponding stock level is paired to it.

The OPUS computer program can handle a maximum of

500 different LRU's and SBU's. The number of stock points

and different types of spare parts =annot exceed 1500.

F. SUNIlY-

In sumsary, OPUS has the capability of deteraining where

spares will be stocked in order to optimize a specified MOE.

A use- can specify boun4aries for the decision and the model

will optimize the stockage policy according to those

boundaries. By using the various MOEs, the user can identify
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stockage problems that will require specific attention (for

example, minimum stockage at user level)
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A. INTRODUCTION

In order to compare the SESAME and OPUS VII provisioning

models, a problem structure was chosen to enable similar

data to be eviluated. The different algorithms that SESAME

and OPUS VII use to optimize item stockage required a

thorough evaluation and of each model's input data

requirements. By studying the input data, similarities were

identified and differences were noted.

To evaluate both models, two test sets of data were

employed. One set of data was created for OPUS VII, while

the other set was created for SESAME. Data for the sample

inputs are included in Appendix A and Appendix B. These sets

of data were choser because they both represented asymmetric

structures which are representative of viable systems and

each set of data could be translated into the other model's

data input structure. Inputs that ware not applicable to
both models ware originally given their default values. The

test sets were run for both models and the outputs compared

as shown in Figure 4 .1

B. OPUS VII DATA

The OPUS VII data were derived from earlier OPUS VII

research and edited in a manner that made it more compatible
with the SESAME model [Ref. 26]. The system breakdown used

coasistGd of & single system (because SESAME only runs one

system at a time) containing six LRU's and eleven SRU's. The

system breakdown is depicted in Figure 4.2. The OPUS VII

data defines the asymmetric structure with one end support

station (ESS), two support stations (SS), and thirty demand
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generating stations (DGS). Figure 4.3 represents the OPUS

organizational structure. OPUS defines the C (Depot) level

•SESAME OPUS
INPUT INPUT

Run
Model s

Using SESAME Input Using OPUS Input

SESAME OPUS LSESAý1,1 1 OPUS
OTU OUTPUT OUTPUT [OUTPUT

Evaluate

Figure 4.1 Numerical rest Problem.

as an ESS, B and A (Intermediate level) ds SS, and CU

(Organizational level) as the DGS. A represents the s:ipply

and maintenance capability and CU represents the combat user
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3xSRU6 2 =SRU 6

FR-

Figure 4.2 OPUS System Breakdown.

located at that echelon. Turnaround times are given for the

ESS, SS and DGIS levels. The DGS level reflects time required

to get the part to the CU from the C SS.
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A (ESS)

I I
I I

BI (Intermediate SS) B2

Cl (Organizational SS) C2

Cul (DGS) CU2

12 each 18 each

Figure 4.3 OPUS Organizatioaal Structure.

C. S3SANS DATA

The SESAME data were derived fr3m test sample data

received from the Army Inventory Research Office used to
validate the SESAME model. The SESAME model was modified
because the SESAME model uses only LRU's in determining A
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while the OPUS model uses LRU's and SR•'s in detarmininq A

The structure of the SESAME test systam is therefore only

SYSTEM

LR LRU LRU LRU LRU LRU

Figure 4.4 SESAME System Structure.

LRU's (Figure 4. 4). SESAME uses SRU's to dete,-sine total

syctem cost when the item is essential to the operation of

the system. By using Essentiality/ Fault Isolation Module

59

S: '., ,:,i'.. , ,•. . .• . .. . . ., . .... *.. ... ... . . • ...-.-..... . . .



codes (ESS/FIM code), the SESAME model determines whether to

stock an item. If a part is essential, it is always stocked.

If a part is non-essential, it is treated as a non-LRU even

if it is an LRU. As a non-LRU, the item has no effect upon

determining the total system operational availability.

Similarly, if an item is denoted a Fault Isolation Module

(FIM), it requires removal to determine failure. Items

designated FIH are required to be stocked at least once at

each echelon where the item can be removed and replaced. An

item designated PIN can be a non-LRJ item. A part can be

designated FIM when it is an SRU if it is determined that

the part must be removed in order to datermine its status.

The SESAME organizational structure consists of one

general support (GS) , two direct support (DS) , aad thirty

organizational (ORG) units (Figure 4.5).

D. INPUT DATA CONPABISON BETUElN SESARE AID OPUS

Several problems exist in comparing OPUS input data to

SESAME input data. SISAME does not handle multiple

requirements for the same LRU in a system. Therefore, when

OPUS inputs a requirement for three of the same LRU's in its

system, SESAmE will only input a requirement for one. To

compensate for this, the failure factor in the SESAME model

is multi;lied by the number of items required by the system.

OPUS defines failure .ate as the number of failures per

million operating hours. SESA&E uses a Failure Factor (FFIp

which is the number cf peacetime raaovals of thq part

expected per hundred end items per year under specified

usage and environmental conditions. With regard to this,

SESA•E also defines wartime versus peacetime usage and the

different deployment areas (e.g. Europe, CONUS) where the

part may be employed. Assuming Operating Hours per Day

(OPHD) equals twenty four hours we can determine
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OPUS (MTBF) x (24hr/day)x(365day/year) x(100 items)= SESAME FF
(4-1)

where

MTBF * nuaber of failures/1000000 Hours

G.S. I!I
I I

I

D.S ,I D .S.2 !

I

ORG. ORG.

12 each 18 each

Figure 4. 5 SESAME Organizational Structure,
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SESAME requires Mean-Time-To-Repair as a control

parameter in its optimizing algorithm. OPUS does not

explicitly define an MTTR. To obtain a value of NTTR for

SESAME, OPUS values were used to determine MTTR as follows:

OPUS MTTR- (FIM) 4 Time to Replace Part (TTRP) (4-2)

Upper and lower bounds are delineated by SESAME in terms

of availability, AVRIN and kVMAZ. OPUS determines its

boundaries in terms of cost, CHIN and CMAX. Since these

figures are related functions in both algorithms, setting

boundaries cam be accomplished and evaluated by manipulating

one to obtain the other. For example, in SESAME, the target

control parameter can be used to search for a specific cost

or availability level. In OPUS, a combination of MOE's and

CHAX can be used to obtain similar results.
The time necessary to restock an item from the next

higher echelon is described as Order Ship Time (OST) in the

SESAME model. This OST is broken down by organizational

echalons. CPUS uses Transportation rime Return Trip (TRPT)

and Transportation Return Trip (TNPYR) where each different

support station may have a different return trip time. The

difference between TYPYR and TRPT is that they represent the

transportation tines at different echelons. OPUS views each

time independently, while SESAME treats them as the same at

each echelon. The test problems were zan using uniform

return trip times for the OPUS suppport stations. An

important factor to note is that SESAME does not include

transportation time of an LRU to the next higher echelon if

the LRU cannot be replaced at the present echelon. This is

important because that time is not considered in determining

MLDT.

SESAME defines its Repair Cycle Times (REPCTC) in terms

of days necessary to ship the part to the repair facility

plus the days needed to repair the item. SESAME lenotes this
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time at each organizational level. 3POS does not define a

value similar to REPCYC, but a value can be derived as

follows,

OPUS Repair Cycle -TRPT + kdmin Delay Time(ADT)IFIT +TTBP

(4-3)

It is important to note that, REPCYZ in SESIBE does not

include the time it takes to return a functional part back

to the user.

3. VALUES UNIQUE TO EACH NODEL

SESAME uses several values that are aot considered

by OPUS. These values have an effect upon thc computation

performed by the SESAME model and ace discussed below:

a. Replacement/Saintenance Task

Distribution (RT D/MTD)

SES-HE requires inputs which define the

percentage of total removals of an item at each level (RTD).

These percentages across all echelons must sum to one

hundred percent. Similarly, the MTD is the percentage of

total items that are removed for repair at each level. The
t nv P r o@ tha aercntags plIu s th a u -ch au t r a t- I RE PR I ut-

equal one hundred percent.

b. CURPAR

CURPAR is the estimated penalty cost associated

with downtime. To represent minimum stockage, a CURPAR of

.01 was use4. A CURPAR of . 01 represents a penalty cost for

system downtime.
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c. WHOFIL/CCNDEL

WHOFIL is the wholesale stock availability,

while CONDEL is the conditional delay time (the average time

required for a major subordinate command to satisfy a

requisition for an out-of-stock item). Both WHOFIL and

CONDEL are set to default values as they have no effect on

initial retail stockage in the standard initial provisioning

(SIP) mode.

d, Unserviceable Return Rate (URR)

URR is an estimate of the ratio of unserviceable

returns to the wholesale level to tme total demands on tre

wholesale level. This value was set to zero (although

typical values would probably range from .02 to .15) to make

SESBRL compatible with OPUS.

2. 9Mj IILIU

OPUS lefines several Input values that ice not

consi.derad by SESAME. These values affect system

capabilities and are listed below:

a. Systm Breakdown Values

These inputs are listed together as they refer

to the description of LRU's and SRU's in the system design.

As SESAME does not use a complicatad system design, a very

simple test set from SESAME was usel for OPUS. This test set

consisted solely of LRU's with no multiplicity of parts.

This was performed only for the SESAME test problem using

original SESnin data.
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b. Number of Different Systems (NYMAX)

OPUS has the ability to handle more than one

system at a time. This parameter defines the numbers of

systems and the requirements for defining those systems
organizations. In running the problem, only on_ system was
used, since SESAME can handle only one system at a time.

c. Probability that a station is supported by
another (PNYPR)

This factor allow OPUS to cross level
requisitions from higher echelons based upon the probability
a DGS is supported by different SS as is shown in Figure

3.3. This probability is known as PNYPR.

P. RUNNING THE ODELS

The learning time required to become familiar with the
operation of each model differed greatly. This is due in
part to the fact that access to persons knowledgeable with
SESAME was somewhat easier than access to persons
knowledgeable with OPUS. The SESAME user manual was easier
to read and comprehend than the OPUS user manual. SESAME ran
in an interactive mode, therefore it took less calendar time
to execute than OPUS in its batch mode. Calendar time is the

time from job submission to receipt of model output. There
is, however, an interactive version of OPUS. SESAME and OPUS
both are sensitive to the input dati, but it appeared that
more problems were encountered entering and understanding
the applications of the OPUS model. This was in part due to
the lack of explanation of some terms in the OPUS user

manual and the greater flexibility provided by the OPUS
model.
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G. SUHIA!Y

Both the OPUS and the SESAME models optimize spare

stockage with regard to cost and oparational availability.

The design of the models causes different decisions to be

made by the user when he uses these models. OPUS allows the

user to determine the system structure and declare different

repair policies at different echelons. SESAME allows more

input to be made in terms of possible delay-causing factors,

such as wholesale stockage. The SESAME model can search for

a user specified cost or operational availability. OPUS
lists the costs and availability based upon a generation of

points from its C-E curve for other specified MOE's (waiting

time, risk of shortage, probability of mission success).
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A. INTRODUCTION

The purpose of this chapter is to compare the outputs of

the two models. A comparison of the outputs would manifest

differences caused by the optimization algorithms used by

each model. By varying specific parimeters (e.g. MTBF,MTTR

and turnaround time) , the sensitivity of each model to the

varied parameters could be explored.

In comparing the two models, it was necessary to

construct the values of some of the model parameters from

other parameters used in the models. For example, neither
SESINE nor OPUS define a viklue for MTTR. In order to

construct this parameter, the SESAME value REPCYC and the
sum of the OPUS values Faul'. Isolation Tise and Tiae to

Repair Part were used. Similarly, f~r HTBF the SES&ME

failure factor an! the OPUS failure rate were used, and for

turnaround time the SESAME Order Ship Time and OPUS

turnaround times were osed.

D. DIFIRBENCSS IN ?BB INPUTS

In comiucting the comparisom, certain problems arose

because of the a-..1imtntions made and because of software

limitations that existed within the models.

The problems caused by the software in the SESAME

model were encountered when evaluating the OST and REPCYC.

OPUS is limited to a maximum number of 500 different LRU's
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and SRU's. This, however, did not affect the execution of

the problem.

a. REPCYC Value

In SESAME, the REPCYC value is rounded off to an

integer value by the software. For axample, an input value
of 0.5 is returned as an output value of zero. This rounded
value will lead to inaccuracies in the stockage of spare

parts because the REPCTf. .s used in the determination of the
Pipeline at a stockage .oint.

b. OST Value

The OST value is represanted by SESAmE in terms

of days. The soitware used by SESAME allows for the input of

integer values only. The transformation of hours to days
caused the creation of values that were rounded off by the
SESkME model. The use of integer values limits the lower
value of the OS! to one day and bounds the upper limit to 99
days. These value limits may be reasonable but aeact values
would be preferable in the computations of stockage levels.
Since OST is also used in thhe determination of the pipeline
quantities the use of integer values will cause an inexact
answer to be rendered.

a. Differences Caused by Asaiiptionums

Several problems were found in trying to compare

the outputs of the two models. The :omparison of the failure
rates produced the best results in terms of total cost

comparisons and stockage.
The comparisoLs of MTTR and turnaround time were

hampered by differences in model software and value
definition. For example, in determiaing the MTTR of SESAME,
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REPCYC does not include the time nezessary to return the

part to the user. In creating the OPUS value of MTTR, this

meant taking r~ly half of the turnaround time for the part.
The other problem in using MTTR is the fact that

OPUS does not define a system MTTR. The value of MTTR can be

determined at each echelon but a system value is not

determined. A value for MTTR is inserted as a control
parameter in SESAME and it is used to determine the

oparatioval availability of the system. This operational

availability foras an upper bound for the optimization

calculation. Therefore, an incorrect input value of MTTB

will raise or lower the level of availability that the

SESAME model ;an attain.

C, PROBLUES CAUSED BY THE ALGORTIHES

The SESAME model has several different compcnents

that are necessary for its determination of availability in

its two operational *odes of budget and availability. OPUS

uses only one metLod of optimization.

a. Different Proced1ures used by SES&mE.

SESAME uses the extrapolation procedure and

stockage list method to forecast tha budget. The
ietrtrpolation rn-,%,wn-aro 4cr tr.aa whabn einl' n;%+i~l 1 Ara_

available. The stockage list budget method is used when more

information is available about the parts. In the comparison

used, the stockage list budget method was used.

b. DIfferent Stockage Criterion used by SESAME.

The stockage of parts within SESAME is broken

into wholesale and retail levels, OPUS does not 2ake this

distinction. rhis becomes important if the number of
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washouts per end item per year is very large. The washouts
of an end item are the number of items that cannot be
repaired economicably. OPUS does not use washouts in its
determination of stockage.

c. Differences in Measures of Effectiveness

The differences in the stockage policy used by

SESAME and OPUS made it extremely difficult to compare the
models. The comparison of operational availability does not
take into account the different levels at which each model
requires stockage. For example, OPUS may provide a higher
operational availability but at the same time have a high

risk of shortage at the Demand Generating Station level.
The pipeline stockage used by SESAME allows it to stock at
the echelcn where the repair is expected to occur. Therefore
it can stock at lower levels first. In order for OPUS to

reach the same level of repair, OPUS would have to stock

additional parts at. the organizational level.

D. DIPFERENCES IN OUTPUT

The SESAME model allocates spares in the standard

initial provisioning mode according to pipeline quantity
rounded to an integer. The stockage value determined by
SESAME reflects the values used to determine the pipeline.

SESAME requires the user to input the percentage of demand
to be repaired at a stockpoint. The pipeline value of
stockage therefore reflects the echelon where the demand
will be replaced. For example, if ill repairs for a given

part are to be at the organizational level, then the

pipeline will not stock parts at a higher level. An
exception to this is when the pipeline is less than one but

the expected annual demands exceed the Retail Stock

Criterion (6 per year in this case). In this case SESAME
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uses the value one regardless of the pipeline quantity. OPUS

stocks on the basis of the spare which gives the highes-t

Cost-Effectiveness at the highest eahelon and then continues

stocking according to the next highest ranking. In this

sense, OPUS stocks from top down without determining what

the echelon repair breakdown will be.

I.

SESAHE returns all input data to the user. By

selecting a parameter called TARGET, SESAME can search for

availability or total cost as the optimizing factor. W"hen

SESAME is run in the SIP mode, a datailed printout shows all

values which satisify the target. A sample of this printout

is given in Appendix D. The SESAME printout lists all spares

and guantitiec for each demand generating organization. It

further coapiles a liscing of the stockage cost for these

spares by echelon.

OPUS lists a.l its parts and stockage in a more
concise manner. It is easier to read but does not include
the total cost of stockage that the SESAME model provides.
The OPUS model provides all the points it uses to create its
cost-effectiveness curve. This causes the printout of the
OPUS model to take more time. The alvantage of this is that
the user can examine various points of the curve with regard
to the various OPUS MOE's iithout hxvi-ng to rerun the model.
To conduct a similar task with SESLME would require multiple
runs using different parameters. A sample of the OPUS

printout is included as Appendix C.

E. COUPARISOW OF THE OUTPUT OF THE MODELS

Each model was run using its own input data and the

input data of the other model. A total of four outputs were

produced and compared. For all compirisons, a target
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availability of 0.975 was used. If this value was not

reached, the next value higher was ased as the reference

point. For SESAME, when the target parameter was set, the

model would search until the stockage allocation reached the

target availability or the Standard Initial Provisioning

stockage. Tables I and II give the OPUJS and SESAME stockage

allocation for OPUS input.

TIBLE I

OPUS Stockage Using OPUS Input Data

SPARE TOTAL INVESTMENT C Bi B2 Al A2

LBO 1 34 557600 0 2 2 1 1
LH U 66 16566808 3 3 2 2
LRU 34 754800 2 2 1 1
LBO 4 64 1036800 0 2 2 2 2
LBO 5 34 1934600 0 2 2 1 1
LRU 6 66 3649800 1 2 3 2 2
SRO 1 9 51300 7 1 1 0 0
SRO 2 5 10000 3 1 1 0 0
SRO 3 3 8100 1 1 1 0 0
SRO 4 10 97000 7 1 2 0 0
SR0 5 4 21600 2 1 1 0 0
S,06 8 90400 5 1 2 0 0
SRO 7 1 5600 1 0 0 0 C
SO 8 3 26100 1 1 1 0 0
SRO 9 4 15600 2 1 1 0 0
SRO 10 1 4200 1 0 0 0 0
5R 11 6 41400 4 1 1 0 0

TOTIL COST 9961500

The difference in stockage between SESAME and OPUS can

be recognized when ccaparing the respective stockage

outputs. OPUS stocks at different levels depending upon

turnaround time and repair time. The SESAME output using

OPUS data stocks at the lower echelons in more cases as a

result of the &asumed levels of repiir that were used to run

the SESAME model. The saintenance/repair task distribution

entered in the SESAME model (Appendix A) requires that
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TABLE I1

SISAW Stockage Output. Using OPUS Input Data

SPARE TOTAL INVESTMENT C B1 B2 Al A2

LRU 1 32 524800 0 1 1 12 18
LRU 2 36 903600 0 2 4 12 18
LAU3 32 710400 0 1 1 12 18
LRU 4 32 518400 0 1 1 12 18
LRU 5 46 2741600 13 1 2 12 18
LRU 6 54 2986200 19 2 3 12 18
SRU1 2 11400 2 0 0 0 0
SRU 0 0 0 0 0 0 0
SRU3 0 0 0 0 0 0 0
SRU4 6 56200 4 1 1 0 0
SRO 5 0 0 0 0 0 0 0
SRO 6 5 56500 3 1 1 0 0
SRU 7 0 0 0 0 0 0 0
SRU 8 2 17400 2 0 0 0 0
SRO 9 1 3900 1 0 0 0 0
SRO 10 0 0 0 0 0 0 0
SRU 11 2 13800 2 0 1 0 0

TOTAL COST 8546200

spares be repaired at the lower levels. The ability to

replace LRg's with SRU's enables OPUS to have a smaller

stockage of LBU's at the Demand Generating Station. Opus

stocks more LRU's and SRU's cumulatively than SESAME.

Although SESAME does not use SRU's in its availability

computation, SESAME will stock a number of SRU's based upon

TABLE III

OPUS Stockage Output Using SESABE Input Data

qSPAuR _TL TNTESTMENT C B1 B2 Al A2

LRU 1 28 719600 0 0 0 1 1
LRU J 28 294000 0 0 0 1 1
LRU 28 266000 0 0 0 1 1
LR4 8 140000 0 0 0 1 1
LRU 58s 263200 0 0 0 1 1
LBU 6 28 484400 0 0 0 1 1

TOTAL COST 2167200

the Retail Stockage Criterion.
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Tables III and IV represent the differences that occur

TABLE IT

SISARE Stockage Output Using SES&EIE Input Data

SPARE TOTAL INVESTMENT C BI B2 Al A2

LRU 1 12 308400 2 5 5 0 0
LRO 2 5 52500 1 2 2 0 0
LRU 3 14 133000 2 6 6 0 0
LRU £1 45 225000 1 13 13 14 14
LRU 5 23 216200 21 1 1 0 0
LRU 6 2 34600 2 0 0 0 0

TOTAL COST 969700

when both models are run using the SESkHE set of input data.

In Table III the stockage deterained by OPUS is

primarily at the lower echelons. This stockage i3 caused by

th6 high Order Ship Time betveen levels used by the SESAME

model. The high turnaround tiae between the GS and lower

echelons require that parts be stocked at the lover echelons
if the availability target is to be met. Table IV reflects

the impact of the Haintenance/Repair Task Distribution on

the SES&5M xtackage levels. When ths stockage levels are low

it reflects a low Maintenance/Repair Task Distribution

(MTD/RTD) at that level. When ETD/RrD is high at a level,

the stockage at that level will be high.

P. CORPARISON OF OPERATIONAL AVAILABILITY BETWEEZ SES&8E

AID OPUS

Table V represents the target operational availabilities

achieved by each model with each different set of input
data. It should be noted that although OPUS achieves a

higher operational availability at a lower cost, it is

accompanied by a high risk of shortage. Data set 1
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represents the OPUS criginal input data set. Data set 2

TABLE V

SESAME and OPUS Operational Availability

MODEL INPUT DATA A TOTAL COST

SESAME Data Set 1 .945287 8553100

SESAME Data Set 2 .930158 1019700

1
OPUS Data Set 1 .97691 1807600

2
OPUS Data Set 2 .99309 0

NOTE 1: This point has achieved a higher availability than the
SESAME model. The risk of shortaqe at this point is 1.0. At
a t trl cost of 9158800, -in availabili¥ of 998
achi.veld with a risk of shortage of .061965 15

IOTf 2: This point reflects the excellent ability of the repair
fac lities to repair spares. The risk ovfshoraaga is 1.0.
At a total cost level lf 1153600 an availability of .99773
was achieved with a relatively high risk of shortage
of .19966024.

represents the oricinal SESAME unput data set.

6. COHPkRISOU OF BODELS VARYING PARAMETERS

SESAME and OPUS were evaluated by comparing the output

of each model while varying BTBP, MZTR and Turnaround Time.

To compare OPUS and SESAME, the failure factor and

failure rate of each model were varied. The original

parameter values were divided by two, multiplied by two, and

multiplied by four. In all, this led to 16 sets of output

data when including the original data set. Table VI below

depicts SESOPUS values which are the total cost of the
SESAME model using OPUS input, SESAkE are SESAME cost using
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"SESAME data, OPUS are OPUS cost usiag OPUS data, and OPUSSES

are OPUS cost using SESAME data.

TIBLE VI

Effects Upon Total Cost When Varying Failura Rates

HTBF VALUE SESOPUS SESAME OPUS OPUSSES

NTBF/2 8569200 5066303 9953900 2573200

11TBF 7628600 3206800 9578300 2307200

2MTBF 6498900 1092103 9961500 2167200

4RTBF 6376400 487900 9761900 2167200

TARGET AVAILABILITY 0.975I

By varying failure rate, we see that the SESAME

model produces more predictable trends in total cost than
the OPUS model. The SESAME2 output using SESAME input data

almost reflects a linear increase in total cost. The OPUS

model using OPUS input reacted in a different manner,
increasing when the rates were diviled and then again as the
rates were quadrupled. This occurence is created by the OPUS
algorithm which selects the spare which gives the best C-E

curve. Changes in the failure rate for OPUS cause changes

which are not as large as those created by SESamE, nor is

thaLLr U an 0 W'S ,A7&1&0 'LW M

2. ComarajLaa 21 a4I A"4 Qgeg !kft !3;zjag AT

Table VII illustrates the effect of varying MTTR in

both the SESAME and OPUS models.
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TABLE VII

Effects Upon Total Cost When Varying HTTR

MTTR VALUE SESOPUS SESAME OPUS OPUSSES

•TTR/2 6443600 747300 9960300 2167200

HTTR 6498900 1092103 9961500 2167200

2MTTR 11083400 1731103 9731500 2307200

4MTTR 16287000 3124133 9793103 2573200

TARGET AVAILABILITT 0.975

The results cf changes in the values of 3TTR

indicate that the SESAME model is more sensitive to changes

in the values related to repair. In both the SESAME and

SESAmE2 outputs the changes are mora dramatic than in either

of the OPUS outputs. This difference implies that the Repair

Cycle Time used to estimate the MTTR for SESAME has more

impact in its algorithm than the assumed value for XTTR used

for the OPUS model. In perforiing the comparison, one

difficulty was the determination of the system value of MTTR
for OPUS. The value assumed for the OPUS system MTTR may not

accurately reflect the actual system MTTR.

TABLE VIII indicates variations in output when

varying turnaround time.

The comparison of turnaround times caused several

problems because of he limitations of the SESAME software.

The Order Ship Timid used by the SESAME model quickly reached

its upper limit of 99 days therefore preventing the use of

any greater value. The SESAME problem therefore had no
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TABLE VIII

Effects Upon Total Cost Vhen Varying Turnaround Time

TAT VALUE SESOPUS SESAME OPUS OPUSSES

TAT/2 8553100 3056200 9998200 2167200

TAT 6498900 1092103 9961500 2167200

2 TAT 8553100 3195400 9089600 2167200

4 TAT 8553100 3195400 9001800 2167200

TARGET AVAILABILITY 0.975

change in Order Ship Time for the 2 TAT and 4 TAT levels.

The OPUS problem was able to handle the changes in the TAT.

The OPUS output indicates the sensitivity of the OPUS model

to turnaround time.

B. SUcIanR

The comparison of model outputs reflects the differences

in the nature of the algorithms usel by each model. The

SMSAHE model stocks as a function of the pipeline function

while OPUS stocks with respect to repair and turnaround

time. The SESAME model tells us how much to stack at each

echelon if we know how much repair will occur at that level.

The OPUS model tells us where to stock parts based upon how
.M1 ' &L 0 M,4A&aZ.. -a -PC41 4 4- 4. ý " ^* ý--f 4 " 4-4 mý

turnaround time) function. In generxl, SESAME appears to

stock for Staadard Initial Provisioning at a lower total

cost than OPUS.
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A. COCLUcSIONS

Based upon the model analysis and the test problems, the

following are concluded:
a) When budget considerations impact upon the fielding of

spares, the SESAME model should be used.
b) When there is limited information available about the

level at which repairs are to be made, the OPUS model
should be used. SESAME is a useful model for determining

optimization when repair requirements at each level are

defined.
c) In both models, the quantity and optimum allocation

of spares are sensitive to the value of MTBF.

d) The effect of time elements in the repair cycle have a
greater effect for ths lower levels of the support

organization. This is shown by the greater stockage at
lower echelons when turnaround time is very high at the

upper echelon units.

e) OPUS VII has several MOE's and therefore allows more
detailed analysis in terms of the optimization of

spares provisioning.

a 1 l fi m w w 4- Sm ii f^ v- ft s - -% cm y -- - - - - - - - - - - - - - - - --4 M

g) SESkME must be run several times to determine optimal
stockage when the required repair level for parts is

not specified.
h) SESAME does not use a system structure which allows

the stockage of an SRU when it fails.
i) OPUS does not differentiate between different types of

SRU's, for example, Fault Isolation Modules.

Fault Isolation Modules are mandatory stockage within

the SESAME model.
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J) OPUS allows units to be supported by more than one

higher echelon unit through the use of the parameter

probability of being supported by the next higher unit

(EN!PR).
k) OPUS allows for selection of stockage points by

providing selected points and M3E's along the C-E curve.

1) SESAME provides a TARGET function which allows the user
to quickly determine if a specified Operational

Availability is possible and at what cost.

a) SESAME handles Wholesale and Retail level stockage

requirements in that it defines wholesale repair and

depot washout rates while OPUS loes not handle
wholesale level stockage.

n) SESaME addresses the problem of parts that are

uneconomicly repairable. OPUS does not define depot

level washouts nor the unserviceable repair rate.
o) SESAME uses a-Retail Stockage Criterion which affects

the minimum stockage.

B. RECONUEUIDAIOiS

is a result of the analysis and the test problems the

following recommendations are made:

a) SESAME should modify RZPCYC to handle total turnaround

time.
i~ ~ ~~~j =^ J ~... .4 *4!4A al ~I1

actual values (in hours) for Order Ship Time.

c) Software in SESAME should be reviewed to eliminate
the effect of round-off errors.

d) The SESAME algorithm needs to address the fact that

LRU's that fail as a result of zomponent SRU's may be

repaired by repairing the SRU.
e) If possible, additional MOE's should be investigated

when utilizing the SESAME model.

f) The output of the SESAME model 3hould

.0
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be simplified.

g) OPUS shculd introduce MTTR values for the system, LRU's

and SRU's.

h) OPUS should use a target parameter which will provide

a specific answer based upon specified boundaries. This

will save the user searching the output for a specific

ans wer.

i) The OPUS input data format needs to be simplified or

restructured to make it more usar efficient.

J) OPUS needs to print the number :f spares that are not

repairable and have to be repla.-ed by stocka('-e.

k) SESAME needs to have more station values rather than

system values, especLally in tha asymmetric structure.

For example, the OST is the same for all stations in the

structure.

1) SESAME needs to look at the asymmetric structure and

the impact of RTD/MTD values on the asymmetric

structure. The asymmetric structure may cause these

vallues to be non-uniform for all stations at a civen

echelon.
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SESABE 8ODUL INPUT DATA

This appendix shows two examples of input data into the

SE3AME model. The following is an explanation of the format

of the two data sets. The first data set will be used as an

example.

1) The first line starting with 6V represents the End

Item/Weapon System Data (Peace). Following is an explanation

of each entry:

6 represents the Retail Stockage Criterion,

V represents the Supply Structure Option (in this

case vertical),

30 2 1 represents mumber of units at each echelon in this

case 30 Organizational, 2 Direct Support, I General

Support,

010360 represents OST at each eachelon, 1 day at ORG.,

3 at DS, 60 at GS

30 represents cumulative end iten density,

when &symmetric System Bode ASH=2),

1. unserviceable return rate,

30 30 30 orerating level days at each echelon, OBG,DS,GS,

0 beginning density,

2 asyqnetric support option :ode,

C -eographic area selector (C-rConus).
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2) The next line is 3 CGS 1 510 1 1. This is the

begiuning of the asymmetric support structure data. This

data ends with the 1 A201 17 18 18. 3

represents the echelon number.

CGS 1 is the unit identification.

510 is the number of end items supported.

1 is the number of units of the type identified in

column two that are in the system by budget

allocation.

1 is the number of units supported.

3) The next 17 lines represents the part data. rhe first

line of this data begins with 00003O001. The last line of

this data begins with 000000111. The first jix lines are the

LRU's, the next eleven lines are tha SRUts. Using the SRU

data item

000000101 is the part number.

18.1 is the failure factor.

0 is the replacement or washout rate.

5700.0 is the unit price.

22200.0 (see line with part number 000000101) is the unit

price of the next higher assembly.

80 10 10 represents the replacement task distribution at

each

level, ORG,DS,GS, respectively.

801010 represents the maintenance task distribution at each

level, OHG,DS,GS, respectively. The values .55.167.

represents the repair cycle time in days.

,.56.069.) is the ORG REPCYC .5 days for ORG, DS is 6.0, and
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GS is 69.

3 represents the essentiality code. (1,5,7 sre

essential ind 2,3,4f,6,8,9 ara non-essential)

N represents the LRU indicator (L is LEU, N is

non-LRU ).
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OPUS BODEL INPUTS

The following are samples of OPUS input data set3 used to

run the OPUS todel. Listed here are two data sets, one

representing the original OPUS data, and one representing a

SRS&hZ data set. The following information will provide the
reader with aa understanding of each data input variable.

The first set of data will be used is in example.

1) The first line is the title card, It names the run as

example 2 dated 23 October 1983. The MOE used is Expected

Waiting Time and the problem type is initial procurement.

2) The next line 0 0 0. I.E +7 0 0 0 0 0 1. 0 is

the problem card.

0 represents problem type in this instance 0 is the

initial procurement of spares.

0 represents the MOE used in this case 0 is Expected

Waiting Time.

0. 1.2+7 represent the minimum and maximum level of
investment for this run.

0 is a default notation which meins that the number of

points selected for an internal C-E curve of the

optimization process is 15 (this is optional).

0 represents the number of points to be selected for

the final C-E curve, in this case 30 (this is

optional).

0 represents the IOUTP which is the output printing

control. In this instance the 0 means that no printing
of points of the C-E curve will occur.
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0 represents IPLOT, which is a plotting control. IPLOT

set to 0 tells the program to plot all points,

calculated by the program, from which internal and

final C-E curves are plotted.

0 is the value for IPUNCH which tells the program not to

use OPUS7V which is operated by punched cards.

1. is a value that is multiplied by the demand rate if the

user determines the demand rate requires adjustment.

3) The next line has an 11. This 11 is the number of

different SRU's that are present within the system.

4) The next block starting with SRU 1 and ending with SRU 11

is the SRU data block.

SRU I is the identification of the particular SRU.

5700 represents the unit price of the SRU.

20.7 is the failure rate of the SRU.

1. represents the application fActor for that SRU.

If the system has no SBU's, then this block may be omitted.

5) The next line beginning with a 6 represents the number of

different LRU's. The two 75's represent the length of the x

and y axis of the plot.

6) The next block beginning with the value LRU 1 and ending

with the line beginning with 6 (following line beginning

with LRU 6), is the LRU data. The first LBU data set

consists of two lines.

LRU 1 is the identification of the LRU.

16400. is the unit price of the LRU.

54.0 is the failure rate.
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1. represents the application factor.

3 is the number of different SRU's within this LRU.

7) The next line describes the breakdown of the LRU into

component SRU's. In this example, there is one type one SRU

in this LRU, four type two SRU's, and one type three. This

pattern may be continued for as many SRUts that may make up

a specific LRQ. This techniques is ased for all the required

LRU' s.

8) The next line following the LRU block is the systems

card. This is the number of different systems that are to

be used in the computation. For +his problem there is only

one system.

9) The aext line defines the system data.

SYSTER I is the identification 3f the system.

1.0 represents the utilization rate per calendar

hour of this system.

6 represents the number of different LRU's that

make up this system.

10) The seven in the next line represents the number of

different stations in the organizational structure.

11) Tho next block represents the organizational data.

I repi'esents NYSE, the number of stations of this type.

Therefore, there is one C type station.

C is the identification of this type station.

0 represents NYPR or the number of the station that
this station is supported by. In this case, this

station is not supported by any higher station.

89



I is the level identification pirametar. This means
that this nnit is a first laval unit. A unit with

a 2 as a level identification parameter would mean
that it is a second order unit.

1440 is the TRPT or tLe transportation time return trip

for this station. This means that it takes 1440 hours

for this unit to receive and 4eturn a part for repair.

11 represents the number of diffarent SRU's to be stored

by this unit.

720 is hours of administrative delay time.

6. is the fault isolation time for an SRU at this

station.

168. is the time to replace the SRU at this level.

6 is the aumber of different LRU's stocked at this

station.

720. is the idministrative delty time for the LRU's.

6. is the fault isolation time of the LRE at this

station.

48. is the time to replace the SHU of the LRU at this

station.

121 The next liae starts with a 0 which is the stock level

of this station.

I is the SRU type.

1 is the prportion to be stocked at this level.

Thim format of stock level, SeU type, and
propor-tion to be repaired is continued for all
tt SiU'3s stocked at this level. In tbis casen,

it is carried over to the next line and ends with

90

------------------------------------



a 0 stock level, SRU type 11 repaired at 1.0.

This format is similar for all data entered at

different levels. The exceptions being that it is

possible for a station to pass a supply request and

not stock at that station. In this problem,

stations B1 and B2 both serve as "dummy" stations

and have a -11 in column for number of SRU's to be

stocked. This indicates to the computer that none

of the SRU's are to be stoc-ked at these stations.

Similarly, for stations Al and A2 the -1, -2 for Al

and -1,-3 for A2 represent the fact that they are

not the DGS at their level. They are supporting CUl

and V12 which are the DGS it that level.

13) The line 24. 12. 1. 24. represents mission times for

possible different missions at that station.

24 is the mission time (used in the optimization),

12. is mission time (used only in MOE calculatior.)

1. is the application factor.

24. is time between missions.

14) The next line is data about ýhe station supporting this

stat ion.

2 represents tho station level parameter which

supports this station.

1. represents the probability that this station is

supported by station 2.

24. is the transportation time return trip between this

station and the supporting station.

15) The next line describes the LRU stockage at this level.

It states that there is 0 stocked for each of six LRU's
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which have 0. proportion of repair at this levsJ. This last
station CUl and CU2 have the same format in their fi_•st

line.

12 CUI 4 4 1. means that there are 12 type CUl stations

supported by station 4, with level

parameter identification 4 and

transportation time return trip this

station of 1 hour.
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ZXklPLt-ib.Y102383 OCI-Z1PECTZD VAITING •IME PTzXWIT PROC
C 0 0. 1.Z L7 0 0 0 0 0 1. 011

SO 1 570. 20.7 1.
ARU 2 200,. 6.0 1.

Sit 0 27(0. 9.3 1.
SRO 4, 9700. 442.0 1.
SIR 0 54,00 11.0 1.
SR U 11 06. 34.0 1.
SRO 7 5600. 10.0 1.
Sa0 a 8700. j.o 1.
SRO 9 3900 1 1.
SRO1o0 432. 12.0 1.
s5011 690. 28.0 1.

La O 1 16,40g. 54.0 1. 3
1 1 4 1

LID 2 25100. 104.1 1. 21 1 JI 2
LR 03 222 2 63.4 1. 2

1 2 40. 2 1
LIRO 4 16200. 36.0 1. 0

LBO 5 5690J. 156.0 1. 3
6 35 7 1 8 2

L.0 6 55300. 236.0 1. 44
6 2 9 2 10 1 11 3
1

SYSTZH 1 1.0 6
1 2 2 3 3 2 4 4 5 1 6
7

1 C 0 114160. 11 720. 6. 168. 6 720. 6. 40.
0 1 1. 0 2 1. 0 3 1. 0 4 1. 0 5 1. 0 6 1. 0 7 1. 0 8 1.
0 9 1. 0 10 1. 0 11 1.
0 1 1. 0 1 1. 0 3 1. 0 *4 1. 0 S I1. 0 6 1.
I bi 1 72. -11 6 84 2 24.
0 1 1.0 1. 0 3 1. 0 4 1. 0 5 1. 0 o 1.
1 32 1 2 72, -11 0 0. 0. 6 84. 2 2,4.
o 1 1.0 2 1. 0 3,1. 0 o1 1. 0 5 1. 0 6 1.

12 11 -1 3 -2. 6
24. 12. 1. 24.

2 1. 2#.
0 10. 0 20. 0 30. 0 40. 0 50. 0 60.

18 A2 -1 3 -3. 6
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FILE: OPiOA JOB A NuL. PCSTGRADJATE SCH)OL

24. 12. 1. 2W.
3 1. 2'4.
0 106. 1 20. 1 30. c 40. 0 50. 0 60.

I2C U 1 4 4 1 .
1 1 1.

18CU2 5 4 I.
1 1 1.I/
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i[AMPLZ NO.2 102383 MO!?E[PZCTZD VZTIIG TIME PT-INIT PROC0 0 0. 1.E .7 0 0 0 . 0
0

0. .0 1.
6 75 75

LUO I 2570C. e1.i 1.
C 0

LRU 2 10500. 25.1 1.o 0
LU0 3 9500. 92.5 1.O 0
LEO 4 5000. 206.6 1.0 0
LaU 5 9400. 53.7 1.

0 0
LI0 6 17300. 76.5 1.0 0

1
S!STER 1 1.0 61 1 2 1 3 1 4 1 5 1 6 1

7
1cl 0 11w,40. 16e. 0 6 936. 24.0 1 1.0 0 2 1.0 0 3 1.0 0 4 1.0 0 5 1.0 0 6 1.0131 1 : 72. 6 24. 12.0 1 1.0 0 2 1.0 0 3 1.0 0 4 1.0 0 5 1.0 0 6 1.0192 1 ; 72. t 24. 12.
0 1 1.0 0 2 1.0 0 3 1.0 0 4 1.0 0 5 1.0 0 6 1.0lukl 2 2 2u. 6 6. 6.0 1 1.0 0 2 1.0 0 3 1.0 0 4 1.0 0 5 1.3 0 6 1.014L2 3 3 24. 6 b. 5.0 1 1.0 0 2 1.0 0 3 1.0 0 4 1.0 0 5 1.0 0 6 1.0CI0 dl u 1. 0. 514.
1C02 4 I 1. 0. 561 1
I°,
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APPENDIX C OPUS MODEL OUTPUT USING OPUS INPUT DATA

ALL POINTS

SCALE OF X-AXIS

INVESTMENT
MINIMUM = 0.0
STEP LENGTH= 0.18611E+OV
MAXIMUM O.13772E+07

SCALE OF Y-AXIS

WAITING TIME
MINIMUM =0.17441E+01
STEP LENGTH= O.13177E+02
MAXIMUM = 0.97686E+03

COORDINATE AXIS

POINT NO. INVESTM WAITING TIME

1 0.0 1.744063
10 167497.2 120.338806
20 353605.3 252.11077930 539713.4 383. 882568

-740 725821.5 515-654541
50 911929.6 647. 426514

0 1098037.0 779.198486
70 1284145.0 910.970215
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APPENDIX C OPUS MODEL USING SESAME 1INPUT DATA

ALL POINTS

SCALE OF X-AXIS

INVESTMENT
MINIMUM = 0.0
STEP LENGTH= 0.29286E+05
MAXIMUM = 0.21672E+07

SCALE OF Y-AXIS

WAITING TIME
MINIMUM = 0.90116E-02
STEP LENGTH= O. 16204E+00
MAXIMUM = O.12000E+02

COORDINATE AXIS

POINT NO. INVESTM WAITING TIME

1 0.0 0.009012
1067570.3 1.467374

20 556443.2 3.087776
30 849308.0 4.708179
40 1142172.0 6.328582
50 1435037.0 7.948985
60 1727902.0 9.569388
70 2020767.0 11.189791
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SESAME ACROSYN LISTING

ASs Asyazetric System Mode. Tells the model that

a non-symmetric system is being entered as data.

BDENS Beginning Density. BDENS i.s the cumulative

end item density

at the beginning of the deployment year.

CONDEL COWDEL is the conditional delay time required

for Major Subordinate Command to satisfy a

demand for an out-of-stock

item.

CURPAR CURPAR is the estimate, in dollar value of

the cost attached to system downtime.

ERPSL Essential Repair Parts Stockage List.

An ERPSL is a stockage list of demand

"supported and essential non-demand supported

spares required to reach an operational

availability objective.

ISS Essentiality Code. The ESS determines whether

the part is essential

to the system.

FIi Fault Isolation module. Fis is defined as an

item that requires removal and replacement

to determine failare. If an item

is defined as FIm it is required to have

a minimum stockage of one spare.

LRU Line Replaceable Unit. An LRU is an essential

item which is removed and replaced at field
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level, to restore the end item to

operationally ready condition.

MCTBF Mean Calendar Time Between Failure. MCTBF

is the expected uptime per cycle.

HLDT dean Logistics Delay Time. MLDT is the

expected delay until a operational spare
"becomes available.

* MTD Maintenance Task Distribution. These are

percentages of total system removals of
the part that will be repaired at each level.

MTTR Mean Time To Repair. NTTR is the expected

repair time when spares are available.

OPL Operating Level Days. OPL is the number

of days of stockage that is used to sustain

normal operations.

OST Order and Ship Times. This is ths time cequired

to move a spare from user and support units.

REPCYC Repair Cycle. REPCYC time is the number of days

"it takes to ship the part to the repair facility
plus the number of days naaded to repair the part.

This value does not include the time
necessary to return the part backed to the user.

REPR Replacement Rate. REPR is the percent of removed

parts that is uneoonomicably repairable.

RSC Retail Stockage Criterion. RSC is the numbez

of demands per year that must be experienced

by a unit before it is authorized

to stock a spare.

RTD Replacement Task Distribution. RTD are the

percentages of total system removals of the part
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at each echelon.

SIP Standar< Initial Provisioaing. The SIP zodel Is a

mathematical mod-3l containing the procedures used

in the provisioning procedure.

SRU Shop Replaceable Unit. An SRU is a component or

assembly used in the repair of a component LRU

when the LRU has been removed

from the non-operational systam.

TARGET TARGET is the searto feature used in the SESAmE

model. When the TARGET value is set less than 1.0

it rapresents a target operational

availability. For example, .95, represeats a target

of 95% operational availability. A value greater

than 1 represents a dollar value. For example,

100 reprosents a search limit of

one hundred dollars. Therefore, the model will

search for the best operational availability using

only one hundred dollars.

URR Unserviceable Return Rate. This is the amount of

items that cannot be repaired at the depot level

and must be replaced through wholesale stockage.

WHOFIL WHOPIL is the wholesale stocDk availability.
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