
AD-R137 042 COORDINATED RESEARCH IN ROBOTICS AND INTEGRATED i/2
NRNUFACTURING(U) MICHIGAN UNIV ANN ARBOR ROBOT SYSTEMS
DIV D E ATKINS ET AL. 31 JUL 83 RSD-TR-17-83

UNCLASSIFIED RFOSR-TR-83-1340 F49620-82-C-0089 F/G 13/8 NLnmEEEEmmEmmm
EEEE~hEEEEEEEE
mh|hE~hEElhEEE
EIhIhEEIhEEEEE
EEE-EEEEEEEE/



,...

Aw,

136:

__s 11-1

11111125 *l f .

MICROCOPY RESOLUTION TEST CHART
-NATIONAL BUREAU OF STANDARDS-] 963-A

li6"

V" 
-

4 
I 

'" . "" ,' ,- " , . ,"""""""""" "" " .' .' ." '. ;.: " '''.,o .'. '::';-"-.'"'', . ".: ' ''



VTOS-TR. 83-1 340 (t i RSD-Ar-17-&

COORDINATED RESEARCH
IN

ROBOTICS
AND

INTEGRATED MANUFACTURING

FIRST ANNUAL REPORT
CAugust 1,1982 - July 31,1983

Co-Principal Investigators
D. E. Atkins

R.A.Volz
JAN 0 094

V.I Contract F49620-82-C-0089

Center for Robotics and Integrated Manufacturing

LA)

The University of Michigan • College of Engineering •Ann Arbor, Michigan 4810984 01 19 0 4''

I~* ... . . .... ,......,. .-. ,



The University of Michigan
College of Engineering

COORDINATED RESEARCH
IN

ROBOTICS
AND

INTEGRATED MANUFACTURING

FIRST ANNUAL REPORT

August 1,1982 - July 31,1983

.4

Co-Principal Investigators
D.E. Atkins

R. A. Volz

Contract F49620-82-C-0089



SECURITY CLASSIFICATION OF THIS PAGE (When DataEntered)_
READ INSTRUCTIONS

REPORT DOCUMNTATION PAGE BEFORE COMPLETING FORM
I. REPORT NUMBER 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

IEOM -TlM- 8 3 - 1 34 0
4. TITLE (and Subtitle) 5. TYPE OF REPORT & PERIOD COVERED

COORDINATED RESEARCH in ROBOTICS and Au ,9-l 1 9INTERATE MANFACTRINGAugust 1, 1982-July 31, 1983
INTEGRATED MANUFACTURING

6. PERFORMING O1G. REPORT NUMBER

RSD-TR-17-83
7. AUTHOR(s) S. CONTRACT OR GRANT NUMBER(s)

D.E. Atkins Co-principal Investigator
R.A. Volz Co-principal Investigator F49620-82-C-0089

9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASK

AREA & WORK UNIT NUMBERS
College of Engineering
The Univesity of Michigan 61102F
Ann Arbor, Michigan 48109 2306/A3

ii. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Air Force Office of Scientific Research/V 13. NUMBER OFPAGES

Building 410, Bolling AFB, D.C. 20332 / 31
14. MONITORING AGENCY NAME & ADDRESS(if different from Controlling Office) 15. SECURITY CLASS. (of this report)

unclassified

SISa. DECLASSIFICATION/DOWNGRADING
SCHEDULE

I6. DISTRIBUTION STATEMENT (of this Report)

17. DISTRIBUTION STATEMENT 'o@ the abstract entered in Block 20, it different from Report)

IS. SUPPLEMENTARY NOTES

IS. KEY WORDS (Continue on reverse eide if necesary and Identify by block number)

Manufacturing Science, Robotics, Artificial Intelligence, Sensors, Tactile
Sensors, Robot Control, Machine Vision, Special Purpose Processors, Motion
Planning, Knowledge Based Systems, Requirements Analysis, Robot Programming,
Optical Processing, Manufacturing Database, Manufacturing Cell
Architecture

20. ABSTRACT (Conitinue an reverse side if necesesar mid Identify by block number)

"The research procured under this contract is oriented toward the
understanding and development of the flexible robot based manufacturing cells
or *islands' which will increasingly become basic blocks for the building of
modern parts production and assembly facilities. Present work spans a
hierarchy of sub-systems oriented toward the development and integration of

a (see reverse side)
DD 1 A, 1473 EDITION OF I NOV 65 IS OBSOLETE

F.- .. . . . ...



, . - . _ - - "- . .
.- N, -4, T7

UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE(Whun Doom Eats ed)

high performance manipulators into flexible manufacturing cells. These sub-
systems may be divided into several levels of abstraction:

Level 1

- The mechanical structure and low-level (small time-constant) control of
high-performance mampulators'

a The sensor sub-systems (force, tactile, thermal, and vision)'
Computer architecture and languages which form the basis of robot

-. syseris and manufacturing cells-

Level 2:
-.7-tegration of mechanical structure, computer system and sensor to form

flexible robot systems,

LevelS,
L i 'Te integration of systems with production and assembly machines and

information contained in the manufacturer's computer-aided design
database. c<-,-t

Level 41
I Integration of the factory-wide distributed database which is central to
the design. production and business functions of manufacturing.

'A The following items have been accomplished during the first year:

* Development of an extensive computing and experimental environment

* Initial results in laying a firm theoretical foundation to robot control and
the development of new algorithms for both nonlinear and adaptive
controls

,.Design and prototype implementation of high performance tactile and
noncontact temperature sensors

*-Development and implementation of new high performance algorithms for
*m edge detection, motion prediction and dynamic scene analysis

- Development of algorithms for and partial implementation of CAD driven
robot/vision cell

. Development of algorithms for determining gripping positions from
geometric models of parts

, Development of low cost graphic robot programming systems

* Development of algorithms for distributed knowledgebase data
assignment and heuristic problem solving

* Design of systems to generate inLerface forms between users and
manufacturing databases

i IAt' 0 11*L
-. '. " .SXCURtTY CLASuS1 Ou T%'4" 'AG 4n" r.n- C-.,-~~~~~~~~... . . ...................-......-....... .-.... .•.. ,:..



Authors (continued)

PROFESSORS:

Milton A. Chace
Gideon Frieder
Elmer G. Gilbert
Robert M. Howe
Keki B. Irani
Yoram Koren
Emmett N. Leith
Arch W. Naylor

N. Harris McClamroch
Kennsal D. Wise

ASSOCIATE PROFESSORS:

Ramesh Jain
Dev. S. Kochhar
Trevor N. Mudge
Toby Teorey
Anthony C. Woo

ASSISTANT PROFESSORS:

Edward J. Delp
C.S. George Lee
Kang G. Shin

A, Galip Ulsoy
Joseph Whitesell , ro
Mohamed Zarrugh 

Fo

1,

Sa
.. ,. € . .. . . . . .. . ,. ,. ,. ,. . .-. ., . , . . .. . .. , .,.. ,. . . . . . ..*\% % 4%4j. 4j4 .. i\ 4 -_ 4% , ._"--.K '. ** .- - -..-. . ,*-. -. . ..... --. %. .. .......



-j "]

EXECUTIVE SUMMARY
ANNUAL REPORT ON COORDINATED RESEARCH IN

ROBOTICS AND INTEGRATED MANUFACTURING
THE UNIVERSITY OF MICHIGAN

Background

The Center for Robotics and Integrated Manufacturing (CRIM) within the College
of Engineering at the University of Michigan was established by act of the Regents in
October 1981. The broa-l goals of the Center are

e to foster and coordinate research related to the understanding and development of
computer integrated manufacturing (the "factory of the future");

* to facilitate course and curriculum development appropriate to the education of
the future engineers and researchers required by the modern manufacturing indus-
try; and

* to plan and acquire facilities required for the above two activities.

CRIM is especially committed to research partnerships with government and industry
and to liaison with the Industrial Technology Institute recently established in Ann
Arbor. It is also charged with the task of working with the College departments to
recruit new faculty, at all academic ranks, to supplement and expand research and
instruction activities in "CRIM areas." Eight faculty have been added in the past two
years in these areas and at least four per year will be added over the coming three years.
Joint recruiting with the Industrial Technology Institute has also begun.

As shown in Figure E-1, the Center is composed of three research divisions: Robot
Systems, Management Systems, and Integrated Design and Manufacturing, and involves
about 40 faculty spanning the following departments of the College: Electrical and Com-
puter Engineering, Computer Science, Mechanical Engineering and Applied Mechanics,
Industrial Operations Engineering, Aerospace Engineering, Materials and Metalurgy, and
Naval Architecture and Marine Engineering. Research in the three divisions covers a
broad spectrum of topics commensurate with the span of these disciplines and is spon-
sored by a combination of internal, the federal government, and industrial funding.

In August 1982 the Air Force Office of Scientific Research awarded a contract to
CRIM as a "center of excellence" in manufacturing sciences. The procurement was for
research to be be conducted principally within the Robot Systems Division of CRIM and
it has become the keystone of their program. A relatively smaller level of effort is being
supported within the Management Systems Division. This is the first annual report on
the research activities of CRIM which are being supported under this AFOSR contract.

Overview of AFOSR Sponsored Component of CRIM

The portion of the CRIM research program procured by AFOSR is oriented to the
understanding and development of flexible manufacturing cells or "islands" which will
increasingly become basic blocks for the building of modern parts production and
assembly facilities. These cells consist of machine tools, material handlers. and inspection
sub-systems, integrated under a distributed, computer-based cominand and control
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Figure E-1. Organization and Research Topics of CRIM.

system. An important component of such a cell is a very general purpose material
handler, i.e. a "smart" industrial robot. As depicted in Figure E-2, the present work of
the Robot and Management Systems Divisions span a hierarchy of sub-systems oriented
toward the development and integration of high performance manipulators into flexible
manufacturing cells. These sub-systems may be divided into several tasks at several lev-
els of abstraction:

High-performance manipulators - the mechanical structure and low-level (small time-
constant) control of high performance manipulators.

Sensor subsyslem. - force, tactile, thermal, and vision subsystems for integration with
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manipulators and inspection subsystems.

Special-Purpose comnputers and languages - custom processors atid languages for robot
and manufacturing cell command and control.

Knowledge systems and problem solving - use of a knowledge-base for design of a distri-
buted database system and heuristic problem-solving applied to Manufacturing cell con-
t rol.

Sensor based robot structures - the integration of output~ from all of the above research
areas with the highly versatile assembly robot.
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Robot based manufacturing cell - the distributed computer command and control system
for the cell including the language interface to the human programmer and/or monitor.
Special emphasis on the integration of the cell control system with production and
assembly specifications contained in the manufacturer's "com puter- aided design base."

Integrated factory information system - Still higher levels of integration with the
factory-wide distributed database which is central to both the production and business
functions of manufacturing.

First Year Activities

J, The first year of effort is characterized by the following:

. Acquisition, installation, and building of complex hardware and software interfaces
between computer, sensor, and manipulator sub-systems which support the experi-
mental components of the research.

• A pattern of support intended to orient and extend aspects of the generic research
of twenty-two faculty to one or more of the above levels of the future manufactur-
ing environment and to do so in an interdisciplinary way.

B Building of the support staff and high-quality cadre of graduate student research
assistants necessary, not only to the specific research goals of the project. but also
to the important by-product: production of trained manpower in disciplines vital
to enhancing our industrial productivity.

* Significant interaction with industry to discuss their problems, help orient our
research, describe our capabilities, and solicit their supplementary support.

The remainder of this summary will expand upon each of these dimensions of the
.. first year of effort.

Development of facilities for experimentation

In many ways the move toward computer integrated manufacturing is a natural
evolution of the computer revolution now made more economically feasible by advances
in microelectronics. Core computing facilities are required to support algorithm develop-
ment and analysis, control of prototype subsystems of the manufacturing cell, and
shared-file authoring systems and electronic mail to enhance group coordination.

Year 1 of this effort involved the acquisition of two computers, a VAX 11/780 and
a VAX 11/750, and the integration into an existing computing environment in order to
share expensive peripherals and communication networks. The larger VAX 11/780 is
being urd in a time-sharing mode for algorithm development and analysis associated
with robot simulation, control, and machine vision. The smaller VAX 11/750 is used as
the front-end for sensor data processing and for real-time control of the experimental
robots. Although a gift, and not purchased under the contract, an Intel iAPX 432
advanced, Ada "object-based" computer system is playing a key role iu research related
to the command and control system for a manufacturing cell. Contract funds have sup-
ported the development of special interfaces (software and hardware) between this
machine, a vision system. and an ASEA RB 6 robot (also an indusirial gift). Other
equipment purchased and installed in the experimental environment include a PUMA
600 robot arm with a wrist force sensor and servo driven hand, a DeAnza image process-
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ing, system to augment the vision research facilities, and three graphics terminals.

Core Research

The emphasis of the first year's activity was on enabling faculty with established
-:4 credentials to focus their research efforts on important problems in robotics and

*manufacturing science. The specific important problems detailed in the proposal were
each allocated funds (approximate area levels developed in conjunction with AFOSR at
the time of awarding of the contract) for faculty and student support. This ensured
broad interdisciplinary participation by both faculty and students. A particular

2 emphasis was placed on providing sufficient student support to allow progress to be
made in each area. The following sections briefly overview the progress in each of the
major research areas.

Hiugh-performance manipulators: structure and control

The extension of robot applications from relatively simple tasks such as pick and
place, painting, welding and machine loading to less structured and higher throughput
structures requires more understanuiing of manipulator structure, dynamics, and control.
Enhancements are required in accuracy, repeatability. speed and energy usage; all in the
context of collision avoidance constraints. Higher fidelity mathematical models of the
complete manipulator are neede 'd for two different. but related purposes:

. as a tool to study the design or alternate mechanical structures, especially light-
weight, fast arms, and

0 as the nucleus of the real-time controller for manipulators.

During this first year, seven faculty have explored aspects of such models and their
translation into computer programs suitable for rapid evaluation both for mechanical
analysis and online control. Specific research tasks relate to the following:

* * Efficient robot arm kinematics and dynamics.

* Dynamic simulation of robot motions.

* Application of nonlinear systems theory to mechanical manipulators.

" Optimal control techniques to enhance robot performance.

" Adaptive control of robot arms.

" Manipulator compliance.

Achievements during the first year include

* Formulation of the dynamic equations of motion in forms which are amenable to
efficient computation.

* Simulation of a 6 link robot including nonlinear friction effects.

0 Algorithms for optimal trajectory planning (in a minimum time sense).

* New necessary conditions for robot optimization problems expressed in implicit
differential equations.

* New effective algorithms for adaptive (to load and position chanuge-,) contriol.

* Dynamic modeling and simulation of a robot including flexibilitY (bending
modes) in the final link.
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Senior 8ub, ems

Among the many challenges confronting the realization of advanced robots and
automated manufacturing facilities, the need for improved sensor sub systems is one of
the most critical. Sensors represent the primary path by which data on the environ-
ment, activity, or process being performed is gathered, and in spite of increasingly
powerful processors, they are only as capable as their input data allows. With increasing
levels of automation, greater emphasis must be put on sensor accuracy and reliability as
well as their simple existence. In many cases, the needed sensors do not now exist, and
in most cases those that do are inadequate in performance, reliability, or both. Specific
research topics in these areas include

e High-performance tactile imagers

• Silicon thermal imagers for process control applications

* High Performance edge detection.

* Dynamic scene analysis.

. 3-D surface reconstruction via vision.

* Optimal feature matching for visual recognition of objects.

* Application of optical processing to robotic vision.

Specific achievements during this reporting period include

* Several 2 x 2 tactile cell arrays have been built and tested, and an 8 x 8 tactile
array has been designed.

a Several prototype thermal imagers have been built and preliminary tests indicate
an ability to detect a 1 deg. C change in 1 sq. cm at a distance of 20 meters.

* A new edge detector has been developed. Comparisons indicate that it is signifi-
cantly superior to others.

* A real-time motion parameter estimation system has been developed and used to
track a moving object in a sequence of visual scenes.

• The feasibility of obtaining motion information from characteristics of optical
flow without computation of optical flow itself has been established.

0 A visual recognition system using an optimally weighted matching of boundary
segments of an image against those of a model has been developed and used to
recognize highly occluded parts.

* A technique for projecting partially incoherent light fringes on a surface using a
diffraction grating has been developed. From these fringes three dimensional
surface information can be obtained.

Special purpoae computers and languages

Vision, force and tactile sensors are being developed and incorporated into robot
systems. more precise control schemes are under development and the interaction of
robot systems with computer aided design and other computer aided engineering data-
bases offer the potential of placing considerable intelligence in future robot systems.
With these developments. however, comes greatly increased demands for computational
capability and greatly increased complexity of both the hardware and software systems
required. Future systems will certainly use multi-processing, with a number of them
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being special purposes and devices designed to achieve needed processing speed for coi-
putationally intensive subtasks, and the software necessary to operate these systems will
be very large and complex in comparison to today's systems. Topics in this context
under investigation are

* Special processors for vision processing.
1W

* Graphical programming of robots.

* The use of Ada as the basis for a robot programming language.

* The use of object based computer systems for robotics.

Achievements in these areas during the first year include.

0 A case study has been performed on a vision procedure for odcluded parts to
study possible multiprocessor implementations. As a consequence, a specific
implementation will be begun during the next year.

* A prototype graphical robot programming system has been developed using an
IBM personal computer.

* As a test, a vision system was implemented in Ada on an Intel iAPX 432 and an
Ada package structure to support simple robot programming designed.

* A multiprocessor object based structure was designed and implemented to con-
trol a TV camera for a vision system and control an ASEA PRB 6 robot.

Sensor-based robot systems

As shown earlier in Figure E-2, the generic research in the three task areas cited
above provide underpinnings for sensor-based robot systems. Such systems are important
components of the manufacturing cell - a building block of the integrated factory. Dur-
ing the first year. the majority of work has been in the predecessor areas, however, we
do have a marriage of work in force feedback robot control for active compliance inser-
tion processes. A control stratcgy based upon "learning machine" pattern recognition
techniques was developed to make decisions based upon wrist force sensor data. A
PUMA robot arm has been equipped with such a sensor, and computer interfaces and
calibration software were completed.

Robot-based manfacturing cell

The next level of integration in the model of Figure E-2 is the cell level. Task areas
supporting this level include

* Algorithms for extracting information from CAD/CAE databases to aid in plan-
ning and programming robot and setisor actions.

0 Multiprocessor computer architectures to support complex configurations of
equipment in manufacturing cells.

0 Generalized problem-solving using heuristics

Accomplishments during the first year include

, Criteria for good gripping positions on objects have been developed andi :lgo-
rithms determined and implemented for extracting the gripping positions from
(CAD generated) geometrical models of the objects.

*.A theoretical model has been developed for determining lhe proibbilit y of find-
ing an object in a given stable position. Experimental results match those of the
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model very closely (usually within lo).
0 Vision. robot and CAD based control subsystems of an experimental robot cell

have been completed.

* A heuristic approach to generalized problem-solving has been devised which per-
mits parallelism and simplification in evaluation of distance of a given problem

state from the goal problem state.

Integrated factory information 3ytem

The highest level of integration, largely the domain of the CRI.M Management Sys-
tems division, is conducting research in the areas of

* Knowledge based systems

* User interface to complex distributed manufacturing databases

* Requirements analysis for complex distributed databases.

First year effort has yielded:

* A technique has been devised in which the semantics of data and user queries at
each site in a distributed system are exploited as a means of partitioning the
relations about the entities in the database, and in which a mathematical pro-
gramming technique is used to optimally allocate the fragments across the net-
work.

0 To assist unsophisticated users in accessing information in a complex database, a
form specification/query language, similar to the relational calculus which pro-
duces a form schema has been designed.

" A survey of manufacturing organizations has been conducted to determine the
nature of the manufacturing related information and information dissemination
methods currently in use.

-A summary of personnel directly supported under this program is shown in Figure E-3.
Modes of interaction between CRIM and the outside include:

* Joint woks with the Industrial Technology Institute

. Industrial contracts

. Industrial executive briefings

0 Industrial affiliates program

* International seminar series

* * Scholarly publications and meetings.

Plans for the Second Year

_ The second year of effort will emphasize the migration of research results from the
upper blocks of figure E-2 into the lower.

Annual Report viii August 1, 1982-July 31, 1983
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PERSONNEL

Faculty
. 8 Professors

-~0 3 Associate Professors
* 6 Assistant Professors

Graduate Students
0 24 PhD Students (4 started summer 1983)
0 11 Master's Degree Candidates (4 started summer 1983)
* 5 Undergraduate Students (3 started summer 1983)

staff
I FTE Research Engineer

* 1 Systems Programmer

* 1 Technician
0 1 5O'% Administrative Assistant

* .. ~0 2.5 FTE secretaries

* Figure E-3.
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1. Introduction and Summary

1.1. Introduction

The College of Engineering of The University of Michigan formed the Center for
Robotics and Integrated Manufacturing (CRIIM) in 1981 to address major technological
problems facing United States industry and to help produce the trained engineers and
researchers needed to revitalize American industry. Following initial support by the
State of Michigan this contract provides the cornerstone of funding upon which the
Center is being built. This report summarizes the activities of the first year of the
contract and describes the directions to be pursued during the second year.

Manufacturing science is not a single narrow discipline. Rather it is a synthesis
of techniques from a broad range of areas, from materials and processes through com-
puter science. The treatment of manufacturing science by researchers and academi-
cians must be correspondingly broad. Indeed, some problems will only be solved by
bringing together expertise from multiple areas. Moreover. the applied nature of the
subject argues for a tight interaction among research, education and applications. for
it. is a synergism among these three that is necessary to achieve the technological
advance and training so badly needed by U.S. industry.

In accordance with this view of manufacturing science, there are three important
aspects to the manufacturing science activity at Michigan, a broad multi-departmental
approach to the research, a strong graduate educational component, and a close
interaction with industry. The breadth of faculty excellence in areas related to
manufacturing is a unique component of the project and the synergism which is result-
ing from drawing these activities together into a coordinated activity is beginning to
yield significant results.

The research is based on this broad range of existing excellence. Numerous
faculty in the College have expertise pertinent to robotics and manufacturing, and a
desire to direct their expertise toward these areas. The current project has provided a
focus for these activities and has become the foundation upon which the Center is
being built. Furthermore, the College and University have made a major commitment
to faculty expansion in this area, including the hiring of top rate senior people. Dur-
ing the first annual contract period eight new faculty were brought to the College in
robotics and manufacturing, several of whom are directly participating in the project.
Research into a number of new areas (discussed in subsequent sections of the report)

"- have been begun, and significant results are beginning to appear.

The contract indirectly supports the academic activities in two ways. ["ir t.
through the support of a large number of graduate research assistants, it ensures the
existence of a graduate student body being trained in research and applicatiou of tech-
nology to manufacturing science. Second, the fact that the research is directed by
faculty members leads to rapid assimilation of research results into the curriculum.
This structure also facilitates the growth of an active academic program in ruanufac-
turing science that spans several departments and provides students substantial
experience with research and development projects.

The industrial interaction component of the Center is important in order to bring
a relevance to real problems to the research. This interaction has beeni brought about
through the development of an industrial affiliates programs in several subareas of
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CRIM, such as Robotics, Adaptive Control, Surface Finish, and through an intensive
effort to obtain major new funding from industrial sources. Simply the existence of
the project strengthens these interactions. Research supported under the project is
reported to the Affiliates, and ideas started under this project have received expanded
support from industry.

1.2. Overview of First Year

The activities of the first year included a mixture of: expanding subprojects ini-
tiated with our State startup funds, building the experimental facilities needed for
many of the research areas, bringing faculty "up to speed" in the application of their
expertise to the robotics and manufacturing science area, and building a base of gra-
duate students who are involved in the area. In addition, since it is recognized that
while this contract is the cornerstone of our efforts there must be significant research
funding from other sources, considerable effort was spent seeking additional funding.

There are two categories of accomplishments during the past year, those which
are the direct consequence of AFOSR funding, and those which have not directly
involved AFOSR funding, but whose occurrence was at least partially influenced by
the existence of the project. The direct funding of the contract, is focused on the
Robotics and Management Systems activity of the Center. The following has been
accomplished:

* Building of an extensive computing and experimental environment

0 Initial results in laying a firm theoretical foundation to robot control and the
development of new algorithms for both nonlinear and adaptive controls

" Design of high performance tactile and noncontact temperature sensors

, Development and implementation of new high performance algorithms for edge
detection, motion prediction and dynamic scene analysis

P Development for and partial implementation of CAD driven robot/vision cell

- * Development of preliminary graphic robot programming systems

0 Development of algorithms for distributed knowledge base data assignment and
heuristic problem solving

• Design of systems to generate interface forms between users and manufacturing

databases

* 29 papers presented at significant conferences

* 8 papers appeared in or accepted for review journals (review cycles necessarily
keep this number small during the first year)

' 10 papers currently under review for journal publication

. 2 Ph.D. graduates

" 7 M.S. graduates (there will be a number of December 1983 graduates which do
not appear in this total)

• Participation in 4 national meetings and workshops (other than conferences)

• Direct involvement of 40 graduate students in AFOSR research projects
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(Again, the numbers above reflect AFOSR support, not totals for either ('RIM or theRobot System Division)

The first year's activities have also seen the beginning of collaborations among
faculty with different backgrounds to address complex problems. Work on the formiu-
lation of equations of motion and control strategies has affected work on robot simula-
tion. and in turn the simulation system developed will be used to test control !tra-
tegies in the future. Computer architects are working with the vision gronp to pro-
duce more efficient vision systems. An expert in computer aided design and computa-
tional geometrics is working with computer engineers to produce a model driven robot
system. And various groups of people in the same area are working together. Further
collaboration is expected during the second and third years of the contract.

In the category of accomplishments that have been influenced by the AFOSR
contract are the following:

0 5 students have full or partial fellowship support. from U.S. industry to work
in our program

0 21 students who have at least partial internal fellowship support, their own
support. or teaching assistant support are participating in our program

* Membership in the Robotics Industrial Affiliate Program increased from (3 to II
* Major research support has been obtained from two major industrial sponsors.

1.3. Report Organization

Section 2 describes the computational and laboratory facilities which have been
developed to support the CRIM research activities. Section 3 reviews all cf the
research activities support by the contract. Publications and conference p~Ip ,r, are
listed in section 4. Personnel supported by the project are given in section .5, and coti-
piing activities among participants in the project. and with other or'ganizations are
present in section 6.
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2. Facility Development

A major part of the contract during the first year was for the acquisi'ion and
installation of a broad base of equipment to augment the facilities already available.
As most of the facilities acquired either were computational themselves or attached to a
computer, it was necessary to expend considerable effort in configuring the sy.stems and
making the facilities operational. To put the new facilities in proper perspective, Sec-
tion 2.1 describes the previously existing facilities. Section 2.2 then describes the new
facilities acquired under this contiact.

2.1. Computer and Image Processing Research Network
and Computing Center Facilities

Shared facilities with other members of the Electrical and Computer Engineering
Department and the Medical School are provided by the Computer and Image Pro-
cessing Research Network (CIPRNET). CIPRNET was created by several research
equipment grants from the National Science Foundation (over $300.000). internal
funding from the Office of the Vice-President of the University (approximately
$250,000), funding from the College of Engineering and funding from the Medical
School. It serves the research needs of the founding units, with instructional activities
permitted only when they require the unique facilities of CIPRNET.

CIPRNET was established to provide badly needed research computing and
image processing facilities. It has grown to provide a base for the robotics activity as
well. The major facilities in CIPRNET are:

0 a VAX 11/780 with 4 megabytes main memory (soon to be 8 megabytes) run-
ning the UNIX operating system

* 900 megabytes of disk
9 an 800/1600 bpi tape drive

0 a Printronix 600 lpm printer/plotter

0 a Benson Varian 200 dot/inch printer/plotter

0 a Hamamatsu digitizing camera

• a Ramtek color display system

0 a DeAnza image display and digitizer

0 a Cytocomputer image processing device

* a PDP 11/60 (used as a communications computer)

* a Unimation 560 robot arm

The system has been operational since Spring of 1980 and is heavily used.
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2.2. New Facilities

The facilities described above, while of great importance to the robotics research
effort, are very heavily used and it is difficult to obtain adequate access !o them.
Further, they do not provide all of the special devices needed for the research activi-
ties of CRIM. The equipment acquired under this contract is intended to address
these problems. It may be divided into the following categories:

0 general computing support

* real time computing support

* image processing and vision system

* expanded robot facility

* graphics display terminals for information processing

In addition to the equipment purchased on this contract, significant equipment gifts
have been obtained from Intel and ASEA, and a new contract with IBM will bring an
IBM 7565 robot to the laboratory. Figure 2.1 shows the combined facility.

To support the general computing needs of CRIM, a DEC VAX 11/780 computer
was purchased. Through internal support. it was possible to add -150 megabytes of
disk to the system (the original purchase only was only sufficient to store the operat-
ing system, with no space for users). The new 780 has been networked to the
CIPRNET 780 over a I mpbs network using the UNIX networking software provided
by Purdue, thus making the facilities of CIPRNET available on line. Terminal access
to the system is widespread. Most researchers have terminals on their desks, as do all
of our secretaries and technical support personnel. All student office areas have termi-
nals and public terminals and dial-up access are available.

* . The real time computing support acquired is in the form of a VAX 11/750. This
system also runs UNIX and is networked to the two 11/780's. It is available for gen-
eral use for CRIM personnel, except that it may be reserved for dedicated single user
operation. it is interfaced to one of our Unimation PUMA robots and is used in single
user mode for experiments with the PUMA.

The image processing and vision systems include a fully configured DeAnza

IP6400 image display/processor. This system is attached to the VAX 11/780 but is
capable of various real-time processing tasks independent of the VAX. The facilities
also include various hardware to acquire image sequences and digitize them with the
DeAnza. The heart of the system is a Eigen video disk capable of storing 300 frames
(10 seconds) of an image sequence. Each frame is individually addressable by the
DeAnza/VAX. Two Fairchild CCD area cameras are also available for vision research.

We have developed over five man-years worth of software for the DeAuza sys-
tem. We also have over twenty man-years worth of image processing/machinie vision
software developed for the CIPRNET machine available on the CRTIN VAX.

The robot facilities were expanded to include a second PUNI t00 series robot
arm a wrist force sensor and a two degree of freedom servo driven hand for the robot
is on order. The new robot has been fitted vith the wrist sensor, and interfacea to
the VAX 11/750 computer, and is being used, among other things, for experiments on
active compliance using force feedback. In addition, ASEA has donated ;,n 1[3 (
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atinrobot to the University, and a recent contract with IBt U is bringinga 7565 robot to

th rheeandetor incl ASEA robot has been interfaced to the intel iAPX computer
[' "",equipment (see below) and is being used for a variety of experiments. The IBM 7565

will arrive shortly and be used for experiments on assembly and the design of parts for
Sassembly.

-. Graphic interaction with computer systems has been proven to be a natural and
,..' effective way f'or humans to communicate with computers, and is at the heart of
., ,several significant aspects of the research effort. The terminal facilities for communi-

c' ating both w Ith the VAX computer systems and w Ith the University Amdahl 5860
~were expanded to include three high quality Tektronix vector graphic display stations.
'':These are being used in a number of the research activities.

-"Annual Report 7 August 1, 1982 - July 31, 1983



..

Li

Intel Corporation has donated an iAPX 432 computer system consisting of four
general data processors, 1.5 megabytes of memory, three interface processors, a series 3
development system, an 86/330 development system and components from which to
construct several attached processors to the system. The system is Intel's new 32 bit
multi-processing object based microcomputer system. Experiments are under way on
the use of object based systems for implementing manufacturing cells and on the use
of computer aided design (CAD) information for driving robot cells using this equip-
ment. A frame grabber for a GE TN2500 camera has been designed, built and inter-
faced to the iAPX 432, and the ASEA RB 6 interfaced to the 432 as well. This effort
was some of the first actual interfacing of equipment other than standard peripheral
devices to the iAPX 432, and required extensive interaction with Intel to complete.
The current version of the system uses the release 3 of the 432 hardware and version
2.0 of the Ada compiler scheduled
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3. Research Activities

The research supported by this contract involves two of the divisions or CRIM,
the Robot Systems Division and the Management Systems Division, though in several
cases there is joint work which spans the two divisions.

The principal long term goal of the research in the Robot Systems Division of
CRIM is the architecture of intelligent sensor based robot systems. This goal is inter-
preted in its broadest sense, encompassing comprehensive research on subsystems which
will comprise advanced robot systems, algorithms for intelligent use of sensor informa-
tion, and the implementation of robot systems of evolving complexity (beginning with:
enhancements to current robot systems. Important research topics range form highly
sophisticated and accurate control algorithms for arm motion, development of new
types of sensors, use of advanced sensor information, to higher level languages for robot
control, and integration of robot systems with CAD databases. This comprehensive
view of research is necessary to achieve our long term goals: there are many significant
problems to be overcome. Figure 3.1 shows how individual subproe cts relate to our

long term goal.
The Management System Division is principally concerned with the use of com-

puter based information systems in many are in maulfacturing: inventory and
material control, purchasing, quality cotrol tad a.t urace, design, assembly control.

routing, etc. These various applications arc frequently carried out separately, on dif-
ferent computers, with programs in sirerent languag , hig vanuaes and data-

bases. The applications, however, are often related In that the outputs of one applica-
tions are the inputs of the others. It is generally accepted that further productivity
gains could be made if the various systems including data from coputer aided design,
manufacturich and the decision support systems for the control and monitoring of
processes were to be appropriately combined into an inteae ipo ratetion ourst.
This integration is one of the principal concern of the Management Sytem Divisio

Although hardware technology (including communication) is already available for
such integration. there are significant other problem areas that need to be addressed
before a fully integrated manufacturing information sistem can b n developed. nor
example integration, in practice, may be difficult to achieve because there may be many
alternatives whose consequences are difficult to predict, or applications are often
developed independently of each othn iderent ent times. Experience in data pro-
cessing applications, however, indicates that successful integration of computer based
applications is possible through a logically integrated database and through proper
choice of the optimum database structure schema. This also is not easy even in rela-

tively well understood and standard data processing applications partly because of the
complexity of the real world that is being modeled by the database schema. In view of
this. the objectives of the project are as follows.

The general objectives of the ,aaeauagcmnt System Division are to de.lop new
knowledge and determine novel extensions of existing principles for the development of

fauingmanufacturing information systems. These systems would support the informational
handling and decision-making activities of both huma ease the m hegmane
manufacturi system. The activities require that the human, machine utilization of
these systems by maniifacturing pcersonnl at various levels within an organization be
understood and specified. More specifically the objectives arc to research specific isues
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which would lead to the development of a methodology for the design and development
of an integrated information system.

The following section will review the specific problems addressed uring the last
year and the progress made.

3.1. The Control of Mechanical Manipulators

Current manipulator applications such as material-handling (pick and place),

spray painting, spot/arc welding and machine loading/iuy load i , place only moderate
demands on control technology. uture tasks such as sensor driven small prt assem-

• :.,bly require that much more attention be given to manipulator structure, dynamics
... and control. Accuracy, rather than repeatability, will become one of the key perfor-
i mance measures. The current treatment of each joint ,as a simple servomechanism is

inadequate because it neglects gravitational loading of the links, the dynamic interac-
tions among the links and all sources of mechanical compliance. The result, is reduced
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servo response speed and damping, which in turn limits the precision and speed of the
end-effector. Significant gains in manipulator performance require the consideration of
structural dynamic models, sophisticated control techniques, and the exploitation of
advanced computer technology.

These problems are addressed on several different, but coordinated, fronts,
including:

* Accurate modelling of robot arm kinematics and dynamics: different formula-
tions of rigid-body equations, vibrational dynamics, discontinuous nonlineari-
ties, actuators effects.

0 Computer simulation: development of special software packages, utilization of
ultra-high-speed computers, graphics display techniques.

* Nonlinear multivariable control: decoupling methods, stability improvement
treatment of discontinuous nonlinearities, computer-aided design.

0 Optimization of robot arm motion: constraints on control and state variables,
different optimization criteria, numerical methods, practical implications, good
suboptimal motions.

* Adaptive control: feedback gain modifications. load sensing, process modelling
and identification.

• Mechanical compliance: characterization of the sources of mechanical compli-
ance and control of their effects on manipulator motion control.

Several other important problems in manipulator control, such as accurate
modelling of robot arm motion and computational complexity, are embedded within
the studies on the above problems. The following paragraphs will describe each of
these activities.

3.1.1. Efficient Robot Arm Kinematics and Dynamics
Professor C.S.G. Lee

The Problem and Research Objectives

The implementation of advanced control strategies for robots is dependent upon
the existence of efficient robot arm kinematics and dynamic models. In general, a
robot servo system requires the reference inputs to be in joint coordinates while a
task is usually stated in terms of the Cartesian coordinate system. Hence, controlling

* the position and orientation of the end-effector of a robot arm to reach its object

requires the understanding of the kinematic relationship between these two coordi-
nate systems. Two fundamental questions of both theoretical and practical interest
in robot arm kinematics are:

(1) For a given manipulator, given the joint angle vector q(t) (q), 1 q2t). q,(/))r
and the geometric link parameters, where n is the number of degrec-of-freedom.

what is the position and orientation of the end-effector of the manipulator with
respect to a reference coordinate system?
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(2) Given a desired position and orientation of the end-effector of the manipulator
and the geometric link parameters, can the manipulator reach the desired
prescribed manipulator hand position and orientation? And if it can, how many
different manipulator configurations will satisfy the same condition, and how
should the the right configuration be selected?

An integral part of this research is focused on the second problem, namely (inverse
kinematics (or arm solution) problem, in finding a consistent closed-form joint
solution for industrial robots with rotary joints.

Correspondingly, a priori information needed for manipulator-control analysis

and manipulator design is a set of closed form differential equations describing the
dynamic behavior of the manipulator. The issues recur through most of the research
efforts in simulation and control. The objective is to obtain an efficient set of closed
form motion equations from which an appropriate controller can be designed to con-
trol the robot arm in real time.

Approach and Status of the Research Effort

Robot Arm Kinematics

The joint solution problem can be solved by a matrix algebraic, iterative, or
geometric approach. Several investigators have attempted to solve the problem for
the PUMA' and Stanford robot arms using the matrix algebraic approach [1-5].
Although the approach is general enough for most industrial robots, it suffers from

the fact that the solution does not give a clear indication -of how to select the correct
solution from the several possible solutions for a particular arm configuration. The
user often needs to rely on his/her intuition to pick the right answer. The iterative
solution [61 often requires more computations and it does not guarantee convergence
to the correct solution, especially in the singular and degenerate cases. Furthermore,
there is no indication on how to choose the correct solution for a particular arm con-
figuration.

If the manipulator under consideration is simple, that is the geometry of the
first three joints has revolute or prismatic pairs and the last three joint axes intersect
at a point, then the geometric approach presents a better approach for obtaining a
closed form joint solution. Our research is directed toward obtaining a consistent
closed form joint solution for industrial robots with six rotary joints using the
geometric approach. The approach calls for the definition of various possible arm
configurations based on the link coordinate systems and human arm geometry.
These arm configurations are then expressed in an exact mathematical way to allow
the construction of three arm configuration indicators (ARM, ELBOW, and WRIST)
and their corresponding decision equations. The arm configuration indicators are
prespecified by a user for finding the joint solution. These indicators enable one to
find a solution from the possible four solutions for the first three joints, and a solu-

-P tion from the possible two solutions for the last three joints. The solution is calcu-
lated in two stages. First a position vector pointing from the shoulder to the wrist is
derived. This is used to derive the solution of the first three joints by looking at the
projection of the position vector onto the x,_1 -y . (i = 1,2,3) plane. The last three

"P. 'PUNLA is a trademark of Unimation Inc.
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joints are solved using the calculated joint solution from the first three joints, the
orientation matrices, and the projection of the link coordinate frames onto the
x,,y,- (i - 4.5,6) plane. With the assistance of the configuration indicators and the
arm geometry, one can easily find the arm solution consistently. The validity of the
arm solution has been simulated and verified on a VAX-11/780 computer. \Vith
appropriate modification and adjustment, the user can generalize and extend the
method to most present day industrial robots with rotary joints and obtain the arm
solution easily. Details about the joint solution of a six-axis PUMA robot arm are
given in [7].

Robot Arm Dynamics

Various approaches are available for formulating the robot arm dynamics, such
as Lagrange-Euler (L-E) [8-101, Newton-Euler (N-E) [11-161, and Recursive Lagran-
gian (R-L) [171, though mainly two approaches are used by most researchers - the
Lagrange-Euler and the Newton-Euler formulations.

The derivation of the dynamic model of a manipulator based on the Lagrange-

Euler method is simple and systematic. The dynamic equations of motion are
obtained from known physical laws and physical measurements of link inertias and
parameters. Assuming rigid body motion, the resulting dynamic equations of motion.
excluding the gear friction and backlash, are a set of second order coupled nonlinear
differential equations. Bejczy [91 has shown that the above dynamic equations of
motion for a six-link Stanford arm are highly nonlinear and consist of inertia loading,
coupling Coriolis and centrifugal reaction forces between joints, and gravity loading
effects. Furthermore. these interaction torques/forces depend on the manipulator's
physical parameters, instantaneous joint configuration, and the load it is carrying.

" Because of its explicit matrix structure, this formulation is appealing from a control
viewpoint in that it gives a set of state equations. This form allows one to design a
control law that compensates all the nonlinear effects easily. Computationally, how-
ever, these equations of motion are extremely inefficient for real-time closed-loop coU-
trol as compared with other formulations [18-19], and real-time control based on the
"complete" dynamic model has been found difficult to achieve if not impossible [181.

To improve the speed of computation of the control law, simplified sets of equa-
tions have been proposed by other investigators [9,10,20,21]. In general, these

approximate" models simplify the underlying physics by neglecting second order
terms such as the Coriolis and centrifugal reaction terms. Bcjczy and Paul have pro-
posed a simplified model which neglects the Coriolis and centrifugal forces and the
off-diagonal elements of the "mass" matrix [9,101, This approximate model greatly-
simplifies the computation, and real-time feedback control on a Stanford arm 'Vith a
sampling frequency of 60 H: was found feasible [9,10]. However, this only applies to a
specific robot arm, and when used in control purposes for other types of robot arm,
they give suboptimal dynamic performance restricting arm movement to low speeds.
At high arm speeds the neglected terms become significant, making the accurate posi-
tion control of the robot arm more difficult [22].

As an alternative to deriving more efficient equations of motion, several investi-
grators turned to Newton's second law and developed various forms of Newton-Euler
equations of motion [11-161. The derivation was based mainly on ihe "moving coor-
dinate systems" and d'Alembert's Principle. The resulting dynamic equations,
excluding the gear friction and backlash, are a set of compact forward andi backward
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recursive equations. This set of recursive equations can be applied to the robot links
sequentially. The forward recursion propagates kinematics information (such as
angular velocities, angular acceleraions, and linear accelerations) from the base refer-
ence frame (inertial frame) to the end-effector. The backward recursion propagates
the forces exerted on each link from the end-effector of the manipulator to the base
reference frame and the applied joint torques are computed from these forces.
Because of the nature of the formulation and the method of systematically comput-
ing the joint torques, computations are much simpler. The most significant of this
modification is that the computation time of the applied torques is found linearly
proportional to the number of joints of the robot arm and independent of the robot
arm configuration. This enables the implementation of simple real-time control algo-
rithm for a robot arm in the joint-variable space.

The inefficiency of the equations of motion as formulated by the L-E method
comes mainly from the 4X4 homogeneous matrices describing the kinematic chain
(181, while the efficiency of the N-E formulation can be seen from the vector formula-
tion and its recursive nature. To further improve the computation time of the
Lagrangian formulation, Hollerbach [17] exploited the recursive nature of the Lagran-
gian formulations. However, the recursive equations destroy the "structure" of the
dynamic model which is quite useful in providing insight for the controller design and
manipulator design. For control analysis, one would like to obtain an explicit set of
closed form differential equations that describe the dynamic behavior of a manipula-
tor and the interaction and coupling reaction forces in the equations can be easily

Approach Lagrange-Euler Newton-Euler Generalized d'Alemberk

128 4 +512  3 133 +105 2

Multiplications 3 3 132n 6 2

+ 739n2 + 160n + 268 a+ 693 3 3

R + 781 n3 4n3 + 44n2
Addition$s 6 111 n - 4 3

+ 6A9ii2 + 245n + 146n + 45

3 6 3

Kinematics 4x4 Homogeneous Rotation Matrices Rotation Matrices

*presentation AMtrices and Position Vectors and Position Vectors

Equations of Closed-form Recursive Closed-form
,Differential Equations Equations Differential Equations

4 where n a number of degrees-of-freedom of the robot arm

Table I Comparison of Robot Arm Dynamics Computational Complexities

i
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identified so that an appropriate controller can be designed to compensate ( or
counter-balance ) their effects.

To obtain such an efficient set of closed form equations of motion, an approach
based on the generalized d'Alembert Principle is proposed. This research effort leads
to the development of the generalized d'Alembert equations of motion (G-D) for
mechanical manipulators with rotary joints. The method utilizes vector approach to
increase the computational efficiency. It uses relative position vector and rotation
matrix representation to describe each link's kinematics information, obtain the
kinetic and potential energies of the robot arm to form the Lagrangian function and
apply the Lagrange-Euler formulation to obtain the equations of motion. These equa-
tions, when applied to a robot arm, result in an efficient and explicit set of closed
form second order nonlinear differential equations with vector cross product terms.
They give fairly well "structured" equations of motion suitable for control analysis
and manipulator design. The interaction and coupling reaction forces/torques
between the neighboring joints of a manipulator can be easily identified as coming
from the translational and rotational effects of the links. With this information,
either a simplified dynamic model can be developed or an appropriate controller can
be designed to compensate the nonlinear effects. Computational complexities of
these three robot arm formulations are tabulated in Table 1.

The main objective of developing the G-D equations of motion is to facilitate
manipulator control analysis and manipulator design. Similar to the L-E equations of
motion, the G-D equations of motion are explicitly expressed in matrix form and all
the interaction and coupling reaction forces that are present in a manipulator can be
easily identified. Furthermore the elements in the D,, matrix (the acceleration-related
terms), the H,"", the H, (the Coriolis and centrifugal terms), and the G, (the gravity
loading terms) vectors can be clearly identified as coming from the translational and
the rotational motion of the links. This greatly aids the construction of simplified
dynamic model for control purpose. For example, for a PUMA or T32 robot arm, the
elements of the DV matrix come from the translational and rotational effects of the
links. These effects depend on the joint variables and the inertial parameters of the
manipulator. For the first three joints (91,0.2,03), because of their usually long link
length for maximum reach and long distance traveled between the initial position and
final position, the effects of translational motion will dominate the rotational motion.
In contrast to the first three joints, the rotational effects will dominate for the last
three joints. Hence, one can simplify the computation of the D,, matrix by consider-
ing only the translational effects for the first three joints and the rotational effects
for the last three joints. Similarly, one can evaluate the contribution of/H,'an and H°
and eliminate their computations if they are insignificant. The resulting simplified
model retains all the major interaction and coupling reaction forces at a reduced
computation time and greatly aids the design of an appropriate control laws for con-
trolling the robot arm.

Current industrial robots are designed kinematically to reach any given point. in
their specific workspace without considering the efficiency of the dynamics and con-

'e. trol strategies. Since physical link parameters play an important role in determinat-
ing its sphere of influence and the magnitude of the interaction and coupling reaction
forces between joints, it is important to choose these parameter values properly so

'3 is a trademark or Cincinnati Milacron
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that the dynamic coefficients used in the controller can be computed rapidly to
obtain the necessary applied torques to the joint actuators. The G-D equations of
motion can be used extensively to verify the effects of the links' length, the link iner-
tia, and location of the center of mass on the magnitude of the interaction and cou-
pling reaction forces between joints. Based on these findings, one can design a robot
arm with a simplified dynamic model for control purpose.

The above research was performed with discussions with Professor M. A. Chace.

Future Work

Future research will be directed toward investigating consistent rules for obtain-
ing simplified dynamic models from the generalized d'Alembert equations of motion
for control purposes. The significance of this work can be demonstrated by designing
sophisticated control laws based on the simplified motion equations. Furthermore,
control laws based on simplified motion equations may be realized by present day lowcost microprocessors such as Motorola MC68000 or Intel 8086/8087.
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3.1.2. Simulation

Effective simulation of robots is an extremely important factor in the design,

checkout, and potentially, the operation of robot systems. A robot design, including
the complete control system, can be tested using simulation and modified as neces-
-ary prior to commitment to prototype construction. Real time simulation can be
,used to test subsystems such as joint actuators in the simulated environment in
which they will be operating. Real-time simulation can also form part. of an actual
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robot control system using feed-forward control. Faster-than-real-time simulation
permits predictive display of robot performance, which could play an important role
in remote manipulators.

The simulation of complex robot structures has been approached from two
points of view. One approach emphasizes the inclusion of nonlinear friction effects,
control law dynamics and real time operation. The second emphasizes incorporation

of the robot simulation in a general large displacement dynamics simulation system.
Both include dynamic structural modes and the complete dynamic equations of
motion.

3.1.2.1. Real Time Simulation
Professor R.M. Howe

Research Objectives

The objective of this research activity is to develop improved methods for com-
puter simulation of robots with particular emphasis on real-tiue simulation. It is
planned eventually to use the real-time simulation for hardware-in-the-loop testing
of robot components as well as mechanization of sophisticated digital control algo-
rithms. The real time simulation will be carried out using an AD-10, which is an
extremely fast pipelined, multiprocessor computer with architecture optimized for
solving ordinary differential equations. It is planned to include dynamic structural
modes in the simulation as well as nonlinear friction effects.

Status of the Research Effort -- Real Time Simulation

As prepartion for development of a real-time robot simulation on the .AD 10. a
nonreal-time simulation of a six-link robot has been successfully progTammed and
run on a PDP-11/34. This simulation provides not only solutions against, which AD
10 solutions can be checked, but also allows study of various algorithms for invert-
ing the inertia matrix. The program is based on the Ncwton-Euler formulation of
manipulator dynamics and includes the mechanization of linear control laws for the
joint actuators. Complete simulation of typical I second transient maneuver
requires approximately 10 minutes of PDP II time. It is expected that this model
will run faster than real time on the AD 10.

To establish the reliability of the PDP 11 simulation the solutions were com-
pared with other published results. To facilitate this comparison an algorithm
hased on a Lagrange formulation was also implemented. As a result or these efforts
favorable comparisons have been demonstrated and confidence in the v'alidity of the
PDP 1I simulation has been established.

A significant. portion of the computational time for each numerical integration
step in the simulation is required for the inversion of the inertia matrix. in the
reference PDP 11 solution this was accomplished by Gaussian elimination. Two
other approaches have been investigated with the objective of speeding up the cot"-
putation. The first, based on table look-up and function fitting, proved to be
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,-: unsatisfactory due to insufficient accuracy in representation of some of the inverse
matrix elements. The second, based on an iterative scheme derived from a differ-
ence equation formulation of the matrix inversion problem, has shown promise of
speed improvement and is particularly suitable for mechanization on the AD-10.

Familiarity with NIPS 10, the AD-10 programming language, has been accom-
plished and the programming of the six-link simulation on the AD-10 has been ini-
tiated. Meanwhile, in anticipation of the inclusion of nonlinear friction in the robot
joints, a nonlinear friction model which has different levels of breakaway and run-
ning friction has been demonstrated on the AD-10. Also, a very fast and highly
accurate algorithm for simulating lightly damped structural modes has been demon-
strated.

The research described above is conducted by R.M. Howe and B. Morgowitz.
The specific six-link robot benchmark simulation has involved collaboration with
C.S. George Lee and M.J. Chung. Frequent discussions with E.G. Gilbert and D.W.
Johnson have been helpful and the AD-10 robot simulation program, when com-
pleted, will be directly applicable to their control systems.

.3.1.2.2. General Dynamic Simulation

Professor M.A. Chace, Professor .1. Whitesell

Research Objectives -- General Dynamic Simulation

General mechanical systems have parts which move through large angles and
translations. When all parts are rigid the analysis is understood. When some or all
of the parts are flexible however the analysis becomes more difficult. This research
has been directed toward developing a computer code for simulating general
mechanical systems composed of flexible elements undergoing large displacement
motion.

Status of the Research Effort -- General Dynamic Simulation

At this point a code called DYMOS (DYnamic .MOdal Simulation) has been
developed which simulates planar mechanisms. The analytical approach utilizes a
Lagrangian formation wherein rigid body modes and superposed free vibration
modes serve as generalized coordinates. Lagrange multipliers are used to penalize
violations of kinematic constraints for both rigid and flexible modes. This approach"o. leads to sparse equations of motion which can be generated and numerically
integrated automatically.

The analysis itself is also applicable for general three dimensional too(ion. A
computer program for simulation in three dimensions was begun. but not completed

.'e as yet.
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3.1.3. Application of Nonlinear Systems Theory to Mechanical Manipula-
.. tors

Professor E.G. Gilbert

Research Objectives

The main objective has been to study the application of nonlinear systems
theory to the control of mechanical manipulators. The work to date has emphasized:

(1) a general approach to the design of nonlinear feedback laws which give
small tracking errors during rapid, large-scale manipulator motions,

(2) the investigation of nonlinear decoupling theory as a basis for control sys-
tem design,

(3) various ways for writing manipulator equations of motion and efficiently

computing resulting nonlinear functions which are needed for nonlinear con-
trol and/or simulation and modelling,

These topics, which are interrelated, are in various stages of progress. In the follow-
ing paragraphs the nature and status of the research is described.

Method and Status of the Research Effort

Nonlinear Feedback Laws

The approach to the design of nonlinear feedback laws is based on dynamic
equations of the form

(q)q+ f q, q)= Pu, y= G(q) (l)

where: q is a vector of joint angles, u is a vector of motor control voltages, y is a vec-
tor measuring end-effector location, AI~q) and P are nonsingular matrices, and Flq, q)
is a vector function. Often, y has the same dimension as q and u; for example. in a
conventional manipulator dimension q = 6 and the components of y may denote end-
effector position (3 Cartesian coordinates) and orientation (3 Euler angles). But
sometimes the dimension y is greater; for example, if dimension q = 6 and orienta-
tion is measure by three unit vectors the dimension of y = 12. The desired motion is
specified by y' and the error in motion by a vector function Eq. y') which has the
same dimension as q. The function E may be fairly simple (e.g., joint errors give
Eq, y'1 = G-(y) - q) or quite compiex (e.g., if E includes errors measured by sensors
in the end effector). The basic question is the determination of an inermediate feed-
back controller

, = (q, !,,q, y, y. '), (2)

which causes the error e Eq, y') to satisfy

e = v. (8)
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If such a controller can be found the overall control system design becomes simple.
For instance a PID (proportional, integral, derivative) controller for the error would
take the form

v = KpEf q.y') + KoEo(q, y'. q. y;) + Kif E q, y )dt, (4)

pwhere, ideally, EE = = E and ED E. Then the choice of the matrices Ki, KD,

and K, is modified because the error differential equation is liuear.

The problem of finding K is discussed in [I]. Notation is set up and a condition
.is given on E. Then a formula is dlerived for K. In practice the functions K, EPED,

and El have errors which are due to a variety of sources such as inaccuracies in
modelling the manipulator dynamics, simplification in the computation of ED and K,
and sensor errors. It is shown that such errors, if1al1wl o uset he staIyand ensr eror. I isshon tat ucherrrsif small, will not upset the stability

of the feedback system or cause large steady-state errors. More specific results are
also available. For example, if K, is nonsingular the steady state errors depend only
on errors in El. Errors in K. E,, and ED produce no steady-state errors. Such results
have important implications with respect to the engineering design of sensors and the
computation of feedback functions.

As an example of the preceding theory an error measure used by Luh, Walker,
and Paul [4] is considered in [1]. A control law is derived from the theory. It is
somewhat more complex than the one proposed in [4] but it provides better error per-
formance and stability under large perturbations of q and q. Moreover, the control
law obtained in 14] is shown to be an approximation to the exact law obtained from
the general theory. Thus the general theory may be viewed as providing a rigorous
and systematic approach to the result of [4], which was obtained heuris' ically. The
example suggests that the theory will be useful in the design of control systems for
future manipulators which have complex error measures based on end-ef'ector error
sensors.

Ainimal Sensitivily

Another result, of rather general interest in control theory, was obtained in [2].
This paper gives conditions on a linear system such that its characteristic roots have
minimal sensitivity. The conditions should be useful in improving the robustness of
control-system stability to modelling errors. An example would be the choice of the
matrices Kli, KD, and i, in (4).

Decoupling Theory

The design method described in [11 has limitations. It may not apply if there
are additional actuator dynamics or dynamics representing structural flexibility.
This has motivated a more general and( deeper investigation into the theory of non-
linear control.

One way of looking at the tracking problem is to view it, as a problem in non-
linear decoupling control. A number of papers have been published in thi. area (see.

for example. [5.6.7.8]) but the theory is both complex and incomplete. 1.1. la has
been working with E.G. Gilbert in this area and has obtained new tlieoretical results.
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Since the research is in an active state of development, no written report has been
prepared so far.

Several aspects of the research will now be described. Suppose a nonlinear sys-

tem, such as a manipulator with actuator dynamics is described by the equations

z=Az, u), y=h(z). (5)

where x is an n vector and u (control) and y (output) are m vectors. A new (closed-
loop) system is obtained by using the nonlinear control law u K(z, v);

0

z = Az, K(z, v)) , y = h(z). (6)

This system. with input v (dimension = in), has different dynamics and input-
output characteristics than (5). The system (5) is "decoupled" if the ith component
of v effects only the ith component of y (there are several precise ways of saying this).
The literature, which has strong connections to differential geometry, gives various
conditions of f and h so that "decoupling- by some K is possible. However, little is
said about the whole class of decoupling laws. This question has been pursued and
some interesting facts have been discovered. For instance, the class of decoupling
control laws may be more general then indicated by prior nonlinear theory and less
general than would be expected from linear decoupling theory. For certain categories
of systems (5) the whole class of nonlinear decoupling laws can be determined easily.
Fortunately, it appears that many manipulator models (including some with actuator
dynamics) fall in one of these categories. Thus, the entire class of nonlinear control
laws which decouple a manipulator may be described. Practical implications of these
results need to be explored more fully. This will be done in the coming year.

Computational Complezity

In implementing the nonlinear control laws for the simulation of manipulator
systems it is necessary to compute various terms in [I]. This has been discussed
extensively in the literature (see, e.g.. [9.10,11.12]). For instance if a. r. q are given 6
vectors the vector function,

IIIa, v, q) = 11(q)a + Flq, z), (7)

may be computed in various ways. The most efficient, (least nutuber of numerical
operations) are variants of the so-called Newton-Euler method [9,10.121. Efficiency is
important because IV must be computed repeatedly in various nonlinear control
schemes, including the one described [I]. However, for system simulation and other
control schemes it may be necessary to determine the matrix M(q) explicitly. This
may be done with reasonable efficiency using a modification the Newton-F'uler
method. Another, more efficient, approach has been described in [11].

During the last year D.W. .Johnson has development several new methods for
computing M(ql. These methods are more efficient than fle one des'cribed in [11].
Some of this research has been report in [3] and a more detailed paper will be

S prepared in the future. Some attention has aLlso been given to thle cori]putat ioll of
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other data concerning [11, for example, efficient procedures for computing the linear-
ized equations of motion corresponding to [1].

\While the research described above involves E.G. Gilbert, I.J. Ha, and D.V.
Johnson there have been some fruitful interactions with other participants in the
Grant. These include C.S.G. Lee and R.M. Howe and some of their students.
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3.1.4. Optimal Control Techniques to Enhance Robot Performance

hvlile productivity gains may be made using current robots, such robots are
often under-utilized, and many future applications will depend upon high perfor-

mance. The methods of optimal control and optimal design have demonstrated great
potential for improving the efficiency and quality of robot and process behavior. The
control problem for manipulators. is to determine the torques or forces which should
be exerted at the joints of the robot so as to drive the robot in the most economical
manner, while meeting certain constraints on the robot's position, velocity and actua-
tor torques. There are several performance measures one can use, minimum time of
flight of the robot arm, minimum energy consumption. or distance of the path from

the obstacles. Further, the difficulty in setting up the correct, equation for the prob-
lems and the excessive computer time required to find solutions has hampered
optimal methods. The following subprojccts address different aspects of these prob-
lems.

3.1.4.1. Automatic Generation of State and Costate

Equation for Optimization of Mechanism Performance
Professor J. Whitesell

Problem and Objectives

In principle methods of optimal control and optimal design have the potential
to achieve such broad objectives as reduced weight, stresses, energy consumption or
process cycle times. Unfortunately, the difficulty of setting up problems and the
excessive computer time required to find solutions has reduced the attractiveness
and limited the applicability of these methods. It is the objective of the current
research to develop more effective methods for setting up and solving optimal con-
trol and optimal design problems.

Approach and Status of the Research Effort

In this work a commercially available simulation code known as ADAIS

[Automatic Dynamic Analysis of Mechanical Systems] is used as an am:ilysis cotut-

ponent in the optimization scheme under development. ADAMS is able to automrat-
ically generate and numerically integrate differential equations of motions describing
the dynamical performance of general mechanical systems or mech:nisms. The dif-
ferential equations formed by AD.-\MS are implicit equations of the form
G(z. x, u, t) = 0 where the state vector and its derivative are algcbraically coupled.
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Numerical integration is carried out directly on G with a Gear method. The Gear
method is a stiff integrator which involves a Newton-Raphson corrector stage
requiring a Jacobian matrix related to G. In the ADAMS code the required Jaco- I
bian matrix is symbolically generated.

Standard optimal control approaches which are designed for differential equa-
tions of the explicit form z = Ax,u,t) are not well suited for use with implicit eoua-
tions that arise naturally when mechanisms are modelled. To overcome this diffi-
culty new necessary conditions for optimization problems involving implicit differen-
tial equations have been derived. These new results which may be applied to both
control and design optimization problems offer several advantages: They are signifi-
cantly more efficient since considerable numerical effort is avoided and they are well
suited to automatic set up. The costate equations that arise in the new formulation
are also implicit and they involve the same Jacobian matrix already formed for use
in the Gear method. Thus the new approach is especially well suited to use with
the Gear integration method.

Future

Example problems have been solved with a test code to verify the validity of
the new approach. Future efforts will be directed toward developing an optimal
control and an optimal design code wherein problem setup, equation generation and
optimization are automatically carried out. Applications include robot paths plan-
ning for minimal cycle time (see sec.3.1.4), minimal joint load and minimal energy
consumption.

3.1.4.2. Optimal Control and Trajectory Planning
Professor E.G. Gilbert, Professor Kang G. Shin

The Problem and Research Objectives

In the optimal control and path problems identified above fixed costs often
dominate, so that minimum cost is equivalent to minimum time; hence there is an
interest in minimum-time robot control. Also, energy consumption and distance
from obstacles are performance measures of interest. The objective in this project is
to develop efficient robot control, algorithms and trajectory planning methods.

Status of the Research Effort

D.W. Johnson working with E.G. Gilbert is examing the role of optimal control
in a very general approach to trajectory planning. A critical aspect of this research

is obstacle avoidance and/or the cooperative, non-interfering operation of several
manipulators. The general approach is to form a penalty function which measures
the nearness of collisions on a specified manipulator path. This penalty function is
included together with other measures of performance such as path smoothness,
actuator effort, and energy consumed. The resulting optimization is likely to be
very complex and attention is being given to computationally efficient methods for
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evaluating the penalty cost and its functional gradient. Preliminary results in these

directions show promise, but there are many unresolved questions. These will be
explored and computational experiments will be performed in the coming months.
Connections to the approached taken by K.G. Shin in 13] are also being explored.

K.G. Shin, N.D. McKay, and B.K. Kim are examining minimum time trajec-
tory calculations and minimum energy control. The minimum-time robot control
problem has been approached in several different ways. The most common
approaches to date are based on linear and/or nonlinear programming. Such
approaches generally specify a path in terms of its endpoints and a few intermediate
points, and assume fixed velocity and acceleration bounds along each segment of the
curve. Since the moments of inertia of the joints of a robot may vary by a factor of
three or more, such constant bounds may result in serious under-utilization of the
robot. Another approach is to determine the minimum-time solution for sequential-
axis operation, i.e. moving the arm one joint at. a time. Such solutions generally give
path traversal times which are much longer than those obtained by other tech-
niques.

The approach taken in this project has been along entirely different lines from
those described above. Since real robots are not, constrained in their velocities and
accelerations but in their joint torques/forces. we have converted limits on torques
to limits on accelerations. Also, since the path that a robot must follow is usually
predetermined, it has been assumed that the robot's path is described in terms of a
parameterized curve. This converts a six-dimensional problem to a one-dimensional
one. Positions, velocities, and accelerations can then be described using the curve's
parameter and its first and second derivatives. Having done this, it Is possible to
determine the limits on the parameter's second derivative (the pseudo-acceleration)
from the bounds on the joint torques. Additionally, it is possible to determine upper
limits on the parameter's first derivative (the pseudo-velocity). Such velocity limits
arise because at high speeds, centrifugal and Coriolis forces become so large that the
actuators cannot generate enough force to keep the manipulator (,n the proper path.
(This is much like an automobile skidding off the road when going around a corner
too fast.) The minimum-time solution to the control problem can then be shown to
consist of a number of segments during which the robot undergoes the maximum
and minimum accelerations allowable. The points at which the manipulator
switches between acceleration and braking are then determined in such a way that
the robot almost, but not quite, goes too fast to stay on its specified path.

To date, the results of the project consist of algorithms for computing velocity
limits, acceleration limits, and optimal trajectories given the dynamic equations of
the robot, the actuator torque constraints, and a set of parametric equations which
describe the desired path of the robot. These algorithms together form ACOT, the
Algorithm for Computation of Optimal Trajectories [3]. It. has been assumed that
the torque bounds are constant, but the generalization to torque bounds which are
position and velocity dependent is straightforward. In particular, if the torque
bounds are at most quadratic in the velocity, then the equations already derived
need only have a few subexpressions changed. Since direct-current motors driven

from a constant voltage source have torque constraints which are linear in the velo-
city, the mathematics derived so far applies, with minimal modifications, to most
electrically-driven robots.
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The algorithms that have been developed generate a true minimum-time solu-
tion rather than an approximate one, but require more extensive computations than
many approximate algorithms. This is due to the fact that other methods do not
take robot dynamics into account except in a very general way, and hence sidestep
all the difficulties of dealing with a set of nonlinear, highly coupled differential equa-
tions. Further research is needed to determine whether ACOT is computationally
simple enough to be used in practical situations, and whether other algorithms in
current use give path traversal times which are significantly longer than the true
minimum-time solution. So far ACOT has only been applied to a two-degree-of-
freedom robot. \With only two joints, the computations can be done quite quickly.

\Vhether ACOT can run acceptably quickly for a six-degree-of-freedom arm remains
to be seen. If other, simpler algorithms yield results which are not close to the true
minimum-time solution as computed by ACOT, then better algorithms should be
found, or ways should be found to make the ACOT algorithm more efficient: if not,
then perhaps further research should be directed more towards finding computa-
tional simplifications for the currently-used off-line control algorithms. Note that
ACOT does provide a standard against which other control algorithms may be
judged.

Future work will include a sensitivity analysis and the develk 2ment of relation-
ships between curvature of the parameterized path and the maximum velocity.
Since the minimum-time algorithm will generate trajectories which move just lowly
enough so that the robot does not leave the desired path, it will be necessary in
practice to underestimate the amount of torque available; some torque must be kept
"in reserve" for emergency situations. The sensitivity analysis should give some indi-
cation of just how much reserve torque is needed for given variations in such param-
eters as moments of inertia and friction coefficients. The relationships between cur-
vature and maximum velocity will be useful for deciding what types of curves the
robot should follow. The path planning algorithm assumes that the path is com-
pletely specified; however, at some point this path must be generated, and some cri-
teria other than avoiding collisions with obstacles would be useful for deciding
exactly what path to follow. A logical way to choose the path would be to choose
the path which maximizes the upper bound on velocity while avoiding all obstacles
in the robot's workspace.

This approach differs from previous off-line control (path planning) methods in
a number of ways. First, it deals with constraints on torques or forces rather than

*accelerations; since in practice constraints are on torques/forces and not on accelera-
tions, this is highly desirable. Second, it gives an exact minimum-time solution
rather than just an approximation.

One minor disadvantage of the technique, shared by the other techniques pre-
viously described, is that the minimum-time control must be determined off-line.
However, in an environment in which the same task will be performed inany' times
it is not impractical to compute the required joint torques/forces off-line, even if the
computations required are fairly extensive.

Nevertheless, in order to overcome this drawback, we have attempted to derivean on-line minimuim time fuel controller [1]. The controller is ba)ed on a very sim-

ple but innovative method called the averayinag dynamic.t to cope with the complex-
ityv and nonlinearity of manipulator dynamics--a major hurdle in the development of
robot controls. The controller requires about f milli-seconds for one iteration
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computation if a computer equivalent to the PDP-11/-45 is used. indicating a strong
possibility of real-time implementation on mini- or micro- computers.

Another assumption that we used is the complete knowledge of manipulator
dynamics. Although this may hold for most repetitive tasks, in general there are
uncertainties in manipulator dynamics. Consequently, we have also investigated an
adaptive control of manipulators [21. The objective was to make (i) the controller
able to handle the uncertainties in manipulator dynamics caused by changes in
manipulator's payload and position. We used the concept of adaptive model follow-
ing in which the controller changes both the feedback and feedforward gains in such
a way that the outputs from both the reference model and the manipulator itself
become identical.

Simulation of these two alternative controls has exhibited high performance.
Future efforts will be directed toward refinements and possible implementation of
these controllers.
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3.1.5. Adaptive Control

Professor C.S.G. Lee, Professor N.H. McClamroch

Problem and Research Objectives

The current approach to robot arm control system design treats each joint, of
the robot arm as a simple servomechanism. Such modeling is inadequate because it
neglects the motion and configuration of the whole arm mechanism and the effects of
the changes ef the load in a task cycle. These changes in the parameters of the con-
trolled system and the load it is carrying are significant enough to render conven-
tional feedback control strategies ineffective. The result is reduced servo response
speed and damping, which limits the precision and speed of the end-effector. The
objective of this research focuses on:

(1) Various adaptive control schemes both in the joint-variable space and the
Cartesian space that tracks a planned trajectory as closely as possible and
minimizes the steady-state error of the manipulator hand,

(2) Control and coordination schemes for two robot arms working cooperatively in
an assembly station.
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The long-term goal of this ;-iterrelated research, coupled with sensors aud
senor-guided control research, is to develop a robotic assembly station with two
PUMA robot arms that perform highly accurate assembly tasks.

Status of the Research Effort

Adaptive Control for Computer-Based Manipulators: Joint Motion

An adaptive control based on the perturbation equations in the vicinity of a
desired trajectory has been studied [1-21. The highly coupled nonlinear dynamic
equations of a manipulator are expanded in the vicinity of a preplanned joint trajec-
tory to obtain the linearized perturbation equations. A linear quadratic controller is
then designed for the linearized perturbation equations about the desired trajectory.
The joint torques consist of the nominal torques computed from the Newton-Euler
equations of motion and the variational torques computed from the perturbation
equations. An efficient recursive least square identification scheme is used to perform
on-line parameter identification for the unknown parameters in the perturbation
equations. The parameters of the perturbation equations and the feedback gains of
the linear quadratic controller are updated and adjusted in each sampling period suc-
cessively to obtain the necessary control effort. This adaptive control strategy
reduces the manipulator control problem from a nonlinear control to coutrolling a
linear control system about a desired trajectory. Furthermore, a clear advantage of
such a formulation is that the nominal and variational torques can be computed
separately and simultaneously.

Computer simulation studies of a three-link PUMA robot arm have been per-
formed on a VAX-11/780 computer to evaluate the validity of the use of the pertur-
bation equations and the performance of the adaptive controller. A more detailed
discussion and derivation of the adaptive control with computer simulation can be
found in [2].

This was part of M.J. Chung's thesis work, co-supervised by Professor N.H.
McClamroch and Professor C.S.G. Lee.

Resolved Motion Adaptive Control for Mechanical .\lanipulators

Most of the existing control schemes [3-8] control the arm at the joint level and
emphasize nonlinear compensations of the interaction forces among the various
joints. For most applications, resolved motion control, which commands the manipu-
lator hand to move in a desired Cartesian direction in a coordinated position and rate
control, may be more appropriate. As an extension of the above adaptive control,
C.S.G. Lee and 1.11. Lee have investigated an adaptive control in the Cartesian coor-
dinates. Most existing resolved motion control algorithms [9-10] control the arm at
the hand level without external sensory feedback information. The above joint
motion and resolved motion control algorithms are inadequate because they neglect
the changes of the load in a task cycle.

This need prompts the development, of a resolved motion adaptive control which
adopts the ideas of resolved motion rate control and acceleration control and extends
the above adaptive control using the linearized perturbation system to control the
manipulator in Cartesian coordinates for various loading conditions. The proposed
resolved motion adaptive control is performed at the hand level and is blased on the
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linearized perturbation system along a desired hand trajectory. A recursive le:att
square identification scheme is used to perform on-line parameter identification of the
linearized perturbation system. The controlled system is characterized by feedfor-
ward and feedback components which can be computed separately and sinultane-
ously. Such formulation has the advantage of employing p:trall.l computation
schemes in computing these components. The feedforward component resolves the
specified positions, velocities, and accelerations of the hand into a set of values of
joint positions, velocities, and accelerations from which the nominal joint torquevs are
computed using the Newton-Euler equations of motion to compensate all the intc-rac-
tion forces among the various joints. Tbe feedback component com-putes the varia-
tional joint torques which reduce the manipulator hand position and velocity errors
along the nominal hand trajectory. This adaptive control strategy reduces the mani-
pulator control problem from a nonlinear control to controlling a linear control Sys-
tem about a desired hand trajectory.

Considering the resolved motion adaptive control for a six-link manipulator nnd
assuming that. the desired hand positions, velocities and accelerations along a
path/trajectory in Cartesian coordinates are given, a feasibility study of implement-
ing the adaptive controller using present day low-cost microprocessors is conducted
by looking at the computational requirements in teris of niat-ematical multiplica-
tion and addition operations. The study assumes that multi-processors are available

-. for parallel computation of the proposed controller. The feedfcrward component
which computes the nominal joint torques along a desired hand trajectory can be
computed serially in four separate stages. Computational requirements in term of
multiplications and additions for lie feedforward component indicate tiv require-
ment of 1341 multiplications and 973 additions. The feedback control coml'oneut
which computes the variational joint torques can be conveniently computed serially
in three separate stages. It requires about 3427 multiplications and :3037 additious.
Since the feedforward and feedback components can be computed in pairtllel. the pro-
posed resolved motion adaptive control requires a total of 3-127 multiplicat ions and
3037 additions in each sampling period. Present day microproce!sor, still (10 not
have the required speed to compute the proposed controller within 10 m.'. This may
be solved by a high-performance attached processor or a custom des;gned VLSIC
chip. The above analysis presented an ideal system study because it neglected such
nonlinear effects as gear friction and backlash. The physical implementation of the

proposed adaptive control may require further investigation on the effects of gear
friction, backlash, control device dynamics, and flexible link structure to the con-
troller. A more detailed discussion and derivation of the resolved motion adaptive
control can be found in [111.

Future work will focus on computer simulation to verify the validity of the pro-
posed resolved motion adaptive control scheme. Based on the simulation result, more
efficient resolved motion control strategies will be proposed that can be implemented
using present, day low cost microproces,,ors.

Control and Coordination of Two Cooperat'e Robot ..Irms in an .,.I scnbly Stationl

Significant gain in productivity cin be achieved by automating batch assembly
production. Efficient use of two or more robot arms in an assembly station will
greatly improve productivity and quality of eutd-products. ('.S.G Lee mnd 13.11. Lee
have begun looking at the problem of controlling and coordinating two cooperative
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robot arms working in an assembly problems. Problems such as controlling each
robot arm efficiently, synchronizing the control processes for each robot arm, avoid-
ing manipulator hands' collision in the common workspace, force feedback control in
fine motion, and time-space trajectory planning for two robot arms. Research to
date has provided some solution to the above problems. in particular algorithms for
avoiding manipulator hands' collision and efficient joint control of each robot robot.
Future research will be directed solving the remaining problems in multirobot assent-
bly systems. Computer simulation will be conducted to verify the validity of the
research results. Later, actual implementation of the algorithms will be carried out
on our PUMA robot arms.
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3.1,8. Manipulator Compliance
Professor N.H. McClamroch, Professor Y. Koren, Professor A.G. Ulsoy

General Research Objectives

The general objective is to characterize the sources of manipulator compliance
and their effects on manipulator motion control. Sources of manipulator compliance

include:

1. Link flexibility: ideally a robot should have a lightweight yet rigid structure.
There is, however, a trade-off between these requirements and light weight
robots can be flexible enough for arm vibrations to noticeably deteriorate accu-
racy. For a given robot structure there is, in general, also a trade-off between

speed and accuracy. This is because high speed operation leads to high inertial
forces which in turn cause vibrations and deteriorate accuracy. The purpose of
this research is to investigate the possibility of improving the performance of a

robot arm by taking the flexibility of the arm into account in the design of the

controller.

2. The actuators' internal characteristics: some mechanical compliance arises from

use of electrical servo motors as control actuators; substantial mechanical com-
pliance occurs if either electrohydraulic or (especially) electropiurnatic actua-
tors are used to control manipulator motion.

3. Transmission of force/torques from the actuators to the links: mechanical coin-
pliance can arise if transmission is through either gear trains or cables. cspeci:hly
if the cables are elastic.

The manipulator compliance effects lend extra complexity, to the equations of inut ion
when link flexibility, actuator dynamics and transmission compliances are included:
control design, taking such effects into account, is exceedingly difficult.

Status of the Research Effort

Control of a Flezible Robot Arm

The flexible robot arm control problem is being investigated by Profess!or \.G.

Ulsoy and Mr. N. Chalboub using analytical methods, simulation. and laboratory

experimentation. A spherical coordinate laboratory robot. is being used as the focus

of this study. A dynamic model of the robot, including the effects of the flexibility of
the final link, is being formulated as the basis for analytical and simulation studies.

The interrelationships between the robot, structural flexibility anid the controller

designed is being investigated. These relationships will be used as (he basis for

designing and evaluating controllers for the flexible as well as the rigid body mot ions

of the robot arm.

The dynamic modeling and simulation of the laboratory robot, including the

flexibility of the final link, has been completed. Also completed is a review of the

literature on control of flexible robot arms. The modeling and srimil:itions ,tiidv
describes and demonstrates several potential mechanisms by which the struriural
dynamics and controller design can interact. These include resonance, p:trametric

excitation, excitation due to inertial forces, and the effects of conStraints (Jlie to
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transmission mechanisms such as leadscrews.

The construction of a small laboratory robot for use in experimentally evaluat-
ing potential controller strategies is essentially complete. The remaining task is com-
pletion of the electronic interface required to connect the robot arm to a standard
microcomputer.

It is expected that this study will lead to a better understandinig of the interac-
tion between structural design and controller design for robot arms. In addition it is
expected that one or more potential controller designs for rigid body and flexible
motion will be developed and evaluated through simulation and experimental studies.

Control of a Cable Actuated Manipulator

The research has examined a two-link manipulator using dc servo motors on
each link to control the torque transmitted to the links via elastic cables. The open
loop (uncontrolled) manipulator has been evaluated in terms of its mechanical
characteristics: attention has been given to the study of the effects of actuator
dynamics and cable elasticities on the dynamics of the manipulator. This work is
being carried out jointly by Professor N.H. McClamroch with Mr. 11. P. Huang.
Various feedback control strategies are being studied. Use of conventional joint dis-
placement feedback control is feasible. But of more interest is the use of mechanical
compliance information or electrical servo motor internal voltages or c'irrents which
indirectly yield information about the load forces; hence such easily instrumented Nig-
nals may prove particularly effective for feedback control.

.. 4

11athematical Aspecto of Control of Flexible Structures

To support the applied research on control of compliant manipulators several
basic research topics have been iuvestigated by Professor McClamroch. This includes
the mathematical theory of sampled data controlled structures. The mathematical
development is in terms of second order vector recursive equations, where the matrix
coefficients depend on the system compliance. Since sampling introduces an effective
delay into feedback controlled systems the research has focused on the development
of conditions for closed loop stability. It is expected that such results will prove use-
ful in taking sampling effects into account in control of manipulators.

A related research topic has focused on the inclusion of actuator dynamic effects
as part of the control of a flexible system. Motivated by robotic applications, both
electrical d.c. servo motors and electrohydraulic servos have been studied as actua-
tors for control of a flexible system. As increased speed and accuracy of manipulator
motion is required the effects of the actuator dynamics became more important.
Research to date has been concerned with the development of fundamenta forms for
models of the actuator and flexible structures, as well as some simple feedback con-
trol strategies.

3.2. Integrated Solid-State Sensors for Closed-Loop Robot Control

Among the many challenges confronting the realization of advanced robots and
automated manufacturing facilities, the need for improved sensors is one of the most
critical. Sensors represent the primary path by which data on the envirounment,
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activity, or process being performed is gathered, and in spite of increasingly powerful
processors. they are only as capable as their input data allows. With increasing levels
of automation, greater and greater emphasis must be put on sensor accuracy and relia-
bility as well as their simple existence. In many cases, the needed sensors do not now
exist, and in most cases those that do are inadequate in performance, reliability, or
both.

The sensor area has been increasingly active during the last few years as the
result of needs in a broad array of application areas, especially in transportation and
health care. Serious efforts in robotics and integrated manufacturing are relatively
recent, however, with the first prototype devices only now emerging. \\liile a variety
of approaches have been used for sensor fabrication, most current structures are based
on the use of solid-state batch process technology. The resulting integrated sensors
allow the formation of both transducers and custom interface circuitry on the same
chip. The result is improved performance and reliability [1-3].

Integrated sensors represent one principal thrust area for the Solid-State Elec-
tronics Laboratory at Michigan. Past work has concentrated on infrared []. p1l [51.

and pressure sensors [6-81 as well as on custom interface circuitry [9-11]. In the robot-
ics area, two new sensing arrays have been targeted for our initial research efforts

under this program: a linear thermal imaging array for process control applications.
and an area tactile imager for use in robotic touch. Both of these devices are badly

needed and are described in the sections belo'v.

These discussions are followed by comments on work to define control strategies
capable of using sensor data in the parts insertion process. Machine recognit ion of the
sensor data is the second half of the problem of developing any practical auton:ted
sensing system. Our initial work here is focused on data derived from a
commercially-available wrist force sensor. Similar efforts to utilize data from the t ac-
tile imager are expected to begin during the second year of this contract as the first
tactile arrays become available. Current work in machine vision, described in section

3.3 below, will also form a basis for handling the thermal imaging data. It must be
emphasized that our goal is the development of practical high-performance sensing
systems. In this context, work on sensing structures cannot be separated from work to
develop improved machine recognition systems. Ultimately, these efforts are interre-
lated and interactive.

3.2.1. A 258-Element High-Performance Tactile Imager
Professor K. Wise

S# Problems and Objectives

There is general agreement that tactile sensors are among the most critically-
needed devices for future robot systems. While the appropriate requirerments for
such a device are not, precisely known, the specifications listed in Figure 3.2.1.1 are
typical initial goals. The devices should be rugged and stable in )erformanc(e over
time. with 100-300 elements spaced on 1-2 mm centers yielding a resolution

equivalent to about ( bits (1-2 percent of scale). To meet these goals. thvre are
several possible approaches. Nearly kll previous efforts have utilized conduictiVe
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* Resolution: 4 - 6 bits/pixel

Element Spacing: 1 - 2 mm

* Array Size: 256 Elements

a Response Time: 1 - 10 msec

* Wide Dynamic Range

* Bus-Compatible Output

* Wide Operating Temperature Range

* Stable Sensitivity

• Environmentally Rugged

* High Damage Threshold

Figure 3.2.1.1 Tactile Image Requirements in Robotics

rubber as the transducing medium together with an X-Y grid of wires for readout.
This approach is relatively simple but suffers from a number of serious problems.
The structural dimensions and wire positions are difficult to control and maintain.
The rubber is unpredictably temperature sensitive, possesses significant hysteresis,
and is not particularly stable over time. Thus, while simple binary touch sensors can
be realized with this approach, it does not appear capable of meeting the practical
needs of a production system.

The approach to tactile sensing we are pursuing is based on a silicon capacitive
pressure transducer recently developed [7]. Such devices have been shown to offer
roughly an order of magnitude greater pressure sensitivity and an order of magnitude

'less temperature sensitivity than their piezoresistive counterparts. The proposed tac-
tile sensing cell is shown in Figure 3.2.1.2. A silicon wafer is selectively etched on the
front side to form a recessed area approximately 4pm deep. The wafer is then sub-

.4. jected to a deep boron diffusion and is subsequently etched selectively from the back
to form a thin (15mm) diaphragm behind the front recess. The silicon is then selec-
tively metalized to form one plate of a parallel-plate capacitor. The second plate is
formed by a metalization pattern on the glass to which the silicon is electrostatically
bonded. With pressure (or force) applied from the top (Figure 3.2.1.2), the silicon
diaphragm (eflects proportional to the applied pressure, changing the capacitance.
The thickness of the diaphragm is controlled by the depth of the boron diffusion to
an absolute accuracy of about three percent and a uniformity of better than one per-
cent. The electrostatic bond is free from deformation, hermetic, and irreversible. All
dimensions are controlled by photoithography and are reproducible to 0.Sm. As
pressure is applied, the capacitance shift at maximum pressure is more than the
zero-pressure (undeflected) capacitance. When the plates touch, a natural strain
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Figure 3.2.1.2 Capacitive tactile sensing cell

relief is provided, allowing overpressures of well over an order of magnitude above
the maximum operating pressure. The capacitance has a very low temperature coef-
ficient (30 ppm/ C) and a pressure sensitivity which can be scaled over three orders
of magnitude by adjusting the diaphragm thickness. Thus the transducer itself is a
high-performance device which can be fabricated reproducibly in array form.

The coupling medium between the outside world and the transducer is an
important part of the structure and is an area where several questions remain.
Polysilicon (or tantalum) row lines are formed on the The present approach uses a
perforated plate over the silicon chip and an outer (replaceable) skin. Between these
layers is a deformable contoured pad. Access holes filled with air or a semisolid (such
as silastic) provide coupling to the transducer. Once full working arrays have been
fabricated, various coupling materials and structures will be explored.

Figure 3.2.1.3 shows how an array of these pressure cells can be configured to
form an imager. silicon, each row joining a series of plates. On the glass are a series
of orthogonal column lines, each composed of a series of plates aligned with the row
plates. Thus an X-Y array of capacitors are formed, one at each row-column inter-
section. These transducers, on 2 mm centers, have a capacitance of only about 1 pF,
so that readout circuitry must be compatible with row-colh.mn organization and
capable of resolving capacitance shifts of 5f F or less.

Results to Date

Figure 3.2.1.4 shows a section of an 8 x 8 tactile imager now being developed as
a prototype device. The required process for such an array has been demonstrated
and has been designed to minimize the possibility of row-substrate or row-column
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Figure 3.2.1.3 An 8x8 array of pressure cells making up a tactile image. The 9th

row is a reference for differential outputs.

shorts. This is essentially due to the large die size (2x2.2cm) of the sensor and the

large amount of total capacitance involved (more than 10-F per row). Test results

on 2x2 cell arrays having diaphragms measuring 800x800X17'm have shown a

capacitance change of about 20 percent at 15 psi when used with a 4 ,m capacitive

gap. The maximum operating pressure (where the plates touch) is about 27 psi. The

first full 8x8 arrays should be ready for testing in November of 1983.

The development of appropriate readout circuitry is vital to this sensor and has

been the thrust of considerable effort during the past year. The circuit developed is

shown in Figure 3.2.1.5. In operation, a selected row line is switched from a low vol-

tage ( GND) to a high level ( VD,) while a second (dummy) row, without diaphragms,

is switched between VDD and GND. In the case of zero applied pressure, the capaci-

tances to the various column lines from the selected row and the dummy row are

equal so there is no net charge transferred to the columns. However, when a given
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Figure 3.2.1.4 Photomicrographs or Sections of an 8x8 prototype tactile sensing ar-
ray.

Top: Mietallization pattern and recesses on silicon. (rows run horizontally)
Bottom: Metalization on glass. (vertical columns)

row-column capacitance changes due to applied pressure, a net charge appears as
input to the integrating amplifier. The output voltage from this amplifier is

Vo = VDD(I CR CJ

where CR, CD, and Cjp are the row, dummy, and integrating feedback capacitances,
respectively. The output voltage is largely independent of amplifier gain or shunt
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Figure 3.2.1.5 General Circuit Approach to an MOS Switched Capacitor Interface
for a Tactile Sensing Array. The general circuit diagram is shown above together
with the operating input waveforms and expected output response.

input capacitance, while the parameters VDD and CF can be precisely set. Input offset
voltage at the integrator as well as reset noise from the reset switch can be cancelled
using correlated double sampling.

Figure 3.2.1.6 shows an integrated realization of this circuit approach in silicon-
:gate NMOS LOCOS technology. The chip shown realizes four readout circuits and

has been shown capable of resolving capacitance changes of IfF. The circuit confi-
guration appears ideally suited to matrix transducer arrangements and its use is
planned in the tactile imager.

Figure 3.2.1.7 shows the cross-section of a proposed mounting arrangement for
the imager. We currently plan to realize this sensor as a hybrid, with the capaci-
tance matrix on one chip and the readout, circuitry on two smaller chips which will
also contain correlated double sampling. The row driver circuits, which must drive
approximately InF, may be external since relatively standard commercial drivers
appear adequate here.
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Figure 3.2.1.8 Photomicrograph of an Integrated Quad Readout Interface for us
with a Tactile Sensing Array. Top views show the MOS circuitry in a die measuring
2x2.7 mm. Lower views show readouts from the circuit (IOV/div except 2V/div out-
put, 100psec/div).

In summary, we are exploring a tactile imager based on a silicon capacitive pres-
% sure transducer. Prototype cells have been developed and characterized along with a

high-yield process for large arrays. Readout circuitry has been defined, integrated,
and tested. In coming months, complete 8x8 transducer arrays will be fabricated
and characterized. An optimized quad readout chip will also be designed and
integrated so that by the end of the second year we hope to report test results on a
complete 8x8 tactile sensor.
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Figure 3.2.1.7 Proposed Mounting Arrangement for the Silicon Tactile Imaging Ar-
ray.

3.2.2. A Silicon Thermal Imager for Process Control Applications
Professor K. Wise

Problems and Objectives

As a second program in the robotic sensing area, we are developing a broadband
infrared imaging array based on silicon technology. The goal is a 64-element line
imager capable of operation at room temperature in the 8-14mm spectral band. The
approach is based on the thermopile shown in Figure 3.2.2.1. Silicon is selectively
removed from a silicon wafer to form windows which support the hot junctions of a
series-connected thermocouple array. Incident infrared radiation heats the thin win-
dow, and the thermopile converts the temperature rise into an electrical output sig-
nal. Previous efforts [4] in this area concentrated on single-point detectors employing
thin (0.5-lm) silicon windows 2x2 mim in size. In order to realize a practical line
imager, the vertical element separation must be reduced considerably while maximiz-
ing detectivity.

Analysis has shown that a thermopile array consisting of 40 (p+) polysilicon-
gold thermocouples and dielectric windows (no underlying silicon) can produce a
detectivity of about 5x 07 cm \/ ,/IV, a responsivity of 17.1 V/W, and a response
time of 7.1 msec using a window size of 0.4x0.8 mm. Using two staggered columns
of these detectors, an effective vertical spacing of 0.25 mm can be realized. In an
imaging mode with a 5 cm lens diameter, this sensor would realize a noise equivalent
temperature difference (NETD) of about 1' C and NIRTD of 2-3' C at fr= 0.2
cycle/mrad. This spatial frequency corresponds to a pattern repetition length of 5
cm at a distance from the detector of 20 meters. The performance is computed at
room temperature in the 8-14 jim band.
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Figure 3.2.2.1 Structure of a Silicon-Based Thermopile Infrared Detector. The hot
junctions of the series-connected thermocouples are supported on a selectively-formed
thin window. For applications in a thermal imager, the silicon membrane shown in
the window has been eliminated, allowing higher levels of detectivity to be obtained
at reduced window dimensions.

This thermal imager is being developed for use in automated process cotrol
applications where moderate levels of resolution are acceptable and cooling to 77*ris
undesirable. In such applications, the above performance should be quite adequate.
While photon-based devices in HgCdTe or silicon can produce higher detectivity and
spatial resolution, they require cooling and offer a considerably reduced spectral
bandwidth. In the case of non-silicon arrays, the material technologies required are
as yet immature. In contrast, the thermopile approach is based on low-cost silicon
technology and is compatible with on-chip MOS circuitry for signal multiplexing and
amplification. When used in a purely imaging (scanning) mode, as opposed to .star-
ing mode for process characterization, it is expected that such a sensor will be iised as
an adjunct to a visible area imager.
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• Results to Date

*i Following the above analysis of the tradeoffs between performance and struc-

ture, work was initiated to develop a fabrication sequence capable of realizing" the
.desired array. A major challenge was tie development of a practical technique for

• .%" ,,window formation using CVD layers of silicon dioxide and silicon nitride. The dielec-
:'-i tric film must be strong and in moderate tension at room temperat_,.re. ,Such a pro-
I cess has been developed.

Figure 3.2.2.2 shows several window arrays recently fabricated. As noted above,
the window dimensions are 0.4mmx e.8 mm. While some window breakage during
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Figure 3.2.2.3 View from the Back Side of the Water of Windows for a Thermopile
Infrared Line Imager. The dielectric windows have dimensions of 0.4x0.8mm with a
surrounding rim of boron-doped silicon. The windows are formed using selective an-
isotropic etching.

processing has occurred, initial window yields have nonetheless been above 97 percent
and we feel can still be improved significantly. Figure 3.2.2.3 shows one series of
these windows. The supporting ribs between adjacent windows are formed from
boron-doped silicon and are 15,um thick. The yield on this process is very high. .

Figure 3.2.2.4 shows a series of detector-, being fabricated as a prototyvpe ther-
mal imager. The thermopiles are composed of 42 polysilicon-gold" thermocouples.
Silicon-gate bIDS devices are included to assess process compatibility with on chip .
multiplexing circuitry. ?

We believe the process technology for the thermal imager to be in-piace at this -

9..

time. During the coming year we hope to complete the characterization of the detec-
tor elements and to fabricate 64-element linear imaging arrays with on-chip readout
circuitry. These arrays will then be evaluated for applications is automated
manufacturing and robotics.
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Figure 3.2.2.4 Photomicrographs of a Prototype Thermopile Infrared Line Imnager.
A1 4-thermocouple detector is supported on each window. Feature size is loptm.
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3.2.3. Force Feedback Control for Insertion Process
Professor C.S.G. Lee

Research Objectives

The primary objectives of force feedback control focus on designing an active
"S. compliance control strategy that (i) effectively utilizes the force sensory feedback

information to control the arm in fine motion, and (ii) incorporates pattern recogni-
tion methods for force recognition and guidance control so that the manipulator can
improve its performance in fine motion.

Status of the Research Effort

The pattern recognition techniques embedded in the force control strategy
require that the control space be partitioned into groups of "control situations" in
which appropriate best control law will be used to control the arm's end-effector.
The guidance control then improves the performance of the arm by
updating/modifying the feedback gains of the appropriate control law in each of the
control situation. Similar approach of using a combination of pattern recognition
and modern control theory has been used successfully in other areas

The pattern recognition method for force recognition is based on a structural
approach to estimate the probability density function of the force readings to be used
for recognizing various contact configurations in insertion process. This can be
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accomplished by generating a random contact configuration of the type belonging to
a class w , and this will in turn generate "admissible" random contact reaction forces.
Then the resolved force sensor vectors can be calculated based on the geometric con-
straints and the quasi-static equilibrium conditions. This process can be repeated for
a large number of times and the probability density function of the force readings
can be found from the synthetic sampling technique.

At this time, we are at the stage of performing computer simulation of the
insertion process on our VAX-11/780 computer. (i.e. try to verify the validity of
using pattern recognition method for recognizing resolved force vectors for various
contact situations.) We have completed instrumenting our PUMA robot arm with a
wrist force sensor from Robot Technology Inc. Sensor calibration and the related
software are being written. A more detailed discussion of force feedback control for
insertion process can be found in [2].

Our major efforts for the next year will be in the following areas:

e Continue our modeling and computer simulation of the insertion-process for vari-
ous contact configurations and implement the proposed pattern recognition
method for force recognition on our PUMA robot arms equipped with wrist force
sensors. The objective is to verify experimentally the equations governing the
geometric force constraints and the quasi-equilibrium conditions of the insertion
process and the use of pattern recognition for recognizing these configurations.

* Continue to investigate the guidance control for insertion process for PUMA
robot arms.

References

[1] Lee, C.S.G. Lee, M.J. Chung "An Adaptive Control Strategy for Computer
Based Manipulators," Proceedings of the 21st Conference on Decision and Con-
troL, Dec. 8-10, 1982, Orlando, Florida, pp 95-10.

[2] Luh, J.Y.S., M.W. Walker, R.P. Paul, "Resolved-Acceleration Control of
Mechanical Manipulators," IEEE Transactions on Automatic Control, Vo.
AC025, No. 3, June 1980 pp 468-474.

3.3. Vision for Robotics

Vision is of such importance to robotics and manufacturing that is reported
separately from other sensing research. Vision will be used extensively for all manner
of inspection and as a key component in automated assembly, welding and sorting
operations. While commercial vision systems have recently been introduced to the
marketplace they are relatively crude devices incapable of adequately handling many
important problems. The use of grey level information is rudimentary at best. The
acquisition and use of range or depth data exists only in research labs, and still
requires more research. Little has been (lone with moving objects, The "bin of parts"
problem remains inadequately solved, and the processing time for many algorithms
remains unusably long.

Several aspects of these problems are being addressed by CRINI, including
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The development of enchanced edge detection algorithms: this is at the heart of
many vision algorithms

The development of vision algorithms for tracking and identifying moving objects
(also problems involving moving cameras or movement of both object. and cam-
era).

The reconstruction of three dimensional surfaces from visual inputs: among the
goals here are dimensional part inspection

"..The development of new more effective algorithms for the recognition of occluded
parts

The direct optical processing of images: the goal here is to reduce processing
time dramatically

0 * The analysis of vision operations to determine the class of special computer archi-
tecture best suited for implementing the operation.

The following sections describe the status of the AFOSR funded work in each of there
areas.

3.3.1. Edge Detection Using Contour Tracing

.-." Professor E. Delp

Problem Description and Research Objectives

The fundamental step of image analysis is segmentation, which partitions an
image into individual objects. One method of segmentation is gray level edge detec-
tion. The output of edge detectors are usually linked together to form continuous
boundaries for further processing, such as shape analysis. Hence, beside.- the accu-
racy in edge location, desirable features of the output should also include thinness
and continuity of edge segments. We have developed a new edge detection algorithm
and have compared its performance with various other algorithms.

An approach to edge detection using the direction information provided by both

the gradient masks and template masks operators has been examined. The edge
direction is used to trace an edge segment. Five edge operators developed using
this approach have been investigated. An evaluation of their performances compared
to conventional operators like the Sobel operator. three-level template matching
operator and the Frei-Chen operator indicates they produce better connected edge

* ",segments and thinner edges. Results of applying these edge detectors to real-world
images have also been investigated.

Edge Detection by Contour Tracing

We shall assume that the edge direction at any point is perpendicular to the
gradient direction. In general terms, to be classified as an edge point, a pixel must be
at the appropriate spatial location relative to a previously found edge point, have an
edge direction that provides good continuation with previously found edge points,
and have edge strength above a certain threshold. The gray level of the point, and its
neighbors can be used to vary this threshold from pixel to pixel. This is useful when
correcting for illumination variance effects.
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In our decision strategy, the picture is scanned row by row. Our criterion for a
good starting point is for the edge strength value to be above a preset threshold.
Two criteria that use both the strength value and the edge direction for determining
the next edge point have been ccnsidered.

The algorithm has two modes: a search mode that searches for a contour start
point and a trace mode that traces an edge segment, The algorithm starts in the
search mode. Starting at the upper left corner, it searches for a pixel with edge
strength above a preset contour start threshold and which is not already an edge
point. This contour start point is classified as an edge point, and the algorithm
enters the trace mode and begins to trace an edge segment.

Consider a 3 X 3 window centered on an edge point that has just been found.
if the edge direction at the center pixel points in the direction d ( d e {0....7}
then only the 3 neighbors corresponding to (d- 1), d, and (d + 1) (mod 8) are con-
sidered as candidates for the next point on the edge. Two criteria for determining
the next point have been considered: one emphasizing the edge strength value and
the other emphasizing the edge direction value.

After determining the next edge point, the window is moved to that pixel and
another edge point is searched for. If no next point can be found, the edge segment
is terminated. The newly round contour is merged with any previously found con-
tours if they are connected to each other. If the contour length is below a minimum
value, the contour is rejected. The algorithm then returns to the search mode at the
neighbor or the original contour start point to search for the next start point. The
algorithm terminates when the lower right corner is reached.

Edge Detectors Implemented

From the above discussion, different edge detectors can be developed using vari-

ous combinations of spatial operators (which produce edge strength and edge direc-
tion information), next-point criteria, and threshold selection methods. The spatial
operators, which can be gradient masks or template masks, are used to generate an
edge strength map and an edge direction map. The edge strength map is then
scanned row-by-row from the top left corner for a contoui start point that has
strength value above a contour start threshold and is not already an edge point.
This start point is then classified as an edge point. Once we are on an edge segment,
either of the two next point criteria that use both strength and direction information
can be used to search for the next point on the contour. If no next point can be
found, the contour is terminated and it is merged with any previously found contours
that are connected to it. If a contour is too short, it is rejected. After finding a con-
tour, the edge detector returns to look for another contour start point until it reach-
ers the lower right corner of the image.

Five edge detectors have been implemented:

U1) isotropic gradient masks, the strength based next-point criterion, and fixed
threshold.

(2) isotropic gradient masks, the strength based next-point criterion, and Vrei-
Chen classification rule.

(3) 3-level template masks, the strength based next-point criterion, and fixed
threshold.
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(4) 3-level template masks, the strength based next-point criterion. and locally

adaptive thresholds.

(5) isotropic gradient masks, the direction based next-point criterion, and fixed
threshold.

Performance

The desirable features of the output of an edge detector include accuracy of

edge location, good continuation and thinness of edge segments. The new edge detec-
tors that were presented above were evaluated using Pratt's Figure of Merit and

Kitchen and Rosenfeld's Measure. These figures of merit have been widely used to

test edge detector performance. Also included in the test for comparison are:

(1) Sobel operator

(2) Isotropic gradient operator

(3) Frei-Chen operator

(4) 3-level template machining operator

(5) 3-level template matching operator with Locally-Adaptive Thresholds

The above operators do not use direction information. Robinson proposed an edge
detection algorithm that uses spatial operators to enhance a picture to form a magni-

tude map and an edge direction map. Both magnitude and direction value are then
used to decide if a pixel is an edge point. The following operators are implemented
with the Robinson's connectivity test and are included in our tests:

(1) Sobel operator with Robinson's connectivity test

(2) Isotropic gradient operator with Robinson's connectivity test

(3) Frei-Chen operator with Robinson's connectivity test

(4 3-level template matching operator with Robinson's connectivity test

(4) 3-level template matching operator with Locally-Adaptive Thresholds and
Robinson's connectivity test

Independent Gaussian noise was added to test images at signal to noise rations of

100, 50, 20, 10 5 and 2.

The test image used for Pratt's measure was 128 x 128 pixels and consisted of
a left panel with gray level 115, a right panel with gray level 140. and a single central
column of gray level 127. The thresholds for the operators were chosen so that the
Figure of Merit is maximized at the lowest noise level. This is more realistic because

in real life we rarely have control over the degradation of the picture that we are pro-
cessing.

The test image used for the Kitchen and Rosenfeld Measure was a rings
image. This image consisted of concentric rings with alternate pixel values of 115
and 1,10. The image was generated as a 512 X 512 image and then reduced to 128

X 128 pixels by replacing 4 X 4 blocks with the average pixel value of the block.
This test image provides edges at all possible orientations.

Discussion

The results of the tests provides a quantitative measurement of thI, I.apabilties

of various operators to produce well-formed edges. Our tests show the dilfcrence in
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performance between the operators with and those without edge direction informa-
tion can be quite distinct for all noise levels. Pratt's Figure of Merit does not always
give sufficient information about the resulting edge pictures, especially when the
edges are broken. While the Kitchen-Rosenfeld Measure supplements this by meas,,r-
ing the continuation and thinness of the resulting edges, other problems can arise.
When more edge points than ideal edge points were detected. Pratt's Figure of Merit
can be viewed as the average of the weighted deviation values of the act ual edge
points. Since false edge points closer to the ideal edge have higher weights than
those farther away, eliminating those false edge points with higher weights can result
in a decrease of Pratt's Figure of Merit. This is especially significant when the false
edge points are not evenly distributed across the image, such as in the form of
artifact segments.

We have used two thresholds for the strength value in our algorithm: the con-
tour start threshold in the search mode and the edge point threshold in the trace
mode. The contour start threshold that is used to determine if a contour should be
started should be fairly high to assure that a true edge segment is being traced and
to avoid generating artifacts. Using a much lower edge point threshold in contour
tracing is consistent with our philosophy that the edge direction is primarily responsi-
ble for tracing edge segments. Betides the different ways for selecting the threshold
for strength values, there are other thresholds in oiur algorithm that can affect the
output. These are the minimum contour length threshold and the continuity thres-
hold. Since the connectivity analysis used in contour tracing is a local operation. it is
sensitive to noise and artifacts can be generated. The minimum contour length value
can be used to reject isolated points and short contours that frequently are generated
by noise. In most of our tests, we have used 18 for the minimum length threshold.
When applying the edge detectors to typical real world pictures, this threshold can
vary from 8 to 18. The continuity threshold can be adjusted to control the angle
that an edge segment can turn. Depending on the input picture, the various thres-
holds can be adjusted accordingly to minimize unwanted background noise and to
produce well-formed edges.

'Are now plan to use this edge detection algorithm in our work in shape analysis
(and shape change analysis) with applications to object recognition and parts occlu-
sion.

3.3.2. Dynamic Scene Analysis
Professor E. Delp, Professor R. Jain

Several aspects of dynamic scene analysis are under investigation. In the first
work described below the estimation of motion parameters of moving objects in tem-
poral sequences of images is examined. Motion in two dimensions copled with
zooming of the camera are considered. The seccnd aspect. described is the concept, of
optical flow and is built upon previous work by Professor Jain. .-s Professor Jain
joined our staff during the project, only those aspects being funded by :\FOSR are
reported here.

Ar'u
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3.3.2.1. Motion Parameter Estimation
Professor E. Delp

Problem Description and Research Objective

Estimating the motion parameters of moving objects in temporal sequences of
images is an important problem in time-varying imagery. Applications include
object tracking in parts handling and robot guidance. Because of its computational
simplicity, the method of linear least squares is attractive for the case of two-
dimensional motion with scale change i.e. rigid objects moving in a plane parallel to
the image plane plus zooming. We have studied various algorithms for motion
parameter estimation and have implemented one of them in real-time.

Results

The method of linear least squares has been applied to the problem of estimat-
ing motion parameters for the case of two-dimensional motion plus scale change.
The object(s) to be tracked may translate and rotate in a plane parallel to the
image plane and translate along an axis perpendicular to the image plane (scaled
change or zooming). We have shown that two other motion detectors, the -

dt
operator of Mlarr and Uliman, and difference pictures, are mathematically similar to
spatial-gradient detectors with respect to the information they furnish regarding the
local velocity field. The least squares method of estimating the four motion parame-
ters proceeds in an identical fashion regardless of the specific motion detector used.

We furthermore have shown that the scale change parameter may be decou-
pled from the other three parameters. The scale change parameter may be rapidly
estimated independently of the rotation and translation parameters by integrating
the motion detector output around a closed path (e.g. the target objects boundary).
In the case of the difference picture motion detector, this may be approximated by

* merely summing the areas of the difference regions. Having estimated the scale
change parameter in this way, the other three parameters are then estimated by a
three-dimensional linear least squares projection. Thus the four dimensional linear
least squares problem may be decomposed into the one dimensional piroblemU of
estimating the scale change and the three dimensional problem of finding the
parameters of translation and rotation in the plane. This result has important
implications regarding the speed and accuracy of the calculations. We have imple-
mented a difference picture based motion parameter estimation algorithm in real-
time on our DeAnza 1P6400 and have been able to track an object as it moves in a
scene.

We are in the process of extending this work to include the use of a new
detection-theoretic based edge detector for dynamic scenes to increase the accuracy

N', of the edge locations found by the edge detector.
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3.3.2.2. Motion Estimation by Optical Flow
Professor R. Jain

\Ve are studying feasibility of estimating 3-D motion parameters of objects and
camera using methods based on optical flow, but without computing optical flow.
We are convinced that there is motion information in optical flow. [t appears. how-
ever, that the computation of optical flow is a difficult problem. Some algorithms
have been proposed for computation of the optical flow using the relationship
between the temporal and spatial derivative of intensity values. These methods
work well with synthetic scenes; the optical flow for real scenes is not of good qual-
ity.

Considering the fact that recovery of information from optical flow may
require Herculean computational efforts, Jain started exploring the feasibility of
recovery based on the characteristics of optical flow but without computing them.
Some early results by Jain, and Jerian and Jain have shown feasibility of such a
recovery in constrained cases. Application of their work to real scenes requires
robust techniques for feature detection, and integration of feature detection with the
optimization process used in the recovery. We are investigating integration of
feature extraction and recovery processes for real scenes.

Status of the Research Effort

The support of this effort under AFOSR has begun only shortly before the end
of the annual reporting period. The primary effort to date has been the setting of
directions for the next year's work. Our efforts will be directed to the recovery of
information without computation of the optical flow. Jerian and Jain have done
some experiments in this direction. During next year, we will be studying feasibility
of 3-D motion parameter estimation in real scenes using optimization approaches.

3.3.3. Surface Reconstruction

Two techniques for the recovery of three dimensional information about an
object from multiple images from a single camera are under investigation. The first
employs multiple images under different lighting conditions. The corresponding
differences in shading can be used to determine shape. The second approach utilizes
a laser-shutter-camera system in which essentially different views are obtained from
different openings of a shutter array.

-5-,
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3.3.3.1. Photometric Stereo
Professor R. Jain

The Problem and Research Objectives

Many industrial applications require 3-dimensional information about the sur-
face of an object. This information may be required for inspection of the surface or
for the recognition of an object based on it's structure. Different approaches have
been proposed for the recovery of 3-D information using one or more images of a
scene. Stereo, using two cameras has faced a very difficult problem of establishing
correspondence. Range-based methods require integration of range data obtained
using a laser with intensity data. Methods using structured light are good in binary
vision. We believe that the photometric stereo offers certain advantages in indus-
trial environment, that make it. more attractive as compared to other methods.

Approach and Status of Research Objective

Photometric stereo exploits the theory of shape from shading. Using more
than two images of a surface, obtained using a fixed camera but a different position
of light source for each image, the shape of the ourface can he obtained using a
look-up table. We implemented the photometric stereo algorithm of Coleman and
Jain in our laboratory. We have a setup to change position of the light source to
obtain desired images for the computation. Currently, we are trying to improve the
performance of the Coleman and Jain algorithm by using better interpolation tech-
niques to obtain the structure of the surface.

Our efforts in this area are directed towards development of a powerful pho-
tometric stereo method that will allow recovery of the structure of arbitrary surfaces
using only local computation. Our emphasis on local computation stems from our
desire to implement such algorithms using SIMD architecture for real time perfor-
mance.

3.3.3.2. Laser Shutter Camera
€ Professor G. Frieder

Goal of the Project

The goal of the project is to find iu real time the spatial constraints of a large
number of points on a surface. By real time we mean "within the expectation of a
typical user," which in our case translates to some small number of seconds. By
large number we mean no less than 10,000, and the currently developed system
assures 16K (K=1024) points.

The experimental setup consists of a laser-shutter system which projects 161
light points simultaneously on the surface. A digitizing camera records the Image of
these light points and a set of programs then computers the three-dimelmsional (oor-
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dinates of these points.

The Development Procedure

The experimental setup is currently developed in an Air Force laboratory (The
Avionics Laboratory, WPAFB) under separate contract. The mathematics
developed is now well understood (see original proposal) and the programs are being

developed.

Summary of Preliminary Results

We found that using the methodology we can compute the surface points, and
we developed the programs to do it. We found that the quantization error is very
high and intend to continue to study it. We found that the self calibration pro-
cedures that were originally proposed do not work in practice due to the instability
of the system of equations that define calibration. We found that a least-square
method can be used to define position in space, and we are now using it for calibra-
tion.

We have to attack the question of the dependence of the accuracy of measure-
ment as a function of cam,'ra resolution. We also have to introduce noise to the
phantom programs and to deal with faculty data. These two subjects will be
addressed during the upcoming year.

3.3.4. Determining Distinguishing Features of an Object for Visual Recogni-
"". tion
* Professor T. N. Mudge, Professor R. A. Volz

Problem and Objectives

Part of our effort in the area of image processing has been directed toward
developing an automated vision module for real time robotics applicat ions. An

important problem in automated visual recognition is the recognition of objects
whose boundaries can not be completely determined. Fairly robust algorithms have
been developed which can recognize an object if its boundary is unbroken [1], how-
ever, only specialized approaches have worked well when the boundary is fragmented.

Boundary fragmentation generally occurs either because the object is partially
hidden or because the lighting is poor. \While it is possible to employ custom lighting
to improve the recognition process or to employ custom machinery to separate and
otherwise prearrange the objects so that the complete boundary is found, a more flex-

Sible approach is to employ a vision system which can recognize objects by their par-
tial boundaries. Such a vision systen can be reprogrammed for ucwv objects that
might appear on the asseibly line, but systems utilizing custom lighting and or ctis-
tom machinery are less flexible and must often be redesigned to handle a new object.

The developed algorithm recognizes objects from partial boundaries. It accoin-
plishes this feat by determining the distinguishing boundary features of one object
with respect to other objects that might, be present in the scene and then using these
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"salient" features to determine the orientation and location of the object.

Approach

The scene in which the objects appear is called the application scene. In order
to reduce the amount of information needed to recognize industrial objects, only the

* edges of objects in the application scene are considered. Edge points and their angles
of slope extracted from the scene [21,[3] are thinned [4] so that only the strongest
edge points which maintain boundary continuity remain.

The strategy used for object recognition is weighted template matching of boun-
daries. The boundary of a object is obtained during a training phase-or from a data-
base representation [see sec.3.5.2] and employed as a template to locate the object in
the application scene. Template matching can be treated digitally by partitioning
the application scene into a two dimensional array of cells and associating with each
cell an accumulator whose purpose is to record template matches. The two dimen-
sional array of accumulators is assumed to be initially zero. A template point is
overlayed on a edge point of the image (See Figure 3.3.4.1). If the template point
matches the edge point, the accumulator array at the location of the template center
is incremented. After all the template points have been matched to the edge points,
the location in the accumulator with the highest accumulation is taken to be the
center of the object. This procedure is similar to the Generalized Hough [5] transfor-
mation. The decision as to whether the template point matches the edge point or
not depends on the restrictions placed on the match. In normal template matching
there are no restrictions. The template point is assumed to always matched the edge
point it overlaps. By not restricting the matching, many unnecessary matches are
recorded in the accumulator array making it difficult to determined the correct loca-
tion of the part.

%N~
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The approach taken here is to match the template and edge point only if a sub-
template centered at the template point matches a section of the edge image centered
at the edge point. (See Figure 3.3.4.2.) Matching subtemplates is a form of local tem-
plate matching. This process decreases the probability of false matches since it relies
on a neighborhood of points around the template point matching a neighborhood of
points around the edge image point, an important constraint for hidden objects
where boundary edges tend to consist of a concatenation of fragments from different
boundaries.

Another difficulty with normal template matching is that the template must be
matched at all possible orientations. With subtemplate matching, the subtemplates
can be matched in rotationally invariant space completely avoiding the computations
needed for rotating. The angle at which the subtemplate matches the edge section is
recorded in the accumulator along with the strength of the match. The orientation

of the object is taken as the average of the angles stored at the determined location
of the object's center (i.e. an intrinsic coordinate system is used).

In order to better locate the desired object the subtemplates are weighted [6].
An optimization algorithm computes the weight of subtemplate based on the dissimi-
larity of the subtemplate to sections of the boundary of the other objects in the data-
base. Those subtemplates of the boundary which are dissimilar to other sections of
other boundaries are weighted more heavily. A group of heavily weighted subtem-
plates makes a larger contribution to the accumulator array and therefore plays a
more significant role in determining the potential location of the object when the
boundary is fragmented. Weighting the subtemplates can also be viewed as a
method of decorrelating the complete template of the object with the boundaries of
other objects. Since more weight is given to those subtemplates which fail to match
sections of the boundaries of other objects, the matching response of a template com-
posed of the weighted subtemplate will respond poorly to the boundaries of other

'., objects.
While it is still possible to give a false result, the techniques mentioned above

reduce the uncertainty associated with locating an object significantly.

Figure 3.3.4.2 Subtemplate matching
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Results to Date

Figure 3.3.4.3 shows the results of applying this algorithm to a scene in which
objects are overlapping. Parts are found without the need of rotating a template
since the subtemplate matches are matched in a rotationally invariant space. A con-
siderable amount of computation is saved by this approach. Also by searching for
distinguishing features one can locate the object more quickly if a sufficient amount
of the features are visible.

The code is written is the language "C" and runs on the VAX 780. The average
time to recognize an object is 45 CPU seconds. However, no effort has been made as
yet to optimize the code.

N.~N

I \ V

I /,---.,,
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Figure 3.3.4.3 Occluded parts located

Annual Report 58 August 1, 1982 - July 31, 1983

• ,# ,, . ,- , ...."'I, -, - . " .V': , , _ . . _ . _ " " - " - ' " " . " -



V,

Future Activities

The new algorithm is suitable for parallel processing since the task of template .

matching can be broken into separate subtasks of subtemplate matching. Each pro-

cessor could match a subtemplate and all matching can be attempted in parallel with

the accumulator as common memory. With several fast processors running in paral-
lel and a restructuring of the code real time operation is expected to be achieved.

To test this hypothesis the algorithm will be reprogrammed in the ADA

language and incorporated into the database driven machine cell run by the iAPX432
multiprocessor, as an alternate vision system to the present vision module. (The
present module based on a geometric database is discussed elsewhere in this docu-
ment.)

Finally, this algorithm can be extended to three dimensions. Using the same

method as the two dimensional case one can determined the surface features of

objects which most distinguish them, and use these distinguishing features to search
through a depth map of an image scene in order to find the desired object. Prelim-

inary work will be begun on this approach during the coming year.
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3.3.5. Application of Optical Processing to Robotic Vision and Intelligence
Professor E.N. Leith

Objectives

To use optical processing techniques to help reduce some of the computational
overhead required to perform the vision tasks was proposed. There are several poten-
tially fruitful ways to apply optical processing to the robotic vision and intelligence

problem:

(1) the use of incoherent light for the optical processing

(2) the use of hybrid optical-digital processors

(3) the use of more sophisticated recognition and classification algorithms than

the matched filter.

To meet these objectives, the following program was proposed:

(1) to apply the previous results of optical processing with incoherent light to the
problem of robotic vision and intelligence.

(2) to develop architectures for the combined use of optical and digital process-
ing in robotic systems

(3) to develop for robotics systems complex spatial filtering techniques that are
more general than the conventional matched filtering methods, and that can
overcome the basic limitations of the matched filter.

Status of the research effort

This year the emphasis was on items I and 2 of the proposed program. The
greatest effort and the most significant results are on item 2, the development of
architectures for combined optical and digital processing. The ideas described here
are two-fold; to match the imaging system to the object distribution in an optimum
way, and to do some preprocessing on an image while forming it, thereby reducing
the processing to be done digitally.

One method of obtaining information about an object surface is to project
fringes on it. Commonly, one obtains information about the three-dimensional struc-
ture of the surface. The information may pertain to the micro-3D, which is surface

roughness, or the macro-3D which is the surface contour. For example, Lippincott
and Stark [I] have recently described an optical-digital method for detection of dents
and scratches on metal surraces. They project a grid pattern on the surface, which is

then read off by a TV system and stored in a digital computer, which calculates the
surface contour.

The initial concern has been with the generation, projection, manipulation, and
detection of fringes. In particular, thc concern is with fringes of high quality, high
contrast, and low noise.

For high quality fringes, it is best to form fringes in light that is somewhat
incoherent, or at least of considerably reduced coherence. An interferometer formed
from diffraction gratings has been found to be an excellent way to produce fringes.
Such ai interferometer is easy to align, forms non localized fringes in light, mono-
chromatic or polychromatic, from and extended source. such an interferometer is
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Figure 3.3.5.1 Interferometer formed from diffraction gratings

shown in Figure 3.3.5.1.

A first grating G1, receives a beam of light, diffracting it into 2 orders. Figure
3.3.5.1 shows these to be the +1 and -1 orders, but other possibilities exist, such as
the +1 and 0 orders. A second grating, G2, brings these beams back together.

The grating interferometer has been analyzed elsewhere (2). An interesting and
useful way of interpreting the fringe formation process is t~o like it to an imaging pro-
cess, much as a lens forms an image. Here the second grating is considered as imag-
ing the first grating. The condition for fringe formation can be written in the form

I 1 1 _ 1

where Fg is the focal length of the second grating and is given by
F =_ -n

Where f, and f2 are, respectively, the spatial frequencies of the first and second grat-
ings, n is the order used for the upper beam in diffracting from G1, n' is the same,
but for the lower beam, and m and rne are the corresponding quantities for grating
G2.

In summary, the grating imaging method allows for the placement of numerous.
high contrast, low noise fringes on an object surface, in a very convenient way. The
fringes can be highly localized or completely non-localized. The fringe depth and
spacing can easily be controlled. In addition, other kinds of fringes, such as circular
or ellipuical, can be formed.

The focal length varics with grating separation and also with the spatial fre-
quency f, of the grant being imaged, so it is indeed a rather special kind of imaging
process. Further, the image is not formed in a geometrical sense, where all rays from
an object point are brought together again at the image, indleed, only rays produced
by one element of the source are recombined; sets of rays emanating from the same

* object point, but emanating from different elements of the souirce arc in general not
recombined at all.
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Imaging processes can be achromatized, and such is the case here. For fringes

to occur in broad spectrum illumination, we require the fringes to be X-independent.

Analysis shows the fringe spacing is already x-independent which is not the usual
case for inaterfero meters. For white light fringes, the fringes must be in registry for
all wave lengths. Analysis shows that this can readily be done.

As an imaging device, the grating has a number of significant characteristics
relative to a lens. First, the phases of the Fourier components are in general altered,
so that for a m ultip le- Fourier- component object, the image does not resemble the
object. Second, different Fourier components are imaged to different planes. For
most object distributions, these effects are disastrous. For some object distributions,
all of the periodic type, these characteristics may not matter. For example, to image
a simple, sinusoidal fringe pattern, the grating is quite satisfactory, and is indeed far
better than a lens.

This imaging process can be described in part by the consideration that the
imaging process is narrow-band with the MTF consisting of a few discrete lines, or 6
functions. Thus, the grating system MTF is a well matched spectrum of periodic
objects, whereas the lens MTF is highly mismatched.

Also, the grating imaging process is space invariant, that is rays from one part
of the object undergo exactly the alteration as rays from any other part of the object.
This effect sharply distinguishes the grating from a lens, and leads to some interest-
ing conclusions. First, the off-axis Seidel aberrations of a lens, such as soma, astig-
matism, and distortion, which are tied to the space-variant characteristic of a lens,
could in some circumstances be inherently absent from the grating imaging process.
Second, one ought to be able to realize extremely low F-number values for an imag-
ing grating, since the grating can be arbitrarily large compared to the focal length,
and the larger aperture should not increase either the required tolerances or the aber-
rations.

Hence, it seems clear that if the object is periodic, such as a sinusoidal distribu-
tion, a grating is generally superior to a lens. Experiments confirm this conclusion.

i The fringes are to imaged onto a three-dimensional object arising in such appli-
cations as metrology and robotic vision. Suppose the number of fringes to be large,
say several thousand. The fringes are to be high in contrast and as noise-free as pos-
sible. Of tbe many ways to accomplish this, two are considered for comparison. In
each case grating G1, is to be imaged onto the object. Let the aperture of G,, is to be
imaged onto the object. Let the aperture of G, be L and the spatial frequency be f1.
For simplicity, suppose the grating to be sinusoidal, i.e. rulings of the form
+ cos2,rfz. Consider first a magnification of unity, then consider fringe enlargement.

Figure 3.3.5.2 shows the two configurations, (a) with a lens, and (b), with a second
grating G2 in the place of the lens.

For perfectly coherent illumination, the fringe will in each case have perfect con-
trast provided the aperture is sufficiently great to collect both the +i and -1 orders,
and the fringe depth will be considerable i.e. the fringes will not be localized, but will
form wherever the beams overlap. It is desirable to magnify the fringes while retain-
ing at the image all of the fringes of G,. Therefore, the beam must enlarge in propor-
tion to the fringe spacing. The grating G does not do this; instead, we muist form
the fringes with diverging rather than collimated beams, in such a way that the ratio
of beam width, at the output plane tor those at G, is just, the fringe magnification on
'sib,
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Figure 3.3.5.2 Two configuratiops, (a) with a lens, and (b) with a second grating G.
in the place of the lens.
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* Figure 3.3.5.3 Required[ beam magnification

M. As shown in Figure 3.3.5.3 the required beam magnification Occurs when is
illuminated with a converging beam with center of curvature at (.Under this con-
dition, the number of fringes is preserved.
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Suppose the beam diverges more, so that the beam magnification is greater than
the fringe magnification. Will there be more fringes than exist at GI? Since fringes
form wherever the beams overlap, there must indeed be more. From the imaging
viewpoint, this seems enigmatic, since we seem to have created some additional
fringes beyond those supplied by the object.

To make the beam diverge more, the focal point is brought back to a position
between GI and G-. The beam is then somewhat expanded when it intercepts G. A

-: rather straight-forward geometrical analysis shows that the number of fringes at the
output is just the number of rulings on G, plus the number of rulings intercepted by
each beam at G. Thus, the total number of fringes at the output is just the number
each beam intercepts along its travels, and thus have a conservation of fringes.

The grating imaging process has aberrations, the analysis of which are rather
involved. However, some interesting observations can be made for unity magnifica-
tion, (e.g. for d, = do and f2 = 2f,), the process is aberration -free. Aberrations arise

- when we depart from this symmetrical situation. The aberrations are manifested as
a loss of fringe contrast under broad source illumination. The aberrations are space

."-invariant in that the loss of contrast is the same over the entire field, and the fringe
spacing remain uniform over the field.

On another task, the basic concept is to use a matched spatial filter for recogni-
tion of an object, its position, and orientation. The spatial matched filter method
works extremely well, but its implementation is fairly expensive because of the need
for an incoherent to coherent transducer. Such a device, which could be formed from
a liquid crystal, can convert an image distribution formed with incoherent light into a
like image distribution with coherent light.

It is desirable to find a way to carry out the matches filter synthesis without
the need for coherent light. We have devised a method for doing this which appears
to be promising. This method, (developed on a different project) works with mono-
chromatic spatially incoherent light, yet operates much as if the light were coherent.
For example, the optical system is linear in amplitude, or field, rather than intensity,
as would be the case if the illumination were incoherent. The phase is totally
preserved, so that information about the depth of the object is preserved. In short,
the system has all the attributes of a coherent system, although the illumination is
actually incoherent. This situation seems contradictory.

One problem with this method is that, ike other coherent systems, it preserves
the surface roughness pattern of the object. This is a quantity that varies from one
object sample to another, and a spatial matched filter for one object could be used
only for that same object, and would be totally useless against a different object that
is to all appearances exactly the same.

To avoid this problem, the object should be imaged through a TV system. The
TV system would receive polychromatic, spatially incoherent light from the object,
and convert it into an image formed with highly monochromatic spatially incoherent
light. The monochromaticitv requirement is generally not extreme, so could possibl)
be met with a conventional CRT %ith perhaps a filter place over it. Alternatively,
the ,ive of a la-er TV yv4emn should be explored.

he T\ '.'tvm. because of its use of white light from the object., will com-
pletelv limtnin.ive the prohlem of the surface roughness function that. prevents correla-
t ion rrom on, obj,-ri -p,.rimen to Lnother.
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Another problem is that the system, as currently conceived, works with images
that have only two dimensions, i.e. depth and one lateral dimension. The ex-tension
to three dimensions is a goal for the coming year.

Reference
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Scratches in Specular Metal Surfaces," App!. Opt. 21, p. 2875 (1982).

Potentially patenable items

K- (1) The grating imaging system with arbitrary magnification.
(2) The incoherent matched filter method in combination with a polychiromatic to
monochromatic transducer.
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3.3.6. Special Processors for Vision
Professor T .N. Niidge0

The Problem and Objectives

Image processing by computers has made considerable advances in meaking
available algorithms that enhance and understand images of industrial parts. How-
ever, the application of these algorithms in factory environments has been limited
mainly because of the large amount of processing time required making ordinary gen-
eral purpose computers impractical to use. This is due to the massive amount of
data needed to represent the image. Typical real-time image processing would
require about 8 million bits of information updated every 30th of a second [1].
Hence, it is essential to use special purpose computers that are capable of handling
such large dlata sizes at high speeds.

VLSI technology has continued the decline in computer hardware costs and
made it feasible to build multiprocessor systems at reasonable costs that are capable
of performing image processing applications at high speeds. Parallel computer archi-
tectures for image processing can be classified into four major categories: Single
Instruction stream Multiple Data stream (SIMD), Multiple Instruction stream Multi-
ple Data stream (MIMD), Pipelined processors and Special Function Units. In real

4l lire application, it is important to characterize the set of algorithms used to ind the
most suitable architectures(s) to process these algorithms. This is necessary in order
to improve the efficiency and utilization of the computer system used. For example,
SmID architectures are more suitable for low level image enhancing where identical
operations are performed on a large number of pixels. NID architectures, on tce
other hand, are more suitable for high level image analysis where more complex com-
putations are involved. The process of choosing an optimal auchitecture to best, suit
fa class of algorithms is generally an involved process. Many factors shold be taken

into consideration [2,31. The type of problems considered in this study involve the
investigation of the effect of the algorithm characteristics, data characteristics and
the processor design on the performance of the image processing system and how
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that performance can be improved.

Status of Research Effort

Image processing algorithms, generally, fall into two major classes: feature
independent algorithms and feature dependent algorithms. Feature independent algo-
rithms are characterized by a fixed set of operations applied to all pixels of the
image. Feature dependent algorithms, on the other hand, are characterized by
unequal amounts of processing per pixel of the image. This might arise when a pixel
is part of a feature of interest and because of that requires a separate treatment. A
simple example of a feature dependent algorithm is contour tracing; only edge pixels
are involved in the algorithm. Pixels that are part of a feature of interest are defined
as pixels of interest.

A natural architecture for many of image processing algorithms is a multiproces-
sor system with equal size subimages assigned to separate processors. Such proces-
sors may be classified as Multiple Subimage Proces.sors (MSP's/. A block diagram of
an MSP is shown in Figure 3.3.0.1. While MSP's are quite efficient for feature
independent algorithms, this not the case for feature dependent algorithms. If the
image is divided among the processing elements of the MSP into subimages of equal
size, some processing elements receive less number of pixels of interest than other
processing elements. This uneven distribution of work will result in some processing
elements being idle during part of the algorithm. Consequently, the performance of

.1. the system, measured by its efficiency, decreases. This argument is verified by
assuming a Binomial model for the probability distribution of pixels of interest in an
binary edge image. The model is used to quantify the efficiency of the MSP system.
The efficiency is shown to drop considerably as the number of processing elements
increases [-i. In order to improve the efficiency. the image should be redistributed
among the processing elements into subimages of equal interest. i.e., into subimages
of equal number of pixels of interest. The redistribution of the image on equal
interest requires the the distribution of pixels of interest over the image be known.

PEPE 2  PE 3  . PE

I CN

(Intrc-n-ec-.ion
Ne t:.wo rk)

Figure 3.3.8.1 Generic NISP
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This is not always possible, and even if it is, the redistribution of the image on equal
interest may involve more computation than that lost through having some process-
ing elements idle during part of the algorithm

A case study is being performed on a program for the recognition of occluded
industrial parts [5]. The objective of the study is to investigate possible multiproces-
sor implementations of the program and select the most suitable implementation.
The study will aid in pointing out algorithm and data characteristics that affect the
image processing system performance. Plans are being made to implement portions
of the algorithm on an Intel iAPX 432.

Future Work

Near future work includes: (1) Further investigation of other algorithm charac-
,' teristics and image data models and how they affect the performance of the image

processing system; and (2) Investigation of performance improvement techniques such
as image redistribution on an equal interest basis.
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3.4. Architecture of Robot-Based Manufacturing Cells
Professor R.A. Volz, Professor T.N. Mudge

The Problem and Needs

The robots of today are computationally relatively simple devices. Their servo
control algorithms are unsophisticated, the level of sensor integration is relatively low,
and their on line interaction with management and engineering databases is minimal.
This situation is changing rapidly. Vision, force and tactile sensors are being
developed and incorporated into robot systems, more precise control schemes are
under development and the interaction of robot systems with computer aided design
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and other computer aided engineering databases offers the potential of placing consid-

erable intelligence in future robot systems. With these developments, however, comes
greatly increased demands for computational capability and greatly increased complex-
ity of both the hardware and software systems required. Future systems will certainly
use multi-processing, with a number of the processors being special purposes devices
designed to achieve needed processing speed for computationally intensive subtasks,
and the software necessary to operate these systems will be very large and complex in
comparison to today's systems. Therein lies a major problem for the future intelligent

.%,. -6robot based manufacturing cells, managing the hardware/software complexity.
The problem and needs are depicted in Figure 3.4.1. The top part of the figureIidentifies three major issues contributing to the problem, and the bottom, a requisite

to resolving the problem. In the process of achieving the necessary unified system,
several specific goals must be achieved:

* adequate computation capacity
a reliability
e maintainability
e transportability

- extensibility
a hardware/soft ware transparency

The desirability of the first four of these is clear. The extensibility and
hardware/software transparency are important so that the system may adapt to new
capabilities as they arise and so that special purpose hardware to replace slower
software may be readily incorporated.

ROBOT-BASED- MANUFACTURING CELLS

MUILTIPLE REAL-T11ME TASKS COMPLEX SOFTW4ARE SYSTEMS EVOLVING REQUIREMENTS

:4 MULTIPLE SPEIAL PURPOSE PROCESSORS

INTEGRATION AND UNIFIED MANAGEMENT OF SPECIAL

PURPOSE HARDWARE AND EVOLVING

COMPLEX SOFTWARE

Figure 3.4.1
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Approach

The key to solving the major problem identified above is the development of a
technique for dealing with all of the complexities involved in a large system in a unyi-
fied manner that supports encapsulation of the individual subsystems involved and
effective communication between them. The central idea to the approach being taken
is the use of object based systems and object level design at both the hardware and
software level.

Concept

Object-based computer architectures are a synthesis of two parallel developments
* in the fields of language and operating systems research. While language researchers

were studying the problem of program decomposition, their counterparts in operating
systems research were studying problems associated with data integrity and security.
A consensus of opinion from language research directed at program decomposition
emerged in favor of information hiding (also referred to as data encapsulation or
package-based decomposition) as the major criterion for the modular decomposition of
computer programs [I]. This methodology employs the concept of a type manager to
manage and effectively hide the implementation of abstract data types from the other
modules in the system [2], [3]. Mleanwhile, in operating systems research, a consensus
emerged that favored the concept of protection domains as a solution to the data
integrity and security problem. This concept is analogous to the package-based
decomposition model [3]. M~ore information on object-based systems and programs
may be found in [41.

A number of advantages follow from the use of object-based programming and
object-based systems:

* data/program integrity
- . . "Clean" modularization of both hardware and software

@ unified conceptual view of whole system.

4 Data and program integrity are achieved because the hardware capability addressing
mechanisms make it physically impossible2 for a program module to accidentally exe-
cute data or code in another module. Similarly, it is impossible for a module to access
data to which it has not been explicitly been given access. These features, in turn,
help improve the reliability of the system. Objects and their associated functions and
procedures form natural boundaries along which to subdivide systems. This natural
subdivision often occurs in a hierarchical fashion. Unified views of the entire system
in varying levels of detail may be obtained by viewing only the specifications of the
appropriate higher levels of the hierarchy. This clean top down view of the system
will aid in ii's understandability, and correspondingly in its maintainability.

Eiperimentnl Sysatema

The concepts dlescribed above are being tested on an experimental system which
* includes both object-based hardlware and objcct-based software. The system is an

Intel iAkPX 432 microprocessor system which is programmed using Ada. The iAPX
432 system supports multipjle main processors, considerable memory and autached spe-
cial purpose processors. Further, it has high level message passing mechanisms for
handling communication both among processes executing on the main processors and
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between processes on the main processors and the attached processors. The specific
system available can have up to four general data processors, 1.5 megabytes of
memory and three interfaces to attached processors.

Figure 3.4.2 shows a block diagram of the experimental system. It includes an
interface to an ASEA RB 6 robot, an interface to a GE TN2500 TV camera and an
attached preprocessor for the visual data.

Relation to other parts of the project

Since the problem being addressed concerns large complex robot systems several
other subprojects are being strongly coupled to the work. Two aspects of machine
vision (see secs. 3.3.1 and 3.3.4) and the automatic determination of gripping positions
for objects (see sec. 3.5.1) are being integrated into the system. Another major reason
for including this work in the experimental system is that it will demonstrate the
feasibility of a very important idea, that the robot cell can perform a set of operations
on any of a group (in the sense of group technology) of inputs without reprogramming.

The combination of the vision system, the off line training of the system and the
:% automatic determination of gripping positions of objects makes it possible to write a

robot program which performs a certain operation, say sorting or machine loading,
without any explicit geometric information about the objects to be manipulated
appearing in the program. For a given set of parts, or stable positions of parts, which
might be encountered the vision system obtains its decision information from the
database and combines this with calculations on the image from the TV camera to
determine the identity and location of an object position of the object relative to its
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coordinate system. With the identity information, the program then extracts from the
database the gripping position of the object relative to its coordinate system. Com-
bining this with the position information from the vision system, the program knowvs
where to go to pick up the object. If an entirely new set of objects is designed for
which the same operation is required, the information is simply placed in the CAD

~ .~.4database at design time, and the robot cell program told the identity (names) of the
new objects, whereupon it is ready to go. No reprogramming or manual training of
either the vision system or the robot is ever necessary.

Status of the Research Effort

Much of the effort during the first year was spend in developing the experimental
facilities. In the process, some preliminary results have been obtained on the use of
object systems. Briefly, the following has been accomplished:

0 install two operational versions of the iAPX 432 system.

0 implement communications protocol for ASEA robot and coordinate conver-
sions on attached processor

. build frame grabber for GE TN2500 camera

0 implement attached preprocessor to perform thresholding and run length
encoding for raw vision data

* implement binary vision system in Ada on the iAPX 432

The installation of the iAPX 432 system has not been as straightforwvard as one
might expect. Throughout, advanced, unreleased versions of the software have been
in use to obtain features not available in the released versions, and the attached pro-
cessor work exercised hardware features previously untested. Several errors, both
hardware and software were discove-ed, reported to Intel which corrected them, and
eliminated by field updates. In Jua.e, 198.3 revision 3 of the 432 hardware and version
2.0 of the Ada compiler were installed. The hardware upgrade is supposed to provide
approximately a speed improvement of 2.5. Tests to verify this will be performed
during the coming year. The new version of the compiler added important features of
Ada which had been kludged in the early version, the most important being floating
point numbers and tasking.

The work with Ada on experimental systcm being built has led to some prelim-

inary opinions about the use of Ada for robot and sensor system programming. From
the view points of managing complex software, providing an application specific pro-
gramming environment to the user, and achieving language standardization, Ada pro-
vides a number of advantages. These include:

0 "system" packages can be provided to th- user which create newv robot and
sensor specific data types and give the feeling of programming in a languiage
tailored to the robot system.

0 The use of data abstraction and operator overloading to create wcll modular-
ized application spccific code helps usability, readabilty and maintainability.

0 The strong type chiecking significantly aids debugging.

0 The separate compilation features in conjunction with the other features cited
above aids flexibility and hielps portability.
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* The expressive power of the language is excellent.

These advantages are not surprising. They are exactly what computer scientists have
been predicting for several years. Having these capabilities widely available in a
standardized language, however, is very significant. Indeed. it is this expected stan-
dardization of Ada that can greatly aid in standardizing application specific
"languages" and giving them portability. The portability can be inherited, to a large
measure, from Ada. Further discussion of both advantages and disadvantages of Ada
may be found in [5].

Expected Future Accomplishments

Work over the next year should accomplish the following:

The link of the system to the CAD database for off line training of the vision
system and automatic determination of gripping positions should become
operational.

0 Preliminary work on performance measurement in the system should be avail-
able.

9 Further studies on the effectiveness of parallelism for advanced vision algo-
rithms and hardware/software transparency should in progress.

The availability of an operational system with the use of CAD as described above will
demonstrate the feasibility of an important mode of operation for future robot sys-
tems. Also, it will form the basis for expanded work in robot languages. Considera-
tion will be given to including additional sensors in the system. and mechanisms for
handling exceptional conditions will be investigated.

One of the subprojects discussed in section 3.3 deals with new techniques for
visual recognition by template matching and the use of these techniques for recogniz-
ing occluded parts. It has recently been discovered that. these techniques are amenable
to a decomposition into parallel tasks. The parallel structure of the iAPX .132 system
will be exploited for this purpose during the next year. Further, consideration will be
given to using this work as a test on the software/hardware transparency achievable
with object oriented systems. A preliminary design of implementation of the algo-
rithms in special purpose hardware and an estimate of the cost and effort in building
the special device will be made.
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3.5. Improved Robot Programming

Robot system programming of today, whether performed in teach mode or off
line, is characterized by the need to specify geometric data explicitly and the need to
tie up production equipment. for significant periods of time (for training or debugging).
The first is a task not well suited to humans. In teach mode it becomes tedious or dif-
ficult for repetitive or complex motions, and nearly impossible if sensor inputs such as
vision or force are involved. In off line programming the explicit entry of geometric
data becomes a severe problem unless coupled to a teach mode, which can reintroduce
some of the problems mentioned above. The second characteristic, tying up produc-
tion equipment, is likely to be costly since most process machinery is quite expensive.

This portion of the project seeks techniques to alleviate these problems through
the use of computer aided design (CAD). It is presumed that all objects to be mani-
pulated and the robot itself are modelled with a suitable CAD system and that this
data is available for manipulation by support programs for the robot programming
system. Three subprojects are currently underway:

1. Development of algorithms to automatically determine gripping positions of
objects from their CAD model,

2. Extraction of the training information for certain vision systems from the
CAD models of the parts to be recognized, and modelling the probability of
finding a randomly dropped object in a particular stable state.

4. Developing a graphical programming system for robots using widely available
inexpensive hardware.

The first of these will help reduce the amount of data which must be explicitly
provided by the programmer, and is a step toward allowing programs to be written in
terms of the objects to be manipulated and the operations to be performed rather
explicit geometries and motion. The second can eliminate production downtime for
certain training operations. Also, knowing the stable position probabilities is impor-
tant to provide an ordering (most probable first) for searching for the identity and
stable position of an object. Automatic vision training and gripping position determi-
nation are being integrated into the experimental robot system described in the previ-
ous section.

Graphics has proven to be a natural method of human interaction with comput-
ers in many areas. Subproject 3 is investigating the viability of a graphical approach
to robot programming and the feasibility of incorporating the nongeometric aspects of
programming into a graphics programming system.

The following sections describe each of the subprojects in greater detail.
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3.5.1. Automatic Determination of Gripping Positions

Professor R. Volz, Professor T. Woo

Problem Definition

%% ~The distinguishing characteristic of robot manipulators in manufacturing is

their versatility. Unlike special purpose machines, a robot is capable of handling a
large variety of objects in a broad spectrum of tasks. Because of this, robot, pro-

gramming techniques must take advantage of the robot's full range of capabilities.
Currently, those robot programming methodologies which do not restrict the flexibil-
ity of the system require long development times even by skilled programmers. This
is especially true when sensors are coupled with the robot.

The solution to this problem is to program the robot at a higher level of
abstraction. All actions should be specified in terms of their effects on objects in the
workspace. Instead of telling the robot to move through a particular point in space.
to given position, and close the hand. it should be possible to simply instruct, the
robot to pick up the part. Such task level instructions allow flexibility without mak-
ing the programming process unduly complex.

To interpret task level instructions is difficult. Such instructions assume [actual
knowledge about the part, the work area. and the robot plus procedural knowledge
on how to find a sequence of motions which will accomplish the objective without
violating any constraints.

A critical component of a task level programming system is an algorithm to
automatically determine acceptable gripping positions for the objects to he manipu-
lated. To be acceptable, the method must

e be able to find a solution in most situations where one exists.

* avoid object slippage in the gripper.

* avoid object dislocation while gripping.
e avoid collision between the robot, the object and other objects in the

workspace.

e be able to produce results in :'eal time.

Vhile a few schemes have been suggested, there is no available technique that
adequately achieves all of these objectives. The goal of this work is twofold: (1) to
develop techniques to meet the above objectives; and (2) to integrate the resulting
methods with the experimental system described in Section 3.4 to produce a CAD
driven robot system.

Approach

The approach being taken in this project is characterized by the following key
aspects.

(1) Extraction of geometric information about the part from a Computer \ided
Design (CAD) system.

(2) Development of quantifiable criteria for a good grip and use of fle criteria
to judge the relative quality of gripping positions.

?'4
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(3) Use of extensive off-line preprocessing to generate a grip-list which can be
used to select a grip at with minimal run-time computation.

(4) Use of a simple learning mechanism to improve preformance with experi-
ence.

A prerequisite for finding gripping positions is the availability of detailed
geometric information about the part and the robot gripper. Part information is
assumed to be polyhedral and is derived from a description generated on a Computer
Aided Design system. This information takes the form of a topological and geometri-
cal description of the surfaces of the object in terms of faces, vertices, and edges.

To be able to chose a grip intelligently one must be able to judge the relative
quality of two gripping positions. For this a quantitative method of rating grips is
needed. Grips must not cause interference between the robot, the object and the sur-
roundings. Among these potential grips satisfying this condition,the likelihood of the
part slipping in the gripper, or being displaced while the gripper is closing on the
part is used as a cost of the grip.

In order to minimize delays caused by decision making while the robot is operat-
ing. as much computation as possible is (lone ahead of time. However, it is not
always possible to compute everything off-line because some of the information
needed may not be available until run time. For example, if the task is to remove an
object from a bin of parts, the object's description and the geometry of the robot will
be known in advance, but the exact positions of the object and the surrounding obs-
tacles will be unknown until run-time.

Thus. the approach used consists of two stages: one off-line, one on-line. First.
a large selection of possible grips on the part is found and sorted by quality. Since

N this is done off-line, it is reasonable to go through a fairly complex procedure to
ensure that the list is a good as possible. This is done by proposing a large, diverse
set of grips, and then successively refining and resorting it to take into accouint all
known constraints. All grips which produce interference between the hand and pad
are eliminated. The remaining potential grip positions are evaluated by criteria

It measuring slipping and twisting. During on-line operation a single grip is selected
ell from the off-line generated grip list. Starting from the highest-ratcd grip on the list.

each grip is tested to see if t is usable without causing interference with objects in
the workspace in the actual situation. The first usable one found is used.

Further improvements can be made in the preformance of the system if we
record which grip was chosen each time a selection is made. We can then periodi-
cally re-sort the list to bring the most used grips to the top of the list. The effect of
this is to reduce decision time by testing the most commonly used grips first. In this
way the theoretical rating of grips by quality can be augmented with a practical rat-
ing of grips by usefulness.

Status of the Research Effort

Implementation of an initial version of the gripping program is now nearing
completion. In the program, a series of filters is applied to produce a list, of grips on
the part. The part is analyzed for pairs of surfaces which are appropriate to grip on.
Such surfaces must be parallel, opposite each other and have a spacing compatible
with the gripper. Then, a variety of specific grips are proposed on both surfaces.
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These are spaced uniformly around the boundary of the gripped surface. Using a
two-dimensional projection of the obstacles around the surface, each of these pro-
posed grips is tested to make sure that there arc no intersections between the hand

and the part.

Finally. each grip is evaluated for vulnerability to two kinds of slippage. transla-
tion and rotational, and to twisting of the part during the application of the gripper.
Vulnerability to slippage depends, firstly, on the forces and torques which are
applied to the object. Though exact magnitude of the torques cannot be accurately
predicted, torques due to acceleration and gravity increase with the distance of the
grip from the center of mass of the object. Translational slippage depends only upon
the gripping force, the coefficient of friction and the gripping force. The first. two are
generally fixed by the part and the robot while the third depends on the gravita-
tional loading. The resistance to rotation between the fingers depends on the size
and shape of the contact area as well as distance from the center of mass. The resis-
tance to twisting out of the fingers while being grasped depends on how far the
fingers must be forced apart. These measures are computed and the results are com-
bined with the distance from the center of mass to produce a single rating for each
grip. This rating is then used to sort the grip list.

In applications where parts appear only in their stable positions,. the concept of
stable positions is used to further refine the grip lists. The stable positions of the
part are found. Those grips which would force the hand to intersect the work .,ir-
face are culled out. This results in one grip list per stable position. instead of one
grip list per object.

Future

This system will soon be integrated with an experimental manufacturing cell.
This will result in a system which can train itself to recognize. locate and retrieve

parts on the work surface, based ent;-:- on information derived fros ('.D model.
When this has been clone, its perform,-_ce on ty)ical mechanical parts will be studied
and refinements to increase its speed and reliability will be made. Fuirther tlitdies

,. will be initiated to study further constraints (on motions as well as gripping) when
assembly is to take place and one has a sequence of geometric model states to work
with.

3.5.2. Off-line Training of Vision System and Stable Position Modeling
Professor R.A. Volz, Professor A.C. Woo

Problem Definition

Most robot vision systems recognize parts by measuring various feattures on atl
image and comparing them with known features for the candidate parts. In order to
formulate an optimal strategy to identify each part it would be useful for the recog-
nition system to know what range of values each feature of each part typically takes
and how likely each stable position of a -Part is to appear.
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Feat.u:e information can be obtained by presenting the vision system with
several images of each part, and by allowing the system to calculate the feature dis-tributions for each one. This process is known as training and is currently (lone by

physically placing sample parts beneath the camera. This ties up the manufacturing
cell and forces some production down-time.

Knowledge about the likelihood of parts appearing in different positions can be
used to improve the overall preformance of a vision system. While it is clear that.
for example, a nail will be found laying on its side more often than standing on itshead, it is difficult to make good quantitative estimates of the relative probabilities
of these events. Most existing vision systems make simplifying or erroneous assump-
tions. such as that all positions are equally likely. Modeling a mechanical object pro-
babilistically provides a quantitative measure and improves the effectiveness of the
vision system.

Approach

The alternative being studied here is to train the vision system from computer-
generated images of the parts. These images would be based on descriptions of the
parts which are generated on a standard Computer-Aided Design (CAD) system.
This approach would allow the vision system to be trained completely automatically.
without any down-time for training or skilled programmers for off-line programming

Secondly, from the complete description of each part the stable positions of the
part and the relative likelihood wi'h which each position occurs are computed. The
likelihood of a position depends not only on the shape of the part and on the location
of its center of mass, but on the physical parameters of the surfaces on which it is

-:. dropped. and on the manner in which it is dropped.

Status of the Research Project

A system which generates images of parts in various positions and orientalions
has been constructed. The images simulate distortion arising from perspective and
from quantization error. Perspective distortion arises when the part is seen from a
slight angle rather than directly from auove. Quantization error arises when the
image in encoded into a grid of black and white pixels. These types of distortion
must be modeled in order to simulate the variation that will be encountered in actual
images.

v An algorithm has been developed which predicts the likelihood of each position
of a part by statistically simulating the rolling process. Inititally. the probability that
the part first lands on each face is computed. If the part i,, dropped randomly, this
is pr.portional to the angular area of the face. The probability that the part, will tip
from each face to each other face is found next, and this is used repeatedly to sitnu-
late -t roll. The duration of the roll depends on the initial energy of the part.

In hindsight, it is intuitive that if the initial energy is very low, tile part will
S _ always remain in the position in which it was originally set down. Otherwise. tlie rol-

ling continues until the remaining energy is insufficient to tip the part. The Iain
results are nevertheless surprising in many regards. First. mechanical objects ofrcom-
plex geometries have stable positions that are difficult to visualize and (ine
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consuming to experiment with. This algorithm computes all possibilities, no matterhow small the probabilities. Second. the stable positions correspond to faces of the

convex bull. i.e. the smallest convex body that encases the given object. It should be
noted the faces of the convex hull are not necessarily the faces of the object., as in the
case of a chair. Third, not all the faces of the convex hull are stable. To validate
the results, actual experiments consisting of 400 to 1000 rolls with a variety of parts.
on a variety of surfaces were carried out. The probabilities computed by tLis algo-
rithm are remarkably close agreement with those determined experimentally generally
within 0.01.

Future

Both of the described subsystems have passed initial tests. The next stage will
be to integrate them with a vision system currently being developed. A demonstra-
tion of a vision system trained from a computer-aided design system is anticipated.

3.5.3. Graphical Programming of Robots
Professor A.W. Naylor, Professor R.A. Volz

Motivation, Goals and Problems

A key problem of the factory of the future is the time and effort. needed for the
development, debugging, and the maintenance of software. Currently even medliuui-
sized, highly automated manufacturing facilities require programming measured in
person-years. One of the goals of the total research program, not jtst this project, is
to reduce the time and effort necessary for this programming and to make it easy for
the user to understand the system being developed. This theme can he noted
throughout this section and all of the parts of this report.

One component of the factory of the future programming is the programming of
robots [5). Currently, robots are almost universally programmed using teaching.
This is unsatisfactory for several reasons. primarily because of the time required for
programming can be a serious cost to the manufacturer[l]. Almost as important, this
mode of programming does not fit with the other kinds of programming needed for
the manufacturing facility. One wants a uniform, efficient. and simple method of
programming for the entire manufacturing facility, not many different programming
systems that are difficult to interrelate 3.

With this in mind, this project is concentrating on the offline. graphical pro-
gramming of robots. Graphical methods will be one of the keys to efficient iiser-
friendly methods of programming the factory of the future. as they will allow wsers
to avoid tedious programming and will allow them to understand the programs bing
developed more easily. These methods will largely obviate the need for learning ela-
borate programming languages. While the advantages of interactive graphical
methods are widely appreciated, the problem is to realize theni in a practical w:y [I).

Therefore. one of the special characteristics of our project. is to concvtrate on
developing a robot graphical programming system that, is baed on .,imple. inexpen-
iive hardware and relatively small software sy'seins. ''his is crucial bee:IaCI most, of
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the manufacturing done today is carried out by small to medium size firms. These
firms are more likely to purchase inexpensive, general purpose computers that can be
applied to many of their problems, among them robot programming, part program-
ming. process planning, material transport programming, etc., than they are to invest

in large, expensive systems. For this reason this project focuses on the use of per-
sonal computers. With careful, innovative, and new methods of programming, it will
be possible to develop sufficient functionality to have a realistic and practical system
that is useful to the small manufacturer. Such an approach is not just applicable to
robot programming but also to other programming areas of the factory of the future.
Each of these areas are envisioned as having an offline, graphical programming sys-
tem running on a small computer.

Wiat requirements are needed in a graphical system for robot programming?
Obviously, one wants to see a robot in the scene and to manipulate the robot and its
environment [4] to carry out the programming without learning any specific language
or details about the robot. This is the essence and the value of a graphical program-
ming tool. However, there are additional requirements unique to this project. First
this project attempts to develop a practical tool based on very limited hardware
capabilities. Second. this project tries to develop tools in such a way that they can
be eventually used in the larger context of the total programming of the manufactur-
ing facility. Thirdly, and perhaps the most difficult and potentially the most impor-
tant, this project attempts to incorporate tools which allow us to approach non-
graphical aspects of robot programming in a graphical manner [1]. For exiniple,
much of the robot program has to do with logical conditions and utilization of sensor
data [2,3]. Neither of which is usually represented graphically. Moreover, the solu-
tions to these problems will obviously carry over to the more general programming of
the total manufacturing facility.

Approach

A high level of graphical interaction is used so that the system requires no
knowledge of specific robot languages and allows graphical or geometrical thinking.
Graphical interaction is required for most of the commands. It is used in the system
for menu selection for 3D rotations and translations, for 3D point selections and for
movements of the robot. Several graphical interaction devices are pos-ible including:

* 2D and 3D joysticks,

* mice, and

a 2D and 3D digitizing tablet.
Currently, only a 2D joystick is used as this provides a minimal hardware configura-
tion found on most personal computers. The system will allow these other graphical
devices to be easily incorporated.

The commands available in the system are chosen from the displayed menu.
-..- Similar commands are grouped into a single nienu. These menus are arranged i4 a

hierarchal fashion forming a tree of system commands. As the user selects a coin-
mand using the joystick, the system displays anti manipulates the graphical represen-
tation of the parts and the robot.
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Simple wireframe CAD models of the parts and robot are used in our approach.
The user selects parts previously defined by a CAD system and places them into the
robot's workspace. Once parts have been loaded, the user may manipulate the
graphical representation of these parts to define the desired programming environ-
meat of the robot's workspace. A simplified, scaled graphical representation of the
robot is used to avoid confusing and intimidating the user.

Once the programming environment has been defined, the user manip||lates the
graphical representation of the robot. These manipulations are in essence. robot pro-
gramming commands. The desired user's manipulations are recorded by the system
and translated into a specific robot program at the conclusion of the programming
session The initial system produces VAL code for the Unimation PUMA (500 series
robot arm.

Simple, low cost, off-the-shelf hardware was used for the system. An IBM PC
Personal Computer was chosen for the initial implementation of the offline program-
ming system. This microcomputer was chosen because it:

. was expected to occupy a large market share,

* has color graphic support,

" has a large memory capacity,

* has high-level language support, and

* utilizes 16 bit, state-of-art micropi-dtessor."

The expectation that IBM PC would dominate the small business market was the
most significant reason that this system was chosen. Almost as significant, was the
fact that this microcomputer had all hardware capabilities that were needed.

The offline programming system should be transportable to other compnter .ys-
tems and robots. the system depends only on simple move operations in the robot
controller. avoiding special operations of individual robots. As much of the -wstem
software as possible is written in a popular high-level language in a careful manner.
so that it can be easily transferred to other microcomputer systems. In addition, the
system is written in such a way that it should be easy to support additional robot
systems and languages.

Results to Date

The basic framework has been completed, debugged and demonstrated since
May 1983. This framework includes the graphical or geometrical abilities and simple
robot programming abilities.

* to display and manipulate graphical representation of the objects and tle
robot in the workspace,

, to join representations of individual objects to form composite object., or to
break apart composite objects,

" to view from different perspectives wit.h different scales, and

" to generate robot code corresponding to the manipulation of a graphical
V, representation of the robot.

*

• _Annual Report 80 August 1, 1982.- July 31, 1983

r,., .,... .% .,-%-,.,, ,..,?,. ,,- ., .,..y, .,-,,...,,_- ..:, z .. .,,.., _....-.....-.,. .-r --. ..-..- .-. ...,. , .. .-.5. ,,



W-

Currently, many of the users interactions will be carried out using the 2D joys-
tick with either very intuitive use of cursor movements or some utilizat ion of menus.
Many of the commands now entered from the keyhoard are now in the process of
being moved to the joystick. Ideally, user should rarely move his eyes from the
screen and rarely utilize the keyboard.

Currently, the system takes several seconds to redraw the screen, but a com-

pleted analysis of our software indicates that the problem is the floating point
software in the compliler. An 8087 floating point processor for the IBM PC has been

acquired. This floating point processor along with a new version of the compiler
should decrease the execution time of the system allowing real-time operation of the
system.

Future Issues

In the future the use of graphical input devices in the system will be fully incor-
porated. A considerable effort must be made in developing efficient, usable tech-
niques for selecting a three-dimensional point using two-dimensional inpu devices [JJ.
Repetitive, non-geometrical operations such as the loop, task and logical constructs
must be defined and implemented. Sensory inputs must be effectively incorporated
into the system. These may be particularly troublesome, as these inputs are often
specific to the application. The real task here is to develop mechanisms which pro-
vides for these inputs but does not specifically bind information about. the applica-
tion into the programming system.

In our second year we propose to finish the geometrically functionality of the
system and plan the concepts needed for the non-geometric issues. Our third year
will be spent implementing these non-geometrical concepts.
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Offshoots

.\s an offshoot of the targeted system we have developed a pro-r:im which
downloads on 113N PC file into a \AL program on the robot controller. The pro-
gram runs independently of the graphic programming svstem, but is used to iransfer
the generated offline program to the robot. While the 'ohot controllcr docs not
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permit the usage of a specific communication protocol, the developed program checks
most of the data received against the transmitted data. allowing for virtually error-
free transmission.

3.0. Knowledge Based Distributed Database Design;
Professor K.B. Irani

Motivation, Problem and Objectives

The current trend in the integrated manufacturing environment is to intercon-
nect, by means of local networks, computers used in manufacturing. One of the major
issues in such environment is the appropriate distribution of data among the various
nodes of the network.

The advantage of assigning fragments of relations over a nctwork in a di-stributed
database system is well understood. With the appropriate replication of fragments,
total network flow is reduced, and the probability of parallelism in distributed query
processing is increased, while the update cost. induced by replication is confined to the
replicated fragment s.

We consider the problem of designing a distributed database ssteni, in which
each local database is a collection of the horizontally partitioned fragments of rela-
tions. It consists of two subproblems: 1) the problem of horizontal partitioning of each
relation, and 2) the problem of distributing the fragments over a network. The latter
is a matter of quantitative optimization which has been discussed in various file alloca-
tion problems. The former is, therefore, the principal issue of our work, for which we
propose to establish a theoretical framework for partitioning relations horizontally.

Approach

In our work, the semantics of data and user queries at each site is exploited as a
means of partitioning relations horizontally. In other words, a knowledge base which
stores semantics is first constructed and then user queries are applied to the
knowledge base in order to determine the unit objects, namely the fragments of rela-
tions, to be dispersed. The major issues addressed are knowledge identification,
knowledge representation, and knowledge application.

Once the unit objects to be dispersed have been determined with the application
of the knowledge base, a mathematical programming technique is employed to derive
the optimum allocation of the fragments.

Results

So far in our research, the three major issues, knowledge idew ific:t ion.
knowledge representation, knowledge application, have been covered.

The useful knowledge for our intended purpose is classified into two t ypes: "t ruc-
tural knowledge and intrinsic knowledge. The former is the collection of the semalit icS
which is usually captured in logical schema and the latter is the collection of the
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semantics which is inherent in the real world, but which is not expressed in any type
of logical schematic representation.

As a linguistic vehicle to represent both types of knowledge, a first order
language Lz called many sorted language with aggregate variable, is developed. A suf-
ficient class of knowledge which has been identified useful is then expressed in certain
types of sentences of L,, called E-Horn sentences.

The user queries which are also expressed in LF are applied to the knowledge base
of IS-Horn sentences via an inference procedure called I1, which has been proved
.,ound. From this the unit objects to be dispersed are obtained.

Future Study

To determine the optimum allocation of the unit objects, cost optimization model
is required to be developed in which storage and network data flow are considered
major cost factors.

3.7. Generalized Problem-Solving Using Heuristics
Professor K.B. Irani

Problems and Objectives

A generalized planning of robot actions from the current state to the desired
state can be viewed as a generalized problem-solving through a state-space approach.
A generalized heuristic algorithm to compute an evaluation function for problem-
states (or simply states) is the key to a generalized heuristic search for problcm-solving
[2], [3), [4]. The evaluation function for the robot planning problem can be the meas-
ure of the most effective path from the current robot state to its desired state. We
develop a generalized problem-solving process based on admissible heuristic search
with the evaluation function for problem-states.

This work consists of the following.
(1) Generation of heuristics as the basis of algorithms to compute evaluation iunc-

tions for problem-states.

(2) Description of a problem in which heuristics are structured and embedded.

(3) Formulation of a generalized algorithm, based on heuristics, to compute the
evaluation function for problem-states.

(-I) Formulation of a generalized admissible search for problem-solving based on the
evaluation function for problem-states.

(5) Modification of the heuristic algorithm constructed for the evaluation function to
improve the efficiency of the resulting heuristic search for probleti-solving.

Status of the Research Effort
C-'

Generation of flettri.stiCi:

The problem-domain independent heuristics, as the basis of the generalized algo-
rithm to compute the evaluation functions for the probh'II-states, arc devieCd as

Annual Report 83 August 1, 1982 - July 31, 1983

der'~~98 .1.. 83.." ..'



follows.
Simplification:

The distance for the problem-state is estimated over the simplified version of I he

problem.
Parallelism:

The distance for the problem-state is estimated as the sum of the sub-diLaCes
for object elements contained in the problem-state. The sub-distances are estimated
independently by means; of paraillel operations.

Dc.,cription of, A Problem

A state-space formulation, which is used to represent most of the problems inM
111, is transformed into a formulation in which the above heuristics are easily st rue-
tured and embedded.

We formally define a state-s pacc problem and its trausformed version.

Definition 2.1
A (state-space) problem 1P is a quadlruple.

D E -1 e,

where
- E is a set. of problem-states

- fl is a set of operators (rules)

- e,. is an initial problem-st-ate in E

- ef is a final (goal) problem-state in E

Definition 2.2:

A transformed problem D, is a nine-tuiple. D, (ObBf1, property, R. C'OND,
cost, t, e ,,)

w here

- Ob is a set of object elements;

* Ob i { i=I1. 2.,

- 11 is a cartesian p~roduct, of Zs for i E (1, 2,

such that E is a sub set of ri;

E C fl zl, Z,
*where Z, is a set, derived from Oh.

0 is a set of functions, #4, :Ob x Z, Q, such that

- the function, qj, Z, - (Q,05 (lefinled lby
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., (z,J) = <e,(a,, 0,), e,(a2, z,k), e, (ao , zj>'

is one one;

e9= {8,: (9: Ob X Z, - Q,) A (Z, E Al A

(Q, is a characteristic set ) A (i = 1, 2, , m)}

-- property is a mapping, property Ob x E - x'I Q,,

defined by
property (ab e.)

= property (at, <zl,, ,•• ,Z>)

= <O1 (at ztj, 82 (at, z2,. $, , (at, zk)>,

R is a set of (transformed) rules r, for i = 1, 2, , 1

where

each r, is represented by a p-tuple, <a,, a2 , ar>;

R = { r, = <a, , ap> : (r, E Ob) A GEN-COND (r,)}

where

GEN-COND (r,) is a predicate describing the set R,

COND is an ordered tri-tuple;

COND = <GEN-COND, PRE-COND, TER-COND>

where

GEN-COND (r,):

A predicate describing a set R where r, E R

PRE-COND (r,, e,):

A predicate describing pre-condition of r, in e

under which r, is applicable to e.

where (r, E R) and (e, E E)

TER-COND (r,, e., e,):

A predicate describing terminal condition of r, with respect to e. and e,

such that

1. TER-COND(r,, e,, c,) -- (e = r, (e.))

2. given (r, <a 1 , a., , a,>).

TER-COND(<al, a.- , a>. e:, eJ,

(IYa.(((a, E o ) A (a, {a a, , * • •,)))

(property(a,, e) = property(a,, e )))A
('3a) ((atE {a,, a2 , a,}) A

(property(at, ej y property(at e,))))

where (r, E R) and (e, E E) and (e. E E),

' 1Ob is a cardinality or a set Ob.

Annual Report 85 August 1, 1982 - July 31, 1983

5f. . ..i .. : . . . . .. t...7- ,-,, . .- ':," ..., .. ... . . .. . . * 5 . . .. '." " ._ ' . - . . .. ' . . ..



,.14

.- 1 cost is a mapping, cost: R X E- N
where

N is a cost-value set,

- e,. is an initial problem-state in E,,

- ef is a final (goal) problem-state in E.

The formulation of the transformed problem is illustrated by a simple example.

Eight-puzzle problem, a well-known problem in Al [NIL 80], is considered.

In this problem, object elements denote nine tiles including one blank tile.

Ob = {1, t2, t3, 4, '5, tO, 17, 18, 41.

From the mapping of PERMUTATION on these object elements, a set of nine-tile
permutations, ni, is derived in which each problem-state is represented by some nine-
tile permutation.

A property function, providing the property of the object element in the
problem-state, mapsi the object element and problem-state (the tile and nine-tile per-
mutation) onto the position of the tile in the nine-tile permutation.

Each rule r, in R is represented by an ordered pair of two object elements but one

of which is blank tile and other other is not.

% R (< {al.a,,>: (< at,a2> E 0bP) A GEN-COND (a 1 ,,a2.>)}

w here

GEN-COND)(< a,, a>) ((a, y6 a2) A (a2  1b)).

Pre-condition. under which a rule <a1 ,a.> is applicable to a problem-state e., is
described by PRE-COND,

P ((properta1,>e1 ) =(rprya 7 Z )

((property(a 1,e,,) = (property (a2, eJ + 1)) V

(property(al,eJ) = (property (a2, e.) + 3)) V

(property (a,,e.) = (property (a2 , e.) - 3))) AI(<property (a,,e.), property (a2, e)>

< <3.4>, < 4,3 >, < 6,7 >, < 7,6 > }II Terminal condition describing rule-mapping is given by TER-COND,

TER-COND(<a1 ,a2_>, e., e0~
M((proper ty(al, c,) = property (a, e,)) A

(property(al,e,) = property (a., e,))).
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The cost function, providing cost of a rule when applied to some problem-state,
maps the rule and its applicable problem-state onto unit value, 1.

Heuristic Algorithm to Compute Evaluation Function:

The evaluation function on the problem-state is, more precisely, related to com-
puting the distance from the given problem-state to the goal problem state.

Our heuristic approach which permits parallelism and simplification, and which is
to be formally developed, is roughly ,as follows.

As shown in the transformed problem-description, a problem-state is formed on a
set of object elements, and a unique set of properties of all the object elements derived
from one problem-state distinguishes that problem-state from any other problem-state.

When two problem-states, the current and the goal. are given, a unique set of
properties of object elements is derived from each of the two problem-states. Then by
comparing those two sets some object elements, each of which has different properties
in the two states, are selected.

For each of these selected object elements the required sub-distance for achieving
its property in the goal state is computed independently, which is a parallel operation.

The existence of dependency between sub-distances in some cases, which is not
known in advance, may not make the estiated distance, which is the sum of all the
sub-distances, be less than or equal to the actual distance. Further, the computation
of a sub-distance itself may not be easy.

These difficulties are resolved by introducing heuristic mechanism to compute a
sub-distance, which makes the problem simpler.

Future Work

Formal construction of the generalized algorithm to compute the evaluation func-
tion on problem-states is currently being developed. Formulation of the generalized

admissible search and modification of the algorithm for the evaluation function in
order to meet the required efficiency are considered as the next steps to be developed.
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3.8. Metaform Database Interface System
Professor T. Teorey

Problem and Objectives

The Research consists of designing an easy to use, updatable database interface

system called Metaform for an entity-relationship database which automatically pro-

duces customized form interface screens for users doing particular tasks. This system
- when given an entity type - produces a form screen for that entity. Such a form
screen along with several form operations such as "insert", "delete", "select", can be
used as a database interface by a user doing a task related to that entity. This type
of system is to be used by people who have limited query needs, who only need a few
different views or perspectives of the data, and who are unable or unwilling to take
the time to learn a more powerful interface system. With such a language a user can -
with a minimal amount of training - both query and update the database without
having to know about the database schema. Another major advantage of the
Metaform system is that it will automatically generate the needed form screens. One

'c . major problem facing the MIS departments of major manufacturing companies these
days is the large backlog of needed database interface applications. Metaform can be
used to automatically implement easy to use form screens. No programmer time will
be needed. Metaform will also be very useful in quickly and inexpensively developing
prototypes of database designs. This allows designs to be quickly tested and revised.

Status of the Research Effort

(1) A pilot user interface study was conducted to determine whether the form screen
interface system could be learned by a wide variety of users. Another objective
was to find problem areas in the language design so that they could be corrected
before the formal analysis was done, and help develop teaching methods for such
database interface languages which will be used with. the actual test. The pilot

- study was completed in February 1983. The results obtained indicated that the
N form screen interface language could be learned in only about 20 minutes, error

rates were low and query times were excellent.

(2) An entity relationship normal form for the relational data model was developed
which in essence allows an entity relationship database to be embedded in the
relational model.

(3) A formal definition of a form schema and a form based on logic and set theory
was developed.

(4) A form specification/query language, similar to the relational calculus which pro-
duces a form schema and a set of forms expressing any query result, was
designed. This is the target language for the algorithms which automatically
generate a form schema given an entity type. Thus an algorithm for automati-

cally producing a form schema given an entity type and a relational database
schema in entity relationship normal form, was developed and implemented

(6) Form operations and their semantics were defined which may be used in conjiinc-
tion with the form schema to query and update the database through the form
screens. The users do not have to know about the actual structure of the

A %
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database schema: they only see the data in terms of the form screens. This
greatly simplifies the interface for the users. Also, functions which translate the
form query and update operations into relational database query and update
operations were developed.

Future Research

We plan to conduct the formal user interface analysis of the form screen data-
base query and update system, using a personal computer implementation. The
design of this test is based on the results of the pilot study. In general the exptriment
will involve teaching a group of subjects how to use the form screen and then testing
their knowledge. Times for learning, doing query tasks, and the number of errors
made in doing query tasks will be collected. Specific applications in manufacturing
systems, such as the computer-based build information broadcast system used in the
automotive industry (D. Kochhar), will be investigated.

Associated Projects in Database Systems

Several additional unsponsored projects related to AFO'SR objectives produced
interesting results in the area of database design. data allocation, and (iatahase migra-
tion. These were guided and reviewed by T. Teorey under AFOSR sponsorsh'):

Usage Dependency Model

Logical database design. derives an accurate and efficient DBMS-processible
schema from a set of end user database system requirements. Traditional logical data-
base design. while effectively dividing the process into conceptual (process-
independent) design and DBMS-schema (process-dependent) design. has not been able
to make use of computer automated techniques to produce schema design-,.

A well known technique for satisfying the accuracy requirement for a DB.IS
schema, that is, accurately representing the real world organization where data is to
be defined, is the functional dependency model of normalization theory. This model
has been extended to encompass "usage dependency". that is. specifying the probabil-
ity of joint data usage based on process and data correspondence ident ied in the user
requirements. The combined application of usage dependency and functional depen-
dency provides efficiency in a DBMS schema, both for the short term based on current
processing requirements and for the long term flexibility for future processing require-
ments.

The proposed future work involves formally defining the usage depenency con-
cept. developing an extended relational theory for logical database design based on the
combined concepts of functional dependency and usage dependency, and finally defin-
ing a canonical form that will permit transforming normalized relations into DBMS-
processible schemas.

-A.r
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.4 Methodfor Database Record Clustering

Record clustering is one of the important problems in physical database design.
A heuristic method is demonstrated for identifying the record types in a database that
are to be clustered together so that the total access time is minimized for the designed
database. A paging environment is assumed. The clustering result, while known to be

optimal for hierarchical databases, is shown to be at least near optimal for network
databases.

Performance of Concurrency Control and Data Allocation in Distributed Database Sys-
tein

One of the most important reasons for using a distributed database system is to
achieve good performance. The objective of this research is to analyze different con-
currency control algorithms and the joint effects which data allocation and con-
currency control mechanisms have on the response time performance of a distributed
database system.

Response time can be decomposed into well-defined components such as request
transmission time, data manager (DM) waiting time, data manager service time, and
result transmission time. A spectrum of user transactions is defined and, for each
class of transaction, DM queuing disciplines are defined. Well-known concurrency con-
trol mechanisms are defined, and specifically their DM service times are modeled. A
mathematical model is developed which uses the DM service time and transaction
arrival rate to predict the expected DMi waiting time, leading to a detailed computa-
tion of response time.

A number of conclusions can be drawn from the findings:

Data allocation schemes have a significant effect on communication delays and
DM service times for both retrieval and update transactions, and in turn, influence the
DM waiting time. Concurrency control algorithms also help determine DM service
time and waiting time. Because these are major components of response time, a data
allocation scheme that does not take concurrency control into consideration could
result in nonoptimal performance.

The two phase locking protocol is characterized by a large variance of D.M service
time, which results in longer expected lock holding times than would be obtained with
another concurrency control mechanism with small variance of DM service time. Even
if the system remains unsaturated, this holding delay will result in a longer transac-
tion response time. Thus, in performance evaluation of any data allocation scheme, it
is necessary to consider not only the expected communication delay and expected data
processing time but also the variances of these time periods.

3.9. User Needs for Information Display

Professor D.S. l'ochhar

Problem Statement

When designing an integrated manufacturing system, it is necessary to ufinder-
stand, specify and incorporate the human, machine and other organizational factors
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that are likely to affect the adaptation and effective utilization of such sys.eln by
manufacturing, assembly or other production personnel. Many examples can be cited

from the literature and from actual manufacturing sitt. hat refer to the common
problems that one can encounter if the end user or users have little or poor education

about the information system, or when the interface between the hardware and the
human operator at positions of information disply, interaction and operator response
is not compatible with expected user behavior and expected user actions. At the inter-

face level, the most primary requirements are for data and information display.
Whether on information sheets, on a display panel or on a CRT, data and information
on machinery status and functioning, on build orders or build status must be indi-
cated in a manner that is conducive to the system being well received and being
acceptable by those who need to use it. As such, the problem is to develop a metho-
dology for the design and evaluation of the system-user interface at two levels: the
process engineer who interacts with databases on parts information, and the operator
on the line where the displayed information is utilized.

Objectives

The issues of data display at the interface level require that interface problems be
examined and resolved. The objectives of the research are to: (1) determine date
requirements for the initiation, monitoring, control and evaluation of manufacturing
and assembly processes. (2) establish criteria for the design of interactive access capa-
bilities for measurement, display, analysis and reporting of manufacturing data and (3)
propose and evaluate the extent to which the developed criteria can be used in actual
situations.

It is not, intended to restrict the investigation to interactive data base systems for
viewing on a ( 'IT only. Rather, other displays that are used with automated
machinery, such as control and display panels for manual override and line status indi-
cation, are also examined.

Status of Research Efforts

Research to date has progressed along several dimensions. A research protocol
has been established.

It was initially necessary to obtain a working knowledge and understanding of
the various facets of manufacturing and assembly in a variety of industries. Several
manufacturing organizations were contacted and visited with a view to determining
the nature of manufacturing related information and information dissemination
methods that are either presently in use or being considered as the "next stage" of use.
Plants visited included a major machine tool and jig mill manufacturer, other job shop
operations engaged in the manufacture of precision tool bits, holders and cutters, pro-
duction oriented parts manufacturers, a large engine manufacture and assembly opera-
tion, several automobile assembly operations, and several robot assembly distribution
centers. A local company engaged in the development of software for manufaWturing
was also contacted. On the basis of these visits, observations and stud', several facets
of manufacturing and assembly information have been recorded.
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As a next step in the investigation, attention and resources are being focussed on
one manufacturer, namely automobile manufacture and assembly. As such, a working
relationship has been developed with the Ford Motor Company. Informational needs
for manufacturing and assembly are being reviewed in some detail for two distinct seg-
ments of the overall operations, namely (1) for the automated body shop assembly
processes where information is displayed and operator interaction is primarily via large
control and display panels located along the entire assembly fixture sequence; and (2)
for the entire build area that uses a company wide, computer based parts broadcast
system. For example, automated body shop assembly requirements for information
are for various types of control panels that display the status and functioning of
indexing machines, body construction fixtures and the function and sequencing of spot
weld machinery. In addition, a computer based diagnostic system provides back-up
support for troubleshooting complex machinery. Troubleshooting, maintenance, line
status indication and manual override of any part of the line require human interven-
tion. The objectives are to determine how the task of the line and maintenance opera-
tors can be made easier.

A computer based build information broadcast system, in hard copy form. is
commonly used by industries engaged in continuous or batch production. Coded
information on individual parts is itemized at various co-ordinate locations on a hard
copy broadcast sheet. For example, a part information needs to be broadcast when (i)
all options need to be identified (ii) all high warranty cost items for which repair costs
are high need to be identified (iii) all engineering mandated items need to be identified
(iv) all government mandated items need to be identified and (v) all complex parts
with a potential for misbuild need to be identified. A review of the present methods
of parts specification for hard copy broadcast is currently in progress. To aid the
review, a computer simulation of the conventional hard copy display has been
developed. The purpose of the simulation is to provide the flexibility to evaluate
alternative displays for human operators on the line. The investigation focuseN on
determining how needed build information could be provided on-line at the assembler
workstation using an electronic display such that a full broadcast is used on a main
assembly line and a reduced and more specific broadcast is used on the sub-assembly
lines.

This effort is being coordinated with other researchers who are working on the
development and use of metaform query languages for on-line selection and choice
(Teorey).

3.10. Requirements Analysis
Dr. Louis Boydstun

Problems and Objectives

It is widely accepted that the success of an information system is highly depen-
dent upon the initial description of systems requirements. Based on this observation
there have been many attempts to develop methodologies for producing and analyzing
information systems requirements. One approach to this problem is based on the
observation that the development or information processing systems is itself an infor-
mation processing activity that can be enhanced by a computer aided information

%%
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processing system, and while a methodology can never be completely automate'd. it
can be computer aided.

Many methodologies have been proposed to aid in the development. of systems
requirements ranging from data flow or input/output requirements to detailed
software specification methodologies. A comparison of variou approaches indicates
that a methodology can be considered as consisting of four major parts:

, A method that bpecifics the activities performed. control functions exercised
and documentation to be produced. The method may be divided into two com-
ponents: the activities or tasks and the order or sequence in which they are
undertaken. The activities or tasks may be further subdivided into those tasks.
Each activity or task is described by the steps or subactivitics that must be
carried out, the data that is used, the results that are ol-ained and the tools
that procedure used.

9 A model or conceptual formulation that is the basis for creating a particular
target system instance.

* A system description language or notation that is to be used to represent a par-
, ticular target system.

e The aids and tools, manual or computer aided, that are used in creating a tar-
get system instance.

These four components are common to all methodologies. However. there are

major differences between the various methodologies. These differences result from
the variety of target systems and environments encountered in the real world.
Manufacturing information systems, which have characteristics similar to other infor-
mation processing systems, contain a number of activities occurring simultaneously at
geographically dispersed locations. Thus a manufacturing information system require-

ments methodology should include procedures for describing the interaction require-

ments between highly concurrent activities and data flows. An objective of this
research is to extend current methodologies to include real time manufacturing infor-
mation systems aspects not addressed by current requirements analysis methodologies.

Approach
I-wq

Experience in data processing applications indicates that the key to successful
integration of computer based applications is through a logically integrated database.
Choosing the optimum database structure (schema) however is not casy even in relIa-
tively well understood and standard data processing applications. Part of the reason
for this is the complexity of the real world that is being modelled by the databa.se
schema. One of the tools to aid in modelling is the computer itself. Computer aided
system modelling techniques such as PSI,/PSA have been used in a wide variety of
data processing applications including the aerospace industry by companies suchn as
Boeing, McDonnell Douglas, Grumman and General Dynamics. The approach being

take is to extend current capabilities is to explore the issues via an extensive real-
world example.
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Status of the Research Effort

The use of a System Description Language/System Description Analyzer
(SDL/SDA) capability for modelling a real-world problem and the evaluation of the
feasibility of generating simulation models from an SDA database has been started.
The real-world problem selected for the evaluation is a military network system
development project, currently in progress in a major company. The network
described consists of 8 consoles, 4 cabinets or processors. 2 system buses, and 5 sensing
device interfaces. The consoles process operator requests and performs those processes
which are required for system reporting and analysis functions. The cabinets contain
multiple processors which perform general purpose and signal processing functions.
The sensing devices process various types of analog information and convert this infor-
mation into digital data streams at the device interfaces.

The network has over 400 message types. These have described in detail using
SDL statements. The SDL descriptions are sufficiently detailed to generate simulation
models from the SDA database. A preliminary analysis, however, indicates that the
database is too large to generate simulation models.

Future

Dr. Boydstun. who led this project has left the University and the funding of this
activity will be redirected to strengthen other activities in the coming year.

A1
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4. Publications

4.1. Journal publication

Control of Mechanical Manipulators

[] Gilbert. E.G., "Conditions for Minimizing the Norm Sensitivity of Characteristic
Roots." Accepted for publicatiun in IEEE Transactions on Automatic Control.

[2] Kim, Byung K., and Kang G. Shin, "An Adaptive Mfodel Following Control of
Industrial Manipulators", to appear in the 198.1 January issue of IEEE Trans. on
Aerospace and Electronics Systerns.

[3] Lee, C.S.G., "Robot Arm Kinematics, Dynamics. and Control," Computer, vol 15,
no 12, December 1982, pp 62-80.

[4] McClamroch, N.H., "Sampled Data Control of Flexible Structures Using Con-
stant Gain Velocity Feedback". to appear as CRI.I report, accepted for publica-
tion by AIAA J. Guidance, Control. Dynamics.

Architecture of Robot-Based Manufacturing Cells

[I T.N. \ludge and J.L. Turney "Unifying Robot Arm Control." Proceedings9 of the
1982 .4nnual .Meeting of the Industry Application, Society, October 1982. pp
1315-1321. Also to appear in IEEE Transaction.i on Industry Application.q.

Metaform Database Interface System

[1] Chen, David D., "Performance of Concurrency Control and Data Allocation in
Distributed Database Systems," Ph.D. Thesis. University of Michigan, CICE Pro-
gram, April 1983.

4.2. Under Review

Control of Mechanical Manipulators

[1] Gilbert, E.G. and I.J. Ha, "An Approach to Nonlinear Feedback Control with

Applications to Robotics," Submitted to IEEE Transactions on 5S.tems, ALa

and Cybernetic..

[2] Kim, Byung K. and Kang G. Shin. "Miinimum-Time Path Planning for Robot
Arms with Their Dynamics Included". submitted to IEEE Tran. . on System.
Alan, and Cybernetics.

[31 Lee. C.S.G. and M. Ziegler, "A Geometric Approach in Solving the Inverse
Kinematics of PUMA Robots,"
Submitted for publication to the IEEE Transactions on .4erosipace I',yinccrinq,
(First revision) for publication.
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[41 Lee, C.S.G. and M.J. Chung, "An Adaptive Control Strategy for Computer-
Based Manipulators," Submitted to the IEEE Transactions on .4utomatic Control
(first revision) for publication.

[5] Lee. C.S.G. and B.H. Lee, "Resolved Motion Adaptive Control for Mechanical
0 Manipulators," Submitted to the Transaction of ASME, Journal of Dynamical

Systems, Measurement, and Control for publication.

[6] Lee. C.S.G., B.H. Lee, and R. Nigam, "Development of the Generalized
d'Alembert Equations of Motion for Mechanical Manipulators,"
Submitted to the International Journal of Robotics Research for publication.

[7] McClamroch. N.H., "Vibration Control of Flexible Structures using Electro-
mechanical Transmission Type Actuators," to appear as CRIM report, submitted
to AIAA J.Guidance, Control, Dynamics.

[81 McClamroch, N.H., "Displacement Control of Flexible Structures using Elec-
trohydraulic Servo Actuators," to appear as CRIM report, submitted to ASME J.
Dynamic -Systems, Measurement, Control.

*-. [9] Shin, Kang G. and Neil D. McKay, "Minimum-Time Control of Robotic .Manipu-
lators with Geometric Path Constraints", submitted to IEEE Trans. on
Automatic Control,

- [10] Shin. Kang G., and Stuart B. Malin. "A Structured Franiework for the Control
2." of Industrial Manipulators." submitted to IEEE Trans. on System. .%an. and

Cybernetics.
[11] Shin. Kang G.. and Stuart B. Malin, "A Hierarchical System Structure for (Coor-

dinated Control of Industrial Manipulators," submitted to International Confer-
ence on Robotics.

[12] Shin, Kang G., and Neil D. McKay "Open-Loop Minimum-Time Control of
Mechanical Manipulators and Its Applications,' submitted to 198. ,.merican

"'p Control Conference.

[13] Kim, Byung K. and King G. Shin, "An Efficient Minimum-Time Robot Path
Planning Under Realistic Conditions," submitted to 198.1 Aierran ('ontrol
Conference.

Vision for Robots

[1] Deip, Edward J. and Paul Eichel "Motion Parameters Estimation: Decoupling the
Scale Change Parameter,: submitted to IEEE Trans. on ASSP.

[2] Delp, E.J. and H. Chu, "Edge Detection Using Contour Tracing." Submitted to
" IEEE Trans on PAMI.

Architecture of Robot-Based Manufacturing Cells

[1] Volz. R.A., T.N. Mudge and D. Gal "Using Ada as a Robot System Programming
Languages" Submitted to IEEE Transactions of System, 1fan, anid (ybernetics
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4.3. In Preparation

Control of Mechanical Manipulators

[±] Chung, MI.J., "Adaptive Control Strategies for Coinputer- Controlled %ianipula-
tors," Ph. D. Dissertation, the Computer, Information, and Control Engineering

Prgam, the University of %fichigan, Ann Arbor, August 1983.

[21 Howe, R.M., "Special Algorithms for Simulation of Lightly-Damped Structural
\todc%," To be submitted to Transactions of the Society for Computer Siiula-
lion.

[3] Kim, B3yung K. and Kang G. Shin. "Suboptimal Control of Industrial NManipula-
tors with a Weighted \Iinimum Time-Tiuel Criterion", lEE E Trani. on
A4utomnatic Control.

[11 Wliitesell, J1. and \I. Steigerwvald. "Automatic Generation of State and C.ostate
Equation for Optimization of MIchlanism Performance'

Vision for Robots

[1] \ludgC, T.N.. .J.L. Turney, andl R.A. Volz -Experiments in Occluded Parts
Recognition," Proceedings~ of the Society of Photo-optical Instrurnerltatiton
Engineers Cambridge Symposium on Optical and Electro-optical Engineering, To
be submitted to IEEE Pattern .4nalyjit and Alachine Recognition.

[21 Leith. E.N., GAV. Swanson and D. An-ell Fringe projection systems using grat-
ing imaging," (to be submitted to Appi. Opt.

13] Leith, E.N., D. Angell Ito be submitted to "An incoherent spatial matched filter
system for robotic vision," Appi. Opt. )

Improved Robot Programming

*[1] Wolter, J., R.A. Volz and A.C. Woo "On the Automatic Determination of Grip-
ping Positions" to be submitted to the IEEE Transactions in In dustrial Applica-
thone

12] Volz, R.A., A.W. Naylor, and R. Jungclas, "The Graphical Programming of
Robots," Technical Report Center for Robotics and Integrated \tanufacturing,

-' College of Engineering, University of MIichigan, October 1983.

Metaform Database Interface System

[11 Beard, D.V. and M.M. Mantei, "A Human Factors Benchmark of a Fornm Screen
Database Interface System," (to be submitted to Coinmtunic ation.,s of the AC(Al

(21 Beard, D.V. and T.J. Teorey, "A Practical Solution to the Dat.abase Form
Update Problem," (to be submitted to ACAI TODS 12/83).
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[31 Beard, D.V. and T.J. Teorey, "Automatically Generated Form Screen Interfaces
for Entray-Relationship Databases (to be submitted to AC.M-SIGMOD 1984
Conference 1/84).

[4] Hevia, E., and T.J. Teorey, "The Usage Dependency Model for Logical Database
Design," (to be submitted to ACM-TODS 10/83).

4.4. Conference Presentations

Control of Mechanical Manipulators

[1] Gilbert, E.G., and I.J. Ia, "An Approach to Nonlinear Feedback Control with
Applications to Robotics," Center for Robotics and Integrated Manufacturing
Technical Report RSD-TR-4-83, College of Engineering, University of Michigan
September 1983. Presented at 1983 Conference on Information Sciences and Sys-
tems, The Johns Hopkins University (pp 612-618 of Proceedings). To be
presented at the 1983 IEEE Conference on Decision and Control.

[2] Gilbert, E.G., "Conditions for Minimizing the Norm Sensitivity of Characteristic
Roots," Presented at 1983 Conference on Information Sciences and Systems, The
Johns Hopkins University (pp 641-047 of Proceedings). To be presented at the
1983 IEEE Conference on Decision and Control.

[31 Howe, R.M., "Special Considerations in Real Time Digital Simulation," Proc.
1983 Summer Simulation Conference Vancouver, Canada July 11-13, 1983 pp
66-71.

The analytical methods were presented at a NASA sponsored Advanced Study
Institute for Computer Aided Analysis and Optimization of Mechanical Systems
Dynamics on August 1 thru August 12, 1983.

[41 Johnson, D.W., "Efficient Computational Schemes for the Control and Simula-
tion of Robotic Mechanisms," Presented at 1983 Conference on Information Sci-
ence and Systems, The Johns Hopkins University (p 619 of Proceeding).

[51 Kim, Byung K. and Kang G. Shin, "Suboptimal Control of Industrial Manipula-
tors with a Weighted Minimum Time-Tuel Criterion", Proc. 22nd CDC (to
appear in December 1983).

[61 Lee, C.S.G. and M.J. Chung, "An Adaptive Control Strategy for Computer-
Based Manipulators," Proceedings of the 21st Conference on Decision and Con-
trot, Dec. 8-10 1982, Orlando, Florida, pp 95-100.

[7] Lee, C.S.G. and B.H. Lee, "Resolved Motion Adaptive Control for Mechanical
Manipulators," Proceedings of the third Yale Workshop on Application.s of :1dap-
tive Systems Theory, June 15-17, 1983, pp 190-196.

[8J Lee, C.S.G. and M. Ziegler, "A Geometric Approach in Solving the Inverse
Kinematics of PUMA Robots," Proceedings of the 13th International Sympo.ifiun
on Industrial Robots, April 17-19, 1083, Chicago, Illinois, pp 10-1 to 10-18.

[91 Lee, C.S.G., B.H. Lee, and R. Nigam, "Development of the Generalized
d'Alembert Equations of Motion for Mechanical Manipulators," Proceedingjs of
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the 22nd Conference on Decision and Control. Dec. 14-16 1983, San Antonio.
Texas.

[10] McClamroch, N.H., "Sampled Data Control of Large Space Structures Using
Constant Gain Output Feedback: A Negative View", presented at 21st Confer-
ence on Decisions and Control. Orlando, Fla. Dec. 1982.

[11] Shin, Kang G. and Neil D. McKay, ".Minimum-Time Control of Robotic %Manipu-
lators with Geometric Path Constraints", to appear in Proc. 22nd CDC (to
appear in December 1983).

[12] Shin, Kang G., Richard A. Voiz, and Vaclav Rajlich, "A Holistic Approach to the
Design and Analysis of Versatile Robot Languages", Proc. CO.,IPS..C'83 (to
appear in November 1983).

[13] Whitesell, J. "A Modified Costate Variable in Optimal Control of Mechanisms"
presented at the NATO-NSF Advanced Student Institute on "Computer Aided
Analysis and Optimization of Mechanical System Dynamics.

[14] Lee, C.S.G, "Adaptive Controller for Mechanical Manipulation" 151h
Southwestern Symposium on .System Theory" luntsville, Ala., April 1983.

[15] McClamroch, N.H., "Control of Structures using Electromechanical Actuators,"
Oakland, University, Rochester, MI, November 1082.

Integrated Solid-State Sensors for Closed-Loop Robot Control

[1] Park Y.E.. and K.D. Wise, "An MOS Switch-Capacitor Read Amplifier for Capa-
citive Pressure Sensors," Proc. IEEE Custom IC' Conf., pp. 380-38-t. May 1983.

[2] Wise, K.D., "Distribution of Intelligence in Integrated Sensing Systems" 2nd Jnt.
Conference on Solid-State Transducers" Delft, Netherlands, June 1983.

Vision for Robots

[1] Delp, E.J. and H. Chu, "Edge Detection Using Contour Tracing," Presented at
20th Allerton Conference on Computers, Communications, and Control. October
1982.

[2] Delp, E.J. and P.H. Eichel, "Estimating Motion Parameters from Local Measure-
ments of Normal Velocity Components," Presented at 10th Allcrton C'onfcrence
on Computers, Communication. and Control, Oct. 1982.

[3] Leith, E.N., "Incoherent optical processing methods," Presented at SPIE Syrmpo-
sium, Los Angeles, January 1983.

[4] Mudge, T.N. and T.S. Abdel-Rahman "Case Study of a Program for the Recogni-
tion of Occluded Parts," Proceedings of the 'nd Annual IEEE Cromputcr Society
Workshop on Computer Architecture for Pattern Analysis and Image Data Base
Management

[51 Mudge, T.N. and T.S. Abdel-Rahman "Efficiency of Feature Dependent Algo-
rithms for the Parallel Processing of Images," Proceedings of the International
Conference on Parallel Processing, August 1983, 369-373.
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Architecture of Robot-Based Manufacturing Cells

[I] Volz, R.A., T.N. Mudge and D. Atkins "flardware/Software Transparency in
Robotics Through Object Level Design" Proceedings of the Society of Photo-
optical Instrumentation Engineers Technical Symposium West. SPIE, Vol 360,
August, 1982., pp 216-223.

[21 Volz, R.A., T.N. Mudge and D. Gal "Using Ada as a Robot System Programming
Language", Proceedings of the 13th International Symposium on Robots and
Robot 7 Conference, Chicago, April 1983 pp 12-42--12-57.

(31 Turney, J., T.N. Mudge, R. Volz, and M. Diamond "Experiments in Occluded
Parts Recognition Using the Generalized Hough Transform," Conference on
Artificial Intelligence, Oakland University, Michigan April 1983.

[41 Voz, R.A., J. Wolter, and A.C. Woo, "Gripping Position for 3-D Objects,"
Industrial Applications Society Meeting, San Francisco, October 1982.

[5] Volz, R.A., "CAD Assisted Robot Programming and Ada" NATO Conference on
Robotics and Artificial Intelligence. Barga, Italy, June 26-July 8, 1983.

[61 Mudge, T.N., and J.L. Turney "Unifying Robot Arm Control," Proceedings of
the 1982 Annual Mfeeting of the Industry Applications Society, October 1982, pp
1315-1324. Also to appear in IEEE Transactions on Industry Applications.

Metaform Database Interface System

[I] Chiang, W.P. and T.J. Teorey, "A Method for Database Record Clustering,"
Pro. 3rd Int'l Conf. on Info. Systems, Ann Arbor, Michigan, Dec. 13-15, 1982. pp
57-73.

4.5. Technical Reports
(Topics not covered in technical paper or conference only listed)

Integrated Solid-State Sensors for Closed-Loop Robot Control

[11 Chalhoub, N. and A.G. Ulsoy "Dynamic Simulation of a Flexible Robot Arm and
Controller" Center for Robotics and Integrated Manufacturing Technical Report
RSD-TR-13-83, College of Engineering, University of Michigan, September 198:3.

(21 Gilbert, E.G., "An Approach to Nonlinear Feedback Control with Applications to
Robotics," Center for Robotics and Integrated Manufacturing Technical Report
RSD-TR--1-83, College of Engineering, University of Nfichigan, September 1983.
Presented at 1983 Conference on Information Sciences and Systems, The Johns
Hopkins University (pp 612-618 of Proceedings). To be presented at the 1983
IEEE Conference on Decision and Control.

131 Lee, C.S.G. and S. Nemazie, "Pattern Recognition Methods for Force Recognition
in Insertion Processes," Technical report, Center for Robotics and Integrated
Manufacturing, the University of Micb;gan. (in preparation)

S[4] McClamroch, N.H., "Sampled Data Control of Flexible Structures Using Con-
stant Gain Velocity Feedback", to appear as CRIM report, accepted for
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publication by AIAA J. Guidance, Control, Dynamics.

[51 McClamroch. N.H., "Vibration Control of Flexible Structures using Electro-
mechanical Transmission Type Actuators," to appear as CRIM report. submitted
to AIAA J.Guidance, Control, Dynamics.

[61 McClamroch, N.H., "Displacement Control or Flexible Structures using Flec-

trohydraulic Servo Actuators," to appear as CRIM report, submitted to A.M.XE J.

Dynamic Systems, Measurement, Control.

- _ Annual Report 101 August 1, 1982 - July 31, 1983 i



- .ww-z-:--.-.-.-.
.9 * 

.9 .. - - -.. --

'hi

p
* A

.4..

9..,'.

4.

a.

9%
'p.

F

'p.

4
'6

'p.

9~

4...

4.

*q

4

.4

4.

Annual Report 102 August 1, 1982 - July 31, 1983
Ii

4* t(S'

~ . - - ' 9 *
taK.~a2j2~.C.t.a *'' '~'~ V F ** * . - ** ** . . .. . , . . . . . . . -~ -. -~



5. Personnel

5.1. Faculty

There are many ways in which a faculty member or student may be supported
by a contract of this type. The names listed on the form DD1473 include only those
faculty who received direct salary support from the contract. However, in addition,
some faculty received support indirectly through support of their graduate or post
doctoral students. This section lists faculty who have either directly received support
for a portion of their salaries or received support for one or more of their graduate
students.

Professors

Daniel E. Atkins -- Electrical and Computer Engineering

Milton A. Chace -- Mechanical Engineering and Applied Mechanics

Gideon Frieder -- Computer and Communication Sciences

Elmer G. Gilbert -- Aerospace Engineering

Robert M. Howe -- Aerospace Engineering

Keki B. Irani -- Electrical and Computer Engineering

Yoram Korea -- Mechanical Engineering and Applied Mechanics

Emmett N. Leith -- Electrical and Computer Engineering

Arch W. Naylor -- Electrical and Computer Engineering

N. Harris McClamroch -- Aerospace Engineering

Richard A. Volz -- Electrical and Computer Engineering

Kensall D. Wise -- Electrical and Computer Engineering

Associate Professors

Ramesh Jain -- Electrical and Computer Engineering

Dev S. Kochhar -- Industrial and Operations Engineering

Trevor N. Mudge -- Electrical and Computer Engineering

Toby Teorey -- Electrical and Computer Engineering

Anthony C. Woo -- Industrial and Operations Engineering-
Assistant Professors
Edward J. Delp -- Electrical and Computer Engineering

C. S. George Lee -- Electrical and Computer Engineering

Kang G. Shin - Electrical and Computer Engineering

A. Galip Ulsoy -- Mechanical Engineering and Applied Mechanics

Joseph Whitesell -- Mechanical Engineering and Applied Mechanics

.e M.ohamed Zarrugh -- Mechanical Engineering and Applied Mechanics
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5.2. Students

The number of students who have received support during the first year of the
contract significantly exceeds the number of "standard" student appointments indi-
cated in the proposal. There are two primary reasons for this. First, and most impor-
tantly, we were able to leverage the student funding to increase the student involve-

ment. In number of cases we were able to obtain partial fellowship support for the
student from internal funds, thus reducing the cost per student and increasing the
number of students we could involve in the project. Similarly some students had par-
tial outside fellowship support and only needed supplementary support to be able to

participate in the project. The involvement of students w*tb fellowship support in the
project is deemed an acceptable activity since the work being performed is generally
part of the student's dissertation work. Secondly. through natural attrition, gradua-
tion, and staff changeover, some replacement of the students supported occurred dur-
ing the year. The students listed below, then, include all of the students who have
received support during the contract year.

T. S. Abdel-Rahman ECE' Ph.D. expected 198-1

Nirwan Ansari CICE 2 M.S. expected 1983

Dean Askounis IOE3 MS 1982

Dan Barash IOE Ph.D. expected 1981

David V. Beard CICE Ph.D. expected 1981

Nabil Chalhoub ME&AW4 Ph.D. expected 1984

11 Hyun Choi ECE Ph.D. expected 1984

Henry Chu CICE Ph.D. expected 198-1-85

Kukjin Chun ECE Ph.D. expected 1985

Myrung J. Chung CICE Ph. D. degree expected 1983.

Brian J. Dent ME&AM M.S. 1983.

Paul Eichel CICE Ph.D. expected 1985

Mark Epstein CICE MS expected 1984

Paul Firehammer CICE MS expected 108.

David Gal CCS S M.S. expected 1983

In-Joong Ha CICE Ph.D. expected 1984-5

Glenn Healey ECE B.S. expected 1984

H.P. Huang ECE Ph.D. expect 1985-86

Y-F Jeng Ph.D. ME&AM expected 1985

'Computer and Electrical Engineering

2Computer Information and Control Engineering

'Industrial Operations Engineering

'Mechanical Engineering and Applied Mechanics

'Computer and Communication Sciences
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5.4. Permanent Staff

Research Engineer

John Caldwell

Jerry Turney

Sy'stem's Programmer

Charles Lake

Technician

Rob Giles

A dminiatrative Ass8istant

Jerry L. Jackson

Secretarie8

Francis Bourdas
Virginia Folsom
Mary Ann Pruder%

* Sherine Respucci
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Charles Jerian CICE Ph.D. expected 1985
Richard Jungclas CICE Ph.D. expected 1985
Byung K. Kim Visiting- scholar
H-S Kim CICE Ph.D expected 1985
Jehkwan Lab ECE Ph.D. expected 1984
Bum. H. Lee, CICE Ph.D. expected 1984
M. Lee ocs Ph.D expected 1980
Stacey Leon ECE M.S. expected 1983
D. McCubbrev ECE M.S. expected 1983
Neil D. McI~ay ECE Ph.D. expected 198,1
Bernard Morgow itz Aerospace Engineering Ph.D expected 198-1-5.p.Neil Nathanson CCS M1.S. expected 19841
G. Quadah ECE Ph.D. expected 1983
-Mubarak Shah CICE Ph.D) expected 1985-80

Dong G. Shin CICE Ph.D. expected 198.1
S-Y Shin TOE Ph.D) expected 1985
M. Steierwald MOE&AM Ph.D. expected 1980)
Gary Swvanson Ph.D. Physics 198:3
Reiko Tanese B.S. expected 1983
H-N Tong ECE BS expected Igg.3
Shi-Chen Tsang TOE M.S. expected 1983
Jan Wolter CICE Ph.D. expected 1985
S. I. Yoo CICE Ph.D. expected 198.5-86

5.3. Degrees Awarded

Dean Askounis M.S. in IOE 1982
Henry Chu M.-S-in CICE 1983
M. J. Chung. Ph. D. in CICE 1-993
Paul Eichel M.S. in CICE 1983
Brian Dent M.S. in ME&AM/ 1983
Stacey Leon M".S. in ECE 1983

%Michael Steiger-,vald M .S. in ME&AMI 1983
Gary Swvanson Ph.D. Physics 1983
Jan Wolter M\.S. in CICE 1983
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6. Coupling Activities

An important aspect of a large viable program in manufacturing science is the
presence of strong coupling activities both within and without the-program. Four

categories of interaction are being pursued:

"" . interaction among people participating in the project

. interactions with other university scientific groups

* interactions with industry

* interactions with the Air Force

As significant effort was expended during the first year in developing facilities and
in project start up, less emphasis was placed on coupling activities than is planned for
subsequent years of the project. Interaction with the Air Force and other units receiv-
ing AFOSR support, in particular, will be emphasized. The following sections describe
the interactions which have taken place during the past year.

6.1. Intra Project Interactions

Interactions among faculty, staff and students participating the program have
occurred in several different forms: seminars, discussions and joint projects. A regular
weekly seminar program provided a means of keeping everyone generally aware of
other aspects of work on the project. Occasional speakers from other institutions pro-
vided a source of fresh viewpoints on important problems. This year the seminar pro-

gram is being expanded to include biweekly seminars by outstanding researchers from
around the country. Significant financial support is being provided jointly by the Col-
lege of Engineering and the Industrial Technology Institute.

Informal discussions take place on a continuing basis among a wide spectrum of

participants in the program. This is particularly true among the graduate students
and has led to cross fertilization of ideas. This form of interaction is expected to grow
during the next year, and possibly be formalized to include regular discussions on
topics of interest to subgroups within the project.

As described in section 3, one of the long term goals of CRIN! research is the
development of intelligent robot system which can function in flexible manufacturing
systems. To achieve this goal, these are several subgroups working on individual
aspects of the problem, as depicted in Figure 3.1. While the interaction among the
subgroups is far from being totally connected, there are a number of significaut
interactions. These are depicted in Figure 6.1. A detailed description of the nature of
these interactions is distributed throughout section 3 of the report, and summarized
briefly here. Interactions in the control, kinematics, dynamics and simulation areas
have been primarily at the discussion level. These discussions have been qluite impor-
tant, in framing some of the work performed, however, as there is a strong technical
coupling between the areas. The interactions between the control and sensor areas
has been at a higher level. To date, it has been primarily at a discus.ion level between
those who will use the sensors and those who are developing them. As the sensors
themselves become available (luring the next year of the project, the level of technical
interaction will increase.
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Figure 6.1 Technical interactions among research groups on the project.

The interactions among people in the vision, computer architecture, robot pro-
gramming and CAD areas are strong and moderately complex. As described in sec-
tions 3.3, 3.4 and 3.5, there are several subprojects which involve joint work among
individuals in these groups, and indeed there are some demonstration projects in pro-
gress which will merge some of these subprojects into more global working units. The
grip determination work, simple vision training, programming and architecture work
are being built into a working system. The graphic programming of robots work
depends upon CAD models of the robot and parts, and potentially can also use the
grip determination results. The work on occluded part recognition will be revised inthe future to use the superior edge detection techniques which have been developed by
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Prof. Deip and his students, and will be coupled with the architecture and program-
ming work through exploration of parallel structures for implementation. There are
regular technical discussion meetings between members of these groups (several dif-
ferent subsets of the people involved) occurring on a weekly basis. These interactions
will grow during subsequent work on the project as more of the technical results being
achieved are integrated into composite working systems.

6.2. University Interactions

Interactions with people from other universities have taken place at three levels,
seminars by others at the University of Michigan, seminars by Michigan people at
other universities and private technical discussions with people at other schools.

Outside Seminar Speakers

Among those presenting seminars at Michigan are:

& Professor Donald W. Sweeney, School of Mechanical Engineering, Purdue
University
"Optical Sensors in Robotics Systems"

e Professor Thorn J. Hodgson - Industrial & Systems Engineering, University of
Florida
"A Combined Approach to Pallet Loading Problems

9 Mr. Steve Shafer, Carneige Mellon
"Using Shadow in Finding Surface Orientations"

e Dr. Peter Bier, Technical University of Berlin
"An Approach Towards Integrated Design and Manufacturing Systems"

9 Professor Y.H. Luh, Purdue University
"Minimum Time Scheduling for Industrial Robots Along Cartesian Paths and
Joint Trajectories"

e Dr. Thomas S. Huang, Coordinate Science Lab
"3-D Motion Estimation from Image Sequences"

e Dr. Michael A. Melkanoff, Computer Sicence Department, University of Califor-
nia, Los Angles
"CAD/CAM at UCLA"

a Professor K.S. Fu, Electrical Engineering, Purdue University
"A Step Towards Unification of Syntatic and Statistical Pattern Recognition"

o Nam Suh from MIT,
"Manufacturing Science"

* John Tsotsos from University of Toronto
"Motion Understanding"

* Professor Azriel Rosenfeld, Computer Vision Lab, University of' \Iaryland
"Computer Vision"

* Anthony Reeves, Cornell University
"Massively Parallel Processor"
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Dr. Nils J. Nilsson Artificial Intelligence Center, SRI International, Menlo Park,
California
"Artificial Intelligence Research"

The outside seminar program is being expanded substantially this year. A copy of the
seminar schedule for the Fall term is attached in Appendix A.

Seminars at other Universities given by Michigan faculty

0 Northwestern University - C.S.G. Lee
"Adaptive Control for Robot Manipulators"

• University of Rhode Island - C.S.G. Lee
"Control and Force Feedback Control"

0 Sweden - R. Jain,
"Dynamic Scene Analysis"

0 University of Massachusetts - N.H. McClamroch
"Survey of Control Systems"

Private Technical Discussions with Outside Faculty

Numerous technical discussions have taken place with faculty and research stu-
dents at other universities during the past year. These are identified here briefly:

* D. E. Atkins met with R. Cannon and David Nitzen from Standford and SRI
at an AFOSR sponsored project review meeting.

0 R. A. Volz had discussions at a NATO Advanced Studies Institute with: R.
Nagel from Lehigh, L. Harmon from Case Western Reserve, E. Freund from

,- Germany (currently on sabatical at USC), J. Skrzypek from Northeastern, P.
Davey from Science and Engineering Research Council, Great Briain, M.

, Raibert from Carnegie Mellon, M. Gini, M. Donath from Minnesota.
a K. Shin and R. A. Volz participated in an NSF sponsored workshop on robot-

ics and Computer Science

6.3. Interactions with Industry
- .

Interactions with industry have taken place in three forms, seminars presented to
industry, private technical discussions, and acquisition of industrial funding for
expanded projects. The latter is not directly part of the AFOSR sponsored activity,
but is, nevertheless, positively influenced by the existence of AFOSR support and is
therefore listed for reference.

Seminars and Briefings for Industry

Two industrial Affiliates reviews were held during the year. Each was a one day
technical conference presenting recent research results to the affiliate members.

At,',,l
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Appendix B contains the current membership list in the Affiliates.

Major technical briefings were held at the University for the following firms:

General Motors IBM
Whirlpool United Technologies
Northern Telecom Semiconductor Research Corp.
Westinghouse Research General Electric
& Development Center Gould Laboratories
Weldon International Chrysler Corporation
Volvo of America TRW Inc.
Harris Corporation C.S. Draper Laboratory
Michigan Bell Sperry Vickers

0 A. Galip Ulsoy presented an invited seminar entitled "Machine Tool Adaptive
Control" at the Scientific Research Laboratory at Ford Motor Company during
August 1983.

Professor C.S.G. Lee gave the following tutorials on Robotics:

Summer Conference Course At Michigan (chairman and organizer)
August 1-5, 1983,
July 19,23, 1982

COMPSAC 82 in Chicago (chairman and organizer)
November 7. 1982

Orlando, Florida (chairman)
April 5. 1983

Berlin, West Germany (chairman)
April 11-13, 1983.

IEEE Computer Society, Distinguished Visitor Program

0 Professor R. A. Volz presented the following seminars during the past year

RIA Research Workshop "Manufacturing Cell Control and
for Users Washington, D.C. Model Drive Vision"

IBM - Kingston "Robotics Research at the University of lichigan"

IBM-Boca Raton "Robotics Research at the University of Michigan"

Intel "Robotics Research at the University of .Michigan"

AFOSR/DARPA "Robotics Research at the University or Michigan"

ISA Chapter Midland "Robotics Research at the University of Michigan"

Member of a panel on "Product Innovation: Robots and Automation," Product
Development and Management Assoc. EMU/UM-IST.
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Professor T. N. Mudge presented an invited talk to:
General Motors Research Labs, Warren, Michigan entitled "Parallel Pro-
cessing and VLSI"

0 Professor N.H. McClamroch made presentations to:
United Technologies Corporation entitled "Survey of control Systems"
and to
Sperry-Vickers, Troy, Michigan entitled "Identification and Adaptive
Control".

Seminars at Michigan by Industrial People

Dr. Chi-Haur Wu, Unimation, "Robot Control"

Dr. Michael A.Wesley, IBM "Geometric Modelling; the Link Between CAD and
CAM"

John Check, Raycon Corporation "Control Systems for Laser Applications in

Flexible Manufacturing Systems".

Dr. flisaaki Hiraharyashi (Hitachi, Ltd.) "Robotics Research At Hitachi".

Joseph Possinger, Bodo Dreisbach, Horst Becker and Reimer Hann Representa-
:' tives from Siemens Corporation, Munich, Germany, "Research Work at Sie-

mens

Private technical discussions with industry

R. Volz. E. Delp, K. Chen, G. Lee, K. Shin, R. Jain held repeated discussions
with KMS Fusion on the use of robots for space applications.

A. G. Ulsoy had discussions with researchers at Cincinnati Milacron related
structural flexibility problems in robots. He also visited Caterpillar Tractor
Company in E. Peoria, Illinois and discussed robotcs applications and adaptive
control with the manufacturing development engineering staff.

C.S.G Lee had discussions with Aerospace Corporation, General Motors Research
Labs, and Ford Motor Company

R.A. Volz met with Harris Corporation regarding computer requirements to sup-
port research activities.

R. Jain meets regularly with General Motors regarding machine vision.

New Industrial Contracts

During the past year, the following team of people have received recsearch support
from the indicated industries:

Profs. Stein and Ulsoy General Motors
Profs. Volz and Mudge General Motors
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Profs. Irani and Teorey General Motors

Profs. Volz, Papalambros, Ulsoy, Woo IBM

Profs. Delp and Jain IBM

Prof. Woo Corn puter-Aided
Manufacturing-International

Prof. Whitesell Evans and Sutherland
Computer Corporation

5.4. DoD Interaction

Interactions between project personnel and Air Force personnel have not been at
the level which would have been desired during the past year. It is hoped that this
interaction will increase significantly in the future. The following interactions have
taken place.

D. Atkins and R. Volz met with Gordon Mayer and Mickey Hitchcock from
Wright Patterson Air Force Base at the AFOSR sponsored review meeting.
Mickey Hitchcock attended the Industrial Affiliates Review in May of 1983.

Mickey Hitchcock attended a summer course in robotics at Michigan in August of
* 1983.

Private correspondence and meetings between M. Hitchcock and R. Volz have
taken place regarding the establishment of an in house robotics capability at
WPAFB.

Col. H. Winsor visited Michigan in August of 1983 for an informal project review.

G. Lee visited the David Taylor Naval Ship Research and Development Center,
Department of the Navy.

' R. Jain attended Navy Automated Manufacturing Research Workshop in Wash-

4,?

in gton.
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7. Distribution List

University and Research Institutes

Professor Robert Cannon Dr. David Whitney
Professor Thomas Binford Draper Laboratories
Computer Science Dept. 555 Technology Square
Stanford University Massachusetts Institute of Technology
Stanford, CA 94305 Cambridge, MA 02139

Professor Robert McGhee Dr. David Nitzen
Dept. of Electrical Engineering Director of Robotics Research
Ohio State University Stanford Research Institute
2015 Neil Avenue 333 Ravenswood Avenue
Columbus, OH 43210 Menlo Park, CA 94025

Professor Raj Reddy Dr. William Brown
Computer Science Dept. & Robotics ERIM
Carnegie Mellon Univesity P.O. Box 8618
Schenley Park Ann Arbor, MI 48107
Pittsburgh, PA 15213

Government
Professor Nam Suh
Professor Michael Brady Dr. James Albus
545 Technology Square Labs Room A127 Bldg 220
Massachusetts Institute of Technology National Bureau of Standards
Cambridge, MA 02139 Washington D.C. 20234

Professor Richard Paul Dr. George Brosseau
School of Electrical Engineering Room 1121
Purdue University NSF
\Vest Lafayette, IN 47907 Washington D.C. 20550

Professor Roger Nagel Mr. Norman Caplan
Lehigh University Deputy Division Director
Bethlehem, PA 18015 Division of Electrical, Computer &-

Systems Engineering
Professor Georges Saridis NSF
ECSE 1800 G. Street N.V.
Rensselaer Polytechnical Institute Washington D.C. 20550
Troy, NY 12181

Mr. Bernie Chern
Professor Delbert Tesar Division of Electrical, Computer &
Dept. of Mechanical Engineering System Engineering
University of Florida Room 1101
Gainsville, FL 32011 NSF

Washington D.C. 20550
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Captain Robert Delyser Mr. Stelio DeMark
DFEE ASEA
U.S. Air Force Academy Industrial Robot Division
Colorado 80840 16250 V. Glendale

New Berlin, WXI 531.51
Dr. James Gault
Electronics Division Mr. John DoddridgeDept. of the Army Dana Corporation
U.S. Army Research Office Technical Center
P.O. Box 12211 8000 Yankee Road
Research Triangle Park, NC 27709 Ottawa Lake, MI 49267

. Dr. Ernie Glauberson Mr. William Gauthier
Dept. of Navy DeVilbiss Company
Information Sciences Dept. Industrial Robot Operations
Office of Naval Research 837 Airport Boulevard
800 N. Quincy Ann Arbor, MI 48104
Arlington, VA 22217
D. AMr. R. Gary Diaz
Dr. Allen Rosenstein General Dynamics
AFOSR Land Systems Division
Dept. of the Air Force P.O. Box 1901
Air Force Office of Scientific Research Warren. NI 48090
Boiling Air Force Base
Washington D.C. 20332 Mr. William Little

General Electric
Dr. Vincent Russo P.O. Box 17500
Mr. Micky Hitchcock Orlando, FL 32860-7500
Wright Patterson Air Force Base
AFWAL/NLBE Mr. Steve Holland
Wright Patterson, OH 45433 General Motors

General Motors Research Laboratories
Mir. William M. Spurgeon Warren, MI 48090
Program Director
Production Research Mr. Donald A. McMillan
Division of Mechanical Engineering & Helfrecht Machine Company
Applied Mechanics 414 S. Hamilton Street ....
NSF Saginaw, MI 48605
1800 G. Street N.XV.
Washington D.C. 20550 Mr. Pete Matheson -4

Intel CorporationIndustry 26500 Horthwestern Highway
Southfield, MI 48075

Mr. Mike Gedcon
Army Tank Automotive Command Mr. J.L. Escover
DRSTA-ZCS Lockheed
Warren, MI 18090 Missiles and Space Company, Inc.

P.O. Box 1700
Austin, TX 78760
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Mr. Richard Barron
Northern Telecom Inc.
P.O. Box 1222
Minneapolis, MN 55440

Mr. Dwight Carlson
Perceptron
23920 Freeway Park Drive
Farmington Hills, MI 48024

I-fMr. Clifford T. Anglewicz
Volvo of America Corporation

-,.-Volvo Automated Systems Division

40712 Brentwood Drive
Sterling Heights, MI 48078

Dr. Gale Cutler

Whirlpool
Monte Road
Benton Harbor, MI 49022

Dr. James MacDonald
IBM
1798 NW 10th Street
Boca Raton., FL 334132

Dr. Michael Wesley
IBM
T.J. Watson Research Center
P.O. Box 218
Yorktown Heights, NY 10598

Mr. William Hollenback
IBM
Neighborhood Rd.
Kingston, NY 12401

Mr. James Lowrie
Advanced Automation
Technology Section
Martin Marietta Aerospace
P.O. Box 179
Denver, CO 80209

_ %, l oneywell, Inc.
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APPENDIX A

INDUSTRIAL TECHNOLOGY INSTITUTE
AND

C.CENTER FOR ROBOTICS AND INTEGRATED MANUFACTURING

SEMINAR SERIES

Chrysler Center Auditorium
2121 Bonisteel Blvd, Ann Arbor, MI

3:30 p.m.

September 29 John E. Hopcroft

Department of Computer Science
Cornell University

Mathematical Problems Arising in Robotics

October 6 Russell Taylor

Manager, Robot Systems & Technology
Automation Research Department
IBM Thomas J. Watson Research Center

Automation Research at IBM

*October 20 David Alan Bourne

Research Scientist
The Robotics Institute
Carnegie-Mellon University

Computational View of Flexible Manufacturing
Systems

November 3 K.K. Wang

Professor of Mechanical and Aerospace
Engineering

Cornell University

Computer Aided Injection Molding System

A-1
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November 17 *John G. Bollinger

Dean, College of Engineering
University of Wisconsin-Madison

Automated CAD Programming of Commercial
Robots

December 1 Shimon Y. Nof

Associate Professor of Industrial Engineering
and Editor of forthcoming Handbook of
Industrial Robots (published by John Wiley
& Sons)

New Tools for Planning Robotic Assembly
Systems

December 15 Leon D. Harmon

Professor of Biomedical Engineering
Case Western Reserve

Touch Sensing for Robots
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APPENDIX B

ROBOTICS INDUSTRIAL AFFILIATES MEMBERS

Army Tank Automotive Command
DRSTA-ZCS
Warren, Michigan 48090
Company Contact:

Mr. Mike Gedeon
Telephone: (313) 574-5090

ASEA
Industrial Robot Division
16250 W. Glendale
New Berlin, Wisconsin 53151
Company Contact:

Stelio DeMark
General Manager
Telephone: (414)785-3400

-S

* SDana Corporation
Technical Center
8000 Yankee Road
Ottawa Lake, Michigan 49267
Company Contact:

John Doddridge
Director or Technical Services
Telephone: (313) 856-5111

.- DeVilbiss Company
Industrial Robot Operations

- 837 Airport Boulevard
*- Ann Arbor, Michigan 48104

Company Contact:
Mr. William Gauthier

Y - Director
Telephone: (313) 668-6765

General Dynamics
Land Systems Division
P.O. Box 1901
Warren, Michigan -18090
Company Contact:

R. Gary Diaz
Division Manager
Telephone: (313) 362-0211, ext. 8096
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General Electric
P.O. Box 17500
Orlando, Florida 3286,0-7500
Company Contact:

Ir. William Little
Telephone: (305) 889-1200

General Motors
General Motors Research Laboratories
Warren, Michigan 48090
Company Contact:

Steven W. Holland
Asst. Head

-Computer Science Department
Telephone: (313)

Helfrecht Machine Company
414 So. Hamilton Street
Saginaw, Michigan 48605
Company Contact:

Donald A. McMillan, Sr.
President
Telephone: (616) 941-4200

Intel
26500 Northwestern Hwy.
Southfield, Michigan 48075
Company Contact:

Pete Matheson
Telephone: (313) 353-090

Lockheed
, - Missiles and Space Company, Inc.

212.1 East St. Elmo Street
Austin, Texas 7874.1

* .4 Mail to: P.O. Box 1700
Austin, Texas 78760
Company Contact:

J. L. Escover
Manufacturing Engineering Manager
Telephone: (512) 448-5555

Lockheed
Missiles and Space Company. Tnc.
Dept. 61-01
Bldg. 577 North
1111 Lockheed Way
Sunnyvale. California 94088

,r . Company Contact:
Mr. S. C. DeBrock
(University Liason)
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Northern Telecom Inc.
P.O. Box 1222
Minneapolis, Minnesota 55440
Company Contact:

Richard C. Barron
Director, Manufacturing
Telephone: (612) 932-8000

Perceptron
23920 Freeway Park Drive
Farmington Hills, Michigan 48024
Company Contact:

Mr. Dwight Carlson
President

Telephone: (313) 478-7710

Volvo of America Corporation
Volvo Automated Systems Division

S40712 Brentwood Drive
Sterling Heights, Michigan 48078
Company Contact:

Mr. Clifford T. Anglewicz
General Manager
Telephone: (313) 978-02,34

Whirlpool

The Elisah Gray II
Research and Engineering Center
Monte Road
Benton Harbor. Michigan 49022
Company Contact:

Dr. Gale Cutler
Redmond Sage
Gerald Eisenbrandt
J.W. Adams

'C/

'9'

4'

B-3

%
'C, *** q

, : '--.. - .: . r , . c'-" '" . . o" . ." " # - . .: . ' " b" " " ''''" a" -. " '-...'C C..'' "...." " ","



4.4

If X
7 I '1 -

el

4 r
I, ~V' ~i

F,4' 46, .4 -


