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FGIEWORD

As noted in the introduction (Section 1), the purpose of the report is to
lay a foundation for the design of low-cost training systems through an
. analysis of skill performance. The foundation is based on implications for
training of the processing of information as viewed in modern learning theory.
uch of the study is tutorial; however, the analyses are invaluable for
building a data base of behavioral information from which principles for
guidance in equipment design and us: may be derived. The analyses contribute
to this goal by providing extensive and insightful information to show how and
why modern learning theory should replace the oudated learning theory that
sti1l guides skill training in most respects.

Because much of the treatment is theoretical, there is a need to relate
it to basic applied concepts. Section II, Basic Behavioral Concepts, provides
empirical conceptual tools for this purpose. The emphasis is descriptive
rather than theoretical, and the concepts identified are inferences from
observable aspects of behavior. For instance, in the subsection “Primitive"
Concepts, the need to analyze the roles of feedback is discussed. Questions
concerning the value of platform motion in T1ight simulators are used to
11lustrate the complexities of feedback in training. In the subsection
Higher-Order Concepts, such matters as cue development, transfer of training,
and interference are covered. These factors are represented as being
fundamental to the develnpment of transferable skills and ar emphasized as
the critical factors in the successful use of training devices. (This
material sets the stage for further discussions of transfer of training in
Section V.) Two additional concepts discussed at the end of Section II, skill
robustness and hierarchical organization, provide bases for ‘urther
understanding of skill mastery, task integration, and instructional conditions
required for optimal transfer of learning.

Sections II1 and IV consider the dimensions of cognitive and motor skills
that are amenable to training. The material becomes more theoretical in these
sections but is interspersed with many practical rules which arise from
theory. In Section III, Analysis of %ggnitive Skills, the author stresses the
need for cognitive task analysis so that tralning can be based on more than

. grossly generalized training principles which provide 1ittle guidance for
particular training practices. Section 1V, Analysis of Motor Skills,
emphasizes aspects of motor performance such as %ﬁe temporal characteristics
of movements that must be accounted for if transfer is to be successful.
Impiications for low fidelity devices are {llustrated. For example,
functional characteristics of training devices should not foster rhythmic
patterns of motor actions that are different from those necessary in
operational equipment. In the subsection on organization of motor skills,
three examples are presented which illustrate the feasibility of a systematic
methodology for observing and quantifying skill integration.

Section V, Manifestation of Transfer in Training, presents empirical
indicators of the nature and amount of transfer of device training to
operational equipment and situations. It also {llustrates how the indicators
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can reflect processes and effects of training in terms of the analyses in
Sections III and IV. Four empirical indicators are described as parameters of
performanc? cu:ves that can be r?adily quantified. These parameters are
beginning level, asymptotic level, rate of learning, and an inflection point
which 1s a derivative of Tearning rate. "IncTuded is a discussion of the
significance of each parameter for studies of transfer in applied settings.
Measures of the four parameters require the fitting of curves to learning and
transfer data. Examples are taken from actual field studies. They illustrate
how we may miss the significance of data because data points alone may produce
a misleading picture. As pointed out by Dr. Spears, the pattern of data

.shoun]by curve fitting may well say more than the data points per se can ' |
.reveal,

A

il 2 T

The last section (VI) concludes that a training technology based on human
performance can be derived for existing knowledge. Three research topics are
discussed that illustrate individual research questions and programmatic

by efforts related to the role of the earlier analyses in applied training.

o

;g As stated, the primary purpose of the report was to provide a foundation

¥ for the design of low-cost training devices. However, the extensive analyses

Ii' of skill performance necessary for achieving this goal also provides a

3 foundation for training design in general. Although largely theoretical in !
o development, the focus is nevertheless on aspects of modern learning theory ;
:5 that can be utilized directly when planning training, and without having to |
% follow a theoretical system as such, i
v

The report can best be used in its present form by personnel who are
familiar with the process of translating behavioral information into training
design specifications. This translation process would be facilitated through
development of a method for performing learning analyses as described in the
- report, Development of this method would be high priority for further
research efforts. A second research priority is to develop an efficient
method for using the learning analyses to specify the design of instructional
features that should be included in a particular training system.

A Bt

ARTHUR S. BLAIWES
Sclientific Officer
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PREFACE

Fad

This report documents a study of training considerations underlying the
design and effective use of part-task and low-fidelity training devices. The
study was conducted under Naval Training Equipment Center Contract No.
N61339-78-C-0113. Mr. William B. Boney served as the initial technica}
monitor for the contract. Or. Arthur S. Blaiwes was the initiator and
technical monitor of the study described in this report. Dr. Paul W. Caro
was the Project Director for Seville.

The author is grateful for the support provided by Dr. Caro during the
preparation of the report and for his insightful suggestions regarding its
presentation. Thanks are also due for helpful comments by Mr. Joseph A.

Puig of NAVTRAEQUIPCEN, Dr. Donald P. Foshee of Valdosta State College and
Dr. James G. Greeno of the University of Pittsburg. Dr. Foshee and Mr.
Puig reviewed al) sections of the report, and Dr. Greeno's special
contribution was for the section on analysis of cognitive skills. The
expression of gratitude is not to suggest, however, that the reviewers endorse
all statements in the report.
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SECTION I
INTRODUCTION AND APPROACH

The purpose of this report is to identify dimensfons of skill performance
in terms of mudern learning and behavior theory. In doing so, it completes
the first step of efforts to develop rationales for the design and use of
part-task and low-fidelity training devices. The report is long because there
fs so much known now about skill performance that needs to be brought to the
fore, knowledge that somehow has not been incorporated into formal treatments
of skill learning fn applied contexts. Thus 1t is necessary to delineate fac-
tors affecting, and the processes involved in, behavior that are considered
only intuitively, if at all, by those who design training programs and related
equipment. While the report does not do full justice to details of the pro-
cesses involved, 1t seeks to identify those of critical importance which are
81so amenable to training.

Ski1l trafning in military contexts has not progressed significantly
beyond the insightful, but seriously inadequate, formulations of Edward Lee
Thorndike in the first third of thfs century. Thorndike built on concepts of
learning that, in philosophical treatments, date back to ancient Greece and
intuitively, probably back to primitive man prior to associaticnists such as
Aristotle. What Thorndike--among many others--did was to express these age-
old insfghts in terms of empirical relations. This was no mean achievement.
One might even compare it to Galileo's empirical reduction of Aristotle's
erroneous belief that heavy objects fall faster than light objects to a simple
matter of momentum. A heavy falling object hits harder than & 1ight one does
not because it falls faster, but because the impact is the effect of its
velocity, whatever it might be, multiplied by its mass.

Isaac Newton formulated Galileo's observations, and numerous others
including his own, into three comprehensive laws. Thorndike, humbly and with
no pretense of being psychology's Newton, proposed taws of learning. The law
of frequency or practice stated simply that other things being equal, connec-
tions between stimul{ and responses will increase in streangth according tc the
number of times stimuli and responses occur together., A second law, the law
of effect, stated that the connections will be strengthened 1f they are
followed by a desirable result, or weakened if the outcome 1s undesirable.
Later this law was glialified with respect to undesirable outcomes. t was
also expanded to the law of spread of effect in order to accommodate gradients
of desirable and undesirable outcomes.

As with Newton's laws of motion, Thorndike's simple statements of the
relations involved seem vacuous upon assertion. Compare to Thorndike's law of
practice Newton's first law, "the motion of an object will remain constant 1n
velocfty unless acted upon by an outside force." The trouble was that
Thorndike's laws had nowhere near the deductive potential of Newton's, even
though Thorndike's are frequently applied as {f they were comprehensive. In
fact, the most 1important, and complicated, aspect of learning and
performance--meaning--was eventually subsumed by Thorndike under the super-
ficial principle of "belongingness." Two things, 1ike sait and pepper, are
associated because they belong together.

.......
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Training as governed by Thorndikian conceptions has involved simply
trainees' practicing a task with appropriate guidance, and observing the
effects of their actions (feedback or knowledge of results). Intuitively we
have attempted to account for belongingness by making practice “meaningful”
because numerous experiments on learning and retention have shown that meaning
enhances both. Brt what 1s meaning? How aoes it come about? What js f{ts
structure? Why and how does it eahance learning, retention, and performance?
How can it be developed or provided? Are there many types and levels of
meaning? Does 1t make a difference which types and levels are provided or
developed during training? What should be known about individual trainees in
order to optimize meaning?

The answers to these questions reveal the compiexity of behavior that
asven laymen know must exist. But only during the last twenty years or so have
answers beer. developed scientifically and systematically. These developments
have not yet had an appreciable impact on milftary training. We still go at
meaning Yike a layman--intuitively. The absence of modern thinking is espe-
cialiy noticeable in the design of training equipnent and {instructional
programs for {ts use. Th. present study reviews the modern science of behav-
for and lea=ning, and identifies factors and processes fintuition cannot lead
to, but upon which systematic training conceptions can be based.

The remaining parts of this sectfon of the report discuss the background
for the study and present a formal statement of purpose. Then a sumnary of
the apprnach indicates the contents and organization of the remaining sections
of the report.

BACKGROUND

Military training is an expensive endeavor. An area where the expense
has grown especially rapidly in recent year< {s the <(raining of operator
skills. The complexity of moderr military equipment increasingly demands of
nperatoys A comparable complexity in ski)1 knowledge as well as a high degree
of precisfon in skil)l performance. Military readiness requires that these
demands be met. Budgetary constraints require that the training of onperators
be as cost effective as po:sible.

Cost effectiveness can often be improved through use of relatively inex-
pensive training equipment to substituve for operational equipment during at
Yeast some phases of training. Also, simplifying training settings relative
to the conditions surrounding operational performance often leads to signi-
ficant cost reductfons. Simulators have proved valuable 1n both of these
respects. Those in use are generally less costly to procure than actual
equipment, and even less costly to operate during training. They permit the
simplification of training settings in that a classroom or teaching laboratory
substitutes for an often unwieldly operational environment. There is also the
advantage that simulators can be designed specifically for training. Actual
equipment 1s necessarily designed for operational use, and hence usually lacks
features and functional capabilities needed to capitalize on principles of
training technology. Furthernore, skillc can be taught safely with simulators
that would invcive danger to the student (or equipment) {if actual equipment
were used.

LRI . IR . e e e s
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Even so, the comnlexity of much modern military equipment often requires
considerable engineering and hardware costs even for devices to simulate the
actual equipment. Therefore, a valid approach to reducing the costs of
training devices and their use could lead to savings over and above those
accruing from past substitutions of simulators for operational equipment.

Two cost-saving approaches that have been tried in the past several years
are (1) the use of part-task trainers instead of full simulation trainers for
portions of training; and (2) the reduction of fidelity of training devices to
the physical characteristics of actual equipment. Both approaches have shown
considerable promise. However, judging from current literature on training,
both approaches lack a definitive guiding rationale for their conception,
des.gn, and use. Part-task and low-fidelity training devices are typically
designed on an ad hoc, sometimes speculative, basis. The insights and anal-
yses that guide the designs are not formulated sufficiently to guide the con-
ception of such devices on a general basis. Furthermore, lacking formulation
the 1nsights and analyses cannot 1dentify i{ssues of uncertainty (or of
outright error) in device conception, design, and use that can be resolved
only through research. Instead, a given device is evaluated in use, and
accepted, modified, or rejected according to the outcome. Whfile those respon-
sible for the evaluations often report insightful analyses of what is effec-
tive and ineffective 1n devices and their use, these araiyses, too, are ad hoc
in that they apply primarily to the particular devices studied. As a result,
11ttle progress has been made toward a general formulation of rationales for
part-task and low-fidelity treiners. There 1s even less progress toward
jdentifying research issues which, once resolved, could remove uncertainties
regarding such equipment on a general basis.

STATEMENT OF PURPOSE

As stated, there i< & need to develop rationales for the conception,
design, and use of part-task and low-fidelity training devices. 1t is also
important to identify gaps in our knowledye regarding skill training that,
once removed through subsequent research, would ensure effective and efficient
use of devices of these sorts. To accomplish these goals, it will be
necessary to reformulate training {issues in terms of modern conceptions of
learning. Reformulation is dictated by the fact that the training of complex
skills {s aTmost universally conceived within a Thorndikian framework. There
s 1little emphasis on information processing, the locus of all skill
performance.

Tks firs: step toward achieving these goals, which is documented in this
reyorv, f{dentified the 1learning and other behavioral concepts needed to
atslyze training {ssues of concern, and developed analyses on which the
reformulation can be based. Future efforts will be required to derive
rationales for low-cost training devices and identify research issues that
should be clarified.

APPROACH
The discussion that follows describes the approach employed during the

first step for 1dentifying learning and behavioral 1issues of concern, and for
analyses ¢f cognitive and motor skills.
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ORIENTATION. Tne orientation of the approach follows the reasoning of Caro,
Shelnutt, and Spears (1981) and Prophet, Shelnutt, and Spears (1981) with
regard to the need for learning analyses to guide the design of training and
training equipment. A contrast of learning analyses with task analyses, and
with the Interservice Procedurcs for Instructional Systens Development (U.S.
Navy, 1975). commonly referred to as ISD, wil) clarify what is involved in
learning analyses. Task analyses focus on objective characteristics of what
is done and accomplished during skill performance: the objective events that
"cue" the inftiation of an action, a description of what is to be done {task
elements) in terms of objectives to be accomplished, and criteria for success-
ful completion of an action. Buflding on task analyses, ISD prescribes ways
to relate the various tasks and conditions for performmance to instruction and
instructional equipment.

In contrast, learning analyses begin with what {is later described as cognitive
task analyses. The intent s to identify the content and organizaégon of
ski1l knowledge, and to track the processing of information during skfll per-
formance. As will be clearly evident in Sections 111 and IV, the cognitive
representations of skills and thefr performance introduce considerations for
teaching discriminations and generalizations, and for avoiding or exploiting
interference, that cannot even be anticipated in usual task and ISD analyses.
Hence, building on cognitive task analyses, learning analyses relate training
procedures to the locus of skill competence, the processing of information by
the performer.

Sy e S S, % T U AR AN C LU .S L LSS AR e S S —

The complexity of information processing, of the mediational components and
their roles, is precisely what 1s {ignored fn most formal analyses of the
training of complex skills. It 1s not much of an exaggeration to say that
ski1l performance 1is viewed only in terms of the objective descriptions
obtained through task analyses. In describing what is to be done and wuen,
task performance itself i{s supposedly described. “"What is done and when"
identifies the goal of skiil training, not the process of skill performance,
and even less the process of skill acquisition. A computer can be programmed
to provide a set of printouts following specific inputs. But the printouts
and inputs are not the program-~-the process--whereby the desired results are
obtained. Neither do printouts and inputs explafn how to program the com-
puter, how to “train” it to perform as desired. Pushing the analogy one step
further, "debugging” 1inadequate skill performance, Yike debugging a computer

program, requires an understanding v the process whereby end performance
obtains.
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Analyses of the process of skill performance and acquisition require concep-
tual tools. For training purposes, the tools should be wel) yrounded empiri-
cally, and they should provide "handles" for grasping issues and guidance for
their resolution. Further, from empirical and theoretical analyses, the con-
ceptual tools should represent component; of, or at least contribute to, the
schematic reconstruction of the process of skill performance.
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It 1s doubtful that enough is known at present to support & comprehensive ‘
reconstruction (model) of complex skills. At any rate, no one has yet come up
with one. Nevertheless, there are some excellent tentative models of cogni-
tive behavior. Also, quite a bit is known about basic behavioral processes
that play significant roles in all skill performance, and in a number of
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instanczs the knowledge encompasses at least the broad nature of the roles.
With the safeguard of staying close to empirical data, {t should be possible
to attain a level of integration of this knowledge that will be valid for
present purposes, f.e., developing rationales for the conception, design, and
use of part-task and low-fidelity tra‘ning devices. However, there are
serious gaps fn the empirical support needed for many integrations. Until
these gaps ure closed, it will be necessary to resort to hypothesis and theory
somewhat more often than might be desired.

In this connection, the efforts leading to this report have concentrated on
laboratory and related theoretical research. Studies of these types are most
1ikely to {dentify relevant analytic concepts and their implications for skill
training in general. The intent is to establish a conceptual framework, based
on fundamental {ssues in skill performance, that could help structure analyses
of training for particular applied skills. As a result, little of the litera-
ture cited fn this report concerned applied studies of training. Such studies
will, of course, be a concern when deriving principles to guide equipment
design and use.

METHOD. The method employed in the conduct of the efforts leading to this
report can best be described through discussions of the tasks that were
completed and their {interrelations. In this regard, all subsequent sections
of this report address method as they fulfill the several tasks. An overview
of the tasks follows:

ldentification of basic behavioral concepts. This task was the selection
and fustitication of the conceptual "tools” referred to earlier. The concepts
are defined in Sectfon 11, and their value as analytic and descriptive tools
fs 11lustrated.

Analysis of cognitive skills., The analysis of cognitive skills, pre-
sented 1n Section , ldentifies dimensions of performance that are primarily
cognitive in nature. The analysis {is 1in general enough terms to cover a
varfety of tasks representing a wide range of military job specialties.
“General”™ does not mean “vague,” however. The thrust is to {dentify and
explain dimensfons of task performance that apply to all skills, and in a
manner that can focus the analysis of any particular skill. Emphasis is on
the roles of the basic behavioral processes that, logically, must be accounted
for. With our present empirical kncwledge regarding the basfc processes, the
kinds and levels of information to be sought in examining individual skills
can be {dentified.

Analysfs of motor skills. Sectfon 1V extends the analysis in Sectfon 111
to motor performance. DBecause cognitive processes permeate motor skills,
material in Section 11l 1s pertinent. In addition, special issues related to
perception, coordinated movements, etc. are considered.

Analysis of manifestations of transfer. Transfer as a basic descriptive
concept 1s scussed at leng n Section I1. However, that treatment does
not go beyond traditional conceptions of the phenomenon as a product of
training. As will be seen, transfer as a process permeates all cognitive and
motor behavior, including the learning thereof. For that reason, empirical

manfifestations of transfer are indications of the kinds of processes that were
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involved during skill acquisition. Accordingly, Section V examines quanti-
tative manifestations of transfer in published training data, and {llustrates
the kinds of i{nterpretations that can be made, depending on the measures
obtained.

Summarization of value of analyses for training and training research.
The fntent Tn this task, discussed In Section VI, 1s % assess the analyses in
Sections I11-v for training purposes, and to point to significant questions
that should be resolved through research. Examples of training implications
appear throughout Sections 11-Y, so the assessment of the training potential
of the analyses s general in nature. Three research efforts are discussed.
These efforts are 1llustrative unly, but each has profound implications for
device training in general.

These five sections present the results of the present effort. The analyses
of skiils appearing in Sectfons III and IV identify performance variables
whose development and integration comprise the goals of skill training. The
empirically based conceptual tools presented in Section II, and elaborated in
later sections, can provide for the manipulation of information processing
during training. Section V explains how results of training can be evaluated
empirically. The 1llustrative research topics discussed briefly in Section V1
adopt a strategy for answering questions that can benefit the design of
training programs and procedures for a wide variety of tasks.
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SECTION 11
BASIC BEHAVIORAL CONCEPTS

Modern cognitive psychology 1s rich in conceptions but lacking in an
operational language that can guide manipulations of training conditions. In
fact, only very recently has learning as opposed to performance of skills been
addressed to any great extent. The purpose of this section is to present and
11ustrate concepts that comprise a set of operational tools for guiding the
design of training conditions. Th~ concepts all refer to aspects of infor-
matfon processing, and all til1 mediational roles. As treated in this sec-
tion, the concepts are descriptive and empirical in nature. That is, the
phenomena they identify are immediate inferences from observable aspects of
behavior.

It {s necessary to emphasize at this stage the descriptive nature and
empirical manifestations of these concepts so as to avoid unnecessary
entanglements with theoretical conceptions. Theory will be needed later. But
first, 1t is well to fdentify behavioral phenomena that theory must build upon
and/or explain. Also, 1t 1s 11kely in many {nstances that, given a wise
chofce of basic empirical concepts, fruitful analyses of training f{ssues
(structure of skills, training design, etc.) need focus only on these observ-
able characteristics and not resort to theory. This is not to say that
theories are of no value. A valid theory with an operational language is the
most practical intellectual device known. Rather, at the present stage of
theory development in learning, especially in psychomotor areas, theories are
severely 1imited both in general validity and in operational language.

There s a crude ordering of the basic concepts discussed below. Some,
such as discrimination, generalfization, feedback, and set are more or less
"primitive” concepts behaviorally. That s, they cannot be reduced to more
fundamenta) concepts without going into physiology. Other concepts such as
cue development, learning set, transfer, and interference, which as separate
phenomena are immediately {inferable from behavior, can be conceived in terms
of the more primitive concepts. “Transfer,” for example, denotes generalfzed
discriminations, regardiess of how the discriminations are processed or the
mechanisms of generalization.

In addition, two concepts, skil) “robustness” and hierarchical organiza-
tion, are discussed at the end of this section. These are not learning con-
cepts 1n the way those mentioned earlfer are. However, they do denote aspects
of behavior and underlying processes whose empirical characteristics need
careful examination. In the case of 3kill1 robustness, this phenomenon is
basic to the transfer of device training to operational equipment; and though
it is redundant in relation to other concepts discussed, it sometimes helps
focus attention on certain skil1l characteristics more clearly and conveniently
than other concepts do. The reason for including hierarchical organfzation in
this section is to provide & basis for an empirical meaning of the concept.
Usage of the term 1s often vague, with no clear grounds for identifying
empirically the essential hierarchical characteristics specified by users of
the temm.
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The usage herein of the various terms, as implied by the definitions pro-
vided, is largely consistent with traditional wusage 1in tne psychology of
learning. In a few {instances, however, definitions are couched so as to
emphasize characteristics of special concern that may not have been of par-
ticular interest to other users of the terms (e.g., defining hierarchical
organization 1n temms of functional relations rather than levels).
Furthermore, all terms are not neutral theoretically. For example, Gestait
esycholog1sts would probably prefer "differentiation” to "discrimination,” and

transposition” to “generalization" and “transfer.” Admittedly, the writer's
behavioristic and functional background led to a choice of terms common to
these approaches tou learning. Nevertheless, for the purposes of this secticn,
a1l concepts discussed should “e considered descriptive in the sense they
refer to phenomena recognized by all theorists. To the extent it is necessary
later to go beyond description, the emphasis will still be on empirical rather
than theoretical analyses to the extent data are adequate for the purpose.

"PRIMITIVE" CONCEPTS

DISCRIMINATION. Discrimination and the next concept discussed, generaliza-
tion, are the two most basic concepts in behavior. One would always respond
the same way, or else in a truly random manner, if he could not tell the
difference between one situation and another, and between one possible
response and another. “Discrimination" denotes telTing the difference in both
{nstances. (“Generalization" refers to the fact that discriminations are
repeatable as situations vary, and that they are not one-time occurrences.)
Discriminations are essential components of all skills, and the development of
proper cue and response discriminations is a requirement for successful skill
traintng. In fact, as apparent in later cections, formulation of all the fac-
tors internal and external to the performer that govern these processes would
be a comprehensive theory of skill performance.

Except for a current emphasis on attention and signal detection in cognitive
psychology, basic discriminative processes per se have not been the object of
study or of theorizing except for classical work on the origins and founda-
tions of behavior. Perhaps the reason 1s that 1in the laboratory where
theorfes are usually developed, most discriminations required in studies of
complex behavior have already been thoroughly mastered (telling one word or
nonsense syllable from another in verbal learning; the host of prior visual-
motor discriminations required even to qualify as a subject for a tracking
task). Furthermore, studies have focused on simple tasks in which the addi-
tional discriminations to be learned are also simple and clearly evident {(word
anticipation 1in serial verbal learning), or 1lumped together in a single
measure (time on target in a tracking task). In addition, studies of complex
skills, conducted mostly in applied settings, have largely ignored the devel-
opment and refinement of the basic discriminations involved. riteria for
performance usually, and quite properly, have been indications of unly grosser
aspects of overall performance which are of practical interest.

The posftion taken here is that of Caro, Shelnutt, and Spears (1981): the
camplexities of military task requirements in constantly changing conditions,
the precision of ski11 performance that must be maintained regardless of con-
ditions, and the use of training devices with varying characteristics, all
require a focus on essential cue and response discriminations. This is not to
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say that tasks must be analyzed discrimination by discrimination, for they are
numerous even in simple skills. Rather, we must concentrate on factors and
conditions that affect classes of discriminations, their development, refine-
ment, retention, adaptability, and, of qourse, sources of their disruption.
for many purposes, 1t will be necessary only to know the nature or sensory
mode of discriminations, plus how the nature and modes 1involved shift with
training and habituation of performance. This knowledge, especially of shifts
in roles, 1s not always easily come by. The shifts have been studied only to
a limited extent. Furthermore, we know comparatively 1ittle about propriocep-
tion, especially that derived from kinesthetic discriminations. Nevertheless,
the successful use of part-task and low-fidelity devices will require the
acquisition of skills that transcend--or in terms discussed later, are robust
to--varying degrees of distorttons in cues, responses, and conditions for per-
formance. Ultimately, 1t is the discriminations of cues and respunses that

must be robust.

GENERALIZATION. "Generalization" refers to the extension of cue-response
assocfations across time and situatfons. The term will be used in its common
empirical sense to refer to the functional equivalence of stimuli (or individ-
ual cues), or of responses, across conditions of and contexts for performance.
The term necessarily impiies at least a gross discrimination of a stimulus or
a response, or both, Thus, 1t {s necessary to distinguish between “stimulus
(or cue) generalfzation® and "response generalization.” The former term
refers to the functional equivalence of stimuli, that {is, to the capacity of
ostensibly varying or entirely differert stimuli to evoke the same response.
Similarly, “response generalization" denotes the functional equivalence of
ostensib1{ varying or different responses that are made to a single

stimulus.
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As explained in the introduction to this section, generalization is not to bde
viewed only 1n terms of stimulus-response psychology. Such a restricted view
would destroy much of the value of the termm for descriptive purposes. It
would Yimit “functional equivalence” to a degree of physical similarity, which
is fully descriptive of generalization only in laboratory situations in which
subjects (usually animals) have no backlog of applicable experience to provide
generalized meaning to stimuli and responses. Thus, their physical differ-
ences notwithstanding, a light and a buzzer are not only similar, they are
functionally f{dentical if they evoke equivalent responses; and, as Gestalt
psychologists pointed out years ago, pressing a lever using the left hand,
right hand, or even the elbow, 1s all the same if they fulfill equally wel)
the task requirements cued by a single stimulus. Going one step further, a

lDefining response generalization in terms of functional equivalence of
responses is a deliberate departure from practice in training psychclogy where
generalization implies a qualitative difference among responses. The defini-
tion is nevertheless standard in experimentai psychology, and it highlights
the most serious (valid) criticism of the so-called "transfer surface"
(0sgood, 1949). When different responses are functionally equivalent, the <
generalization does not necessarily lead to a loss in positive transfer; it
may even enhance it.” Also, interference processes do not always foilow as a
function of dissimilarity (Slamecka & Ceraso, 19¢0). Functional equivalence,
not similarity, is the issue--see later discussion of transfer.
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stimulus generated on a cathode ray tube (CRT) in a training device, and a
mentally rehearsed response to it, can be functionally equivalent to, respec-
tively, an instrument reading and a resulting actual control input in opera-
tional equipment. Equivalence requires only an understanding of what f{s
ifnvolved to complete indicated actions.

The emphasis on generalized functional equivalence, as opposed to physical
similarity, of stimulf or responses is consistent with what we know about
complex behavior, especially in humans. For some reason, in practice we have
nevertheless chosen restrictive stimulus-response similarity models for
viewing fssues of training device fidelity, recognizing all the while the
severe limitations of the models for ..mplex behavior. Perhaps the reason is
the assumed lack of an analytic system, including an operational language, for
rigorous conceptions of functional equivalence. Because of the lack, as
scientists we have focused on physical similarity which can be measured more
or less objectively.

But an analytic system is available for establishing functional equivalence of
stimuli and responses. An {llustration appears in the discussion of transfer
later in this section. As will bhe seen, functional ecuivalence can be put on
quite solid logical and empirical grounds.

One more point should be made regarding the concepts of stimulus and response
generalfization defined in terms of functional equivalence. It may appear that
by defining these concepts in a way that makes them correspondent to obvious
characteristics of behavior, problems relative to generalizations have been
simplified. Such {s not generally the case. Rather, the complicatfons are
placed where they belong--establishing and training for the cognitive pro-
cessing that underlies functional equivalence. A significant advantage of
clarifying the complications is that various aspects of generalization can be
targeted for training. They can aiso be researched more systematically and
efficiently.

FEEOBACK. “Feedback" denotes information, understandable by the performer,
regarding the adequacy of a response or action. Whether arising from without
or within the performer, feedback of some sort is necessary for the mainte-
nance of skilled performance and for the progressive changes 1in training
performance that lead to skilled actions.

The concept of feedback orfginated in control theory where negative feedback
fills the role of a system regulator. That is, ft functions as a servo-
mechanism to inftiate corrective reactions to incorrect system performance.
The concept came 1nto use in psychology largely through attempts to use
control models to describe behavior (see discussion of closed-loop models in
Section IV), but the concept was quickly adopted for more general use by some
application-oriented psychologists who had become disenchanted with the
classical law of effect and 1ts successor, the principle of reinforcement,
The value of the concept has been compromised nevertheless by equating it to
reinforcement. Actually, feedback, as applicable to skil) learning and per-
formance, and reinforcement have little in common. In a Skinner box, for
example, a reinforcer such as 8 food pellet is feedback only when the anima)
is being “shaped,” for that is the only time 1t communicates to him
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information regarding the adequacy of his actions. Once he is shaped, food
pellets serve only as incentives.

Confusion of feedback with reinforcement is no problem in modern cognitive
psychology, and it {s becoming more and more clarified in psychomotor skills,
at least in basic research. Training literature, however, is still rife with
"principles” of feedback that actually apply only to reinforcement. It is
necessary to maintain & careful distinction between these concepts. Further,
i1t is necessary to distinguish among the different roles of feedback itself.
For example, feedback as & servomechanism and feedback as “knowledge of
results” (KR) follow quite different laws. KR can be equally effective over a
wide range of delays fn availability, or when presented in a varfety of forms.
In fact, Kulhavy and Anderson (1972) and Sturges (1969, 1972) have shown that
delayed feedback actually enhances retention of some knowledge (see Sectiorn
!l!;. When in the role of a servomechanism, however, any perceptible delay of
feedback can be devastating for some skills, and the forms of its presentation
(e.g., particular sensory modes) are often severely restricted. Such dif-
ferences in the roles of feedback can be critical for training with part-task
and low-fidelity devices. For example, in later discussfons it will be
apparent that permissible delays in and forms of feedback are far more
restricted for skflls conforming to a “closed-l1oop" model than for skills that
fit "open-100p" models.

Questions regarding the value of platform motion in flight simulators further
1l1lustrate the need to analyze the roles of feedback. In their reviews of
research on the effects of platform motion, Gundry (1976) and Caro (1977)
asttempted to resolve discrepant research data by distinguishing between
maneuver motion and disturbance motfon. The former results from control
inputs, and hence comprises feedback within the control loop. On the other
hand, disturbance motion such as may arise from air turbulence or engine
malfunctions is not actually feedback. It is an indication of the status of
the aircraft relative to the flight enviromment. In other words, maneuver
motfion, efther as a servomechanism or KR, s feedback--information regarding
the adequacy of ongoing control fnputs that can be used to monitor, fine-tune,
and correct them. Disturbance motion 1s an external cue signifying the need
for a new control input.

On the basis of previous research, both Gundry and Caro concluded that
maneuver motion was not of general benefit in a flight simulator, at least for
stabie atrcraft, because 1t duplicates feedback available from instruments and
other visual displays. However, Gundry (1976) 1in his review {dentified a
variety of effects of motion on pilot response, including a closer correspon-
dence of high frequency, low ampl{tude movements between simulator and flight
control manfpulations than was the case with no platform motion. On this
basis, Gundry felt that motion as accelerative cues might be beneficial when
unstable aircraft are simulated because high frequency {inputs are needed.
Caro (1977) also felt that accelerative motion cues might help when simulating
unstable aircraft; and in a later paper (Caro, 1979) he related the possible
beneficial effects to the fact that reaction times are more rapid to motion
than to visual cues. In this case, afrcraft instability per se would be only
a specia) cese of the need for platform motior. As Caro (1979) pointed out,
motion may also be valuable, for example, in correcting for torque-induced yaw
when taxiing a helicopter.
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it is apparent that the roles of feedback can be complex, and that how it
should be provided in training devices depends on a number of factors related
to 1ts roles and alternative ways of providing it--visual cueing for maneuver
motion, g seats for accelerative cueing, etc. (1t is also apparent that the
distinction made earlier between maneuver motion as feedback and disturbance
motion as new information breaks down in sone cases. Are the reactions of an
unstable aircraft maneuver or disturbance motion, feedback or new signals?)
The extent to which the functioning and roles of feedback must be analyzed to
derive training principles {is not yet clear. For the multidimensional cue-
response systems of many complex skills, the roles of feedback appear to have
hierarchical characteristics in which the interplay of feedback as servo-
mechanfsms and as KR is quite complicated (and poorly understood). Further-
more, the functioning and role of feedback for a given skill often change
during skill acquisition. This is especially true when trainees must learn to
recognize and interpret stimuli that only after practice become feedback cues
(see Cue Development). tarly 1in training, they may need augmentatfon of
naturally occurring feedback so as to enhance discrimination of it; or, they
may have to depend on artificial feedback provided by, say, visual cues, to
guide the learning of proprioceptive cues such as the "feel" of a correct
response. (This process woula characterize learning of open-loop skills
which, early in training, function as closed loops.)

Castellan (1977) raised still more questions regarding the operation of feed-
back, especially the lack of systematic effects on final performance levels.
Again, the extent to which the functioning and roles of feedback must be ana-
lyzed for present purposes is not yet clear. The broader scope of the problem
is evident in later discussions.

SET. "“Set" refers to a predictable, transitory tendency to perceive, react,
or otherwise respond in a certain way, given certain conditions. Sets are
inferred from cue sensitivities, response consistencies, and manipulatable
conditions that establish them. In the past, they have been a basis for
explaining positive and negative (interfering) transfer, attention, and the
effects of guidance on learning. Sets are implicit in all theories of cogni-
tion. Some current models of motor performance invoke this concept to over-
come difficulties in explaining selective attention and response initfation.
In other words, "set" has been and continues to be viewed as a basic mechanism
in behavior. There have been numerous studies of how sets are established and
how they affect behavior. Nevertheless, "set” continues to be a relatively
primitive, 1.e., nonreducible, term because 1its underlying nature 1s not
known. It is an empirical reality nevertheless, and as such denotes manipu-
latable conditions that affect, and are affected by, learning. (See also
“Jearning set.")

HIGHER-ORDER CONCEPTS

CUE DEVELOPMENT. Cue development depends on three factors: (1) the acquisi-
tion of meanings for stimuli in the context of goal-oriented behavior; (2) the
assocfation of a cldass of responses appropriate to the context; and (3) the
generaifzation of the stimulus meanings and assoctated responses across time
and sftuations. 1In other words, a cue is more than just a meaningful stimu-
lus. The meaning must include means-end: relations which call for adaptive
actions. Recognition that a compass reaaing fndicates an incorrect course
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does not comprise a cue unless the pilot knows what to do about it, and can do
it in any number of situations. Therefore, “cue development" refers to the
acquisition of entire complexes of the three factors mentioned.

Cue development (and by implication, cue! was defined in this way to emphasfze
the complexity of this aspect of skill training. The simplicity of the com-
pass example notwithstanding, cue development fs a much more complex phenome-
non than discussions of it in training literature might suggest. In fact,
explaining what 1s involved in even the simple compass example would require
analyses of cognitive processes that go far beyond the level of description.
Fatlure to come to grips with these complexities has prevented an analysis of
cued dehavior needed for training in general, and device training in par-
ticular. In one attempt to show what {s needed, Stark (1976) presented an
informative discussion of visual cueing in aircraft and simulators in which
the complexities involved were clearly recognized. Hewever, in spite of a
fairly sophisticated analysis of a problem involving cueing, Stark did not
focus on information processing, the heart of cueing.

Cue development 1n general follows patterns of discrimination learning.
Pertinent stimuli and their variations must be differentiated within the con-
text of the goals of performance, and their implications for response selec-
tion and monftoring recognized (response discrimination). As cueing systems
develop, indfvidual stimuli and stimulus patterns may result in cues for the
onset of an action, or provide bases for the feedback cues necessary to moni-
tor the responses comprising the action. Depending on the complexity, includ-
ing duration, of skill performance, the sequencing and timing of responses
must be sensitive to often subtle variations in internal and external stimulus
conditions, with tinely differential responses avaflable as changing
conditions require.

Obviously, any purposive action abcve the level of a reflex involves complex
generalized discriminative systems for cueing and responding. And if {1t were
not for the fact that persons undergoing training have a 11fe-long mastery of
a variety of basic coordinated cueing systems at the outset, sk?l] training
would be a hopeless endeavor.

Because trainees start with a repertoire of mastered cueing systems, training
designs have assumed in effect that, given enough opportunity to practice a
skill under the right conditions, any qualified trainee will eventually
develop the refinements and generalfzatfons of existing cueing systems
required for successful performance in the tasks being trajned. Much more can
and will be safd. Furthermore, when training with a low-fidelity device or
even a part-task trainer, "right conditions" become a major concern. For a
given stimulus condition 1in actual equipment, and for a given response
requirement, how might training be designed so as to help the treinee select
the most appropriate, previously mastered behavioral systems on which to
build? Also, what varfeties of stimulus conditions and/or responses in a
device might be wused such that a skill learned in the device has the
topotogical properties required for performance in actual equipment?

...........................

An example will help clarify these questfons. A pilot trainee starts with a
highly complex set of alternative cues for distance, and with well habituated
systems for using them in various combinations. One wishes to design a
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Tow-fidelity visual system for a flight simulator that will be adequate for
cueing depth-related performance of certain tasks in the simulator, and for
transferring the cue-response relations learned therein to performance in an
afrcraft. Of the various depth cues habitually used by a pilot trainee,
1inear perspective is not only an {important cue, its essential topological
property, convergence with distance, can b. provided relatively easily in a
simulator, say with a checkerboard ground scene (Stark, 1976). Insofar as
skills learned using the checkerboard cues can be transferred without serfous
disruption to cues derived from apparent convergence of highways, power lines,
vegetation patterns, etc., during flight, the simple visual scene will have
served its purpose. Note that another habitual depth cue, apparent size of
objects, could have been added t. the simulated visual scene, although at some
additional! expense. The question 1s, what partial cues are needed in a
simulator to ensure intact cue-response transfer when all cues are avatlable
in the aircraft?

The approach to device design has been to seek fidelity of cueing systems--
highways, etc., rather than checkerboard patterns--compromising only as avatl-
able technology and costs dictate. There is no question that fidelity is
critical for some training; but it is not for other training, and we do not
know in genera) what the difference is. Analyses of topological properties of

cuefng systems (see later discussion of transfer) would aid in identifying the
difference.

LEARNING SET. As usually studied by functionalists during the first half of
this century, sets as defined eariier were manipulatable states in subjects
that could be altered efther through {nstructions or by arrangements of
experiences during learning. In either case, they governed attention,
transfer, etc., as these latter variables affected performance on specific
tasks. In this 1ight, effects of sets are hardly profound enough to account
for the pervasive influences of experience that result in a high degree of
consistency of performance among a variety of tasks. Neither are the effects
at a level of generality sufficient to explain how past experiences of a
diverse nature can be selectively brought to bear on a novel problem. In
other words, while sets obviously govern cue processing and response selection
1n specific situations, what controls the sets?

In this context, the answer is “"learning sets." The term refers to a class of
enduring phenomena that are characterized by consistency of performance across
a variety of tasks, and by the selection of aspects of past experience that
are to be brought to bear on even novel problems.! At the risk of over
simpllfication. the difference between “set" as usually used and "learning
set" is {llustrated by the simple instruction, “think opposites.” A subject
so instructed, when presented the stimulus word "big,"” will likely respond
"11ttle” or “small.” Had the instruction been “think synonyms,” the response
would have been “large" or "massive.” The instructions induced sets in the
older sense of the termm, f.e., transitory states of readiness and Information
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1As the term "learning set" implies, laboratory study of these phenomena
has focused on thelr cumulative effects on discrimination learning. For the
same reason, they are often referred to as “discrimination learning sets" and
“learning to learn.”
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processing that could be changed by a new instruction. But the predisposition
to follow instructions, whatever they might be, is a learning set. Learning
sets are thus generalized discrimination systems characterized by (!) high
orders of consistent information processing, and (2; stability of functioning
across time because of habituation. In this light, they are basic rot only to
transfer, but to retention and ranid reiearning of “forgotren® skills. They
can also introduce habitual modes of processing informaition that, due to their
rigidity, interfere with adaptive learning and performance.

Harlow's (1949) review of experiments by him and his coworkers demonstrated
the empirical reality of these higher order sets. Their significance for
understanding complex behav.or is evidenced by their incorporation into
theories of cognitive processing (e.3., Ausubel, 1968; Gagne, 1962, 1965,
1968; Gagne & Paradise, 1961; Hunt, 1361; Mancler, 195¢; Mayer, 1975; Postman,
1969; Travers, 1963). In fact, Woifgang Xohler, the leading living proponent
of Gestalt thecry at the time, readily admitted that “insight"--the ciassical
Gestalt explanation of problem solving and transfer--had peen an {nadequate
concept, and that learning sets were likely the bases for insights (Kohier,
1959).

It is surprising that systezmatic use of the concept of learning set nezs not
been greater tharn 1t has, at least in ccgnitive tneorfes. “he concept is
neytral theoretically, wei! grounded empirically, ana it is “ready-made” for a
class of concepts discussed leter: ‘"nenspecific" transfer, “figural" trans-
fer, and “far" transfer. But tne analytic power of the coucept goes far
beyond these concepts of tvansfer. Irn 1820, Thomas Brown {(18¢0,/1965) cailzd
the British Empiricists to task for neglectine such a Jogically recessary
aspect of association. As an empiricai cencept, learning sets are operatfonal
handies for conceptions of the role of past experience in behavior ranging
from “formal discip.ine" erxplanations of transfer to John Dewey's 1ngical
analyses of experience and educaticn. Althcugh they often miss the empirical
advantage of the concept, modarn theories of cognition do gererally incor-
pnrate corcepts such as analagical schemata that are of the nature of learning
sets.

O, the other hand, thedries of metor learning as a ruie do not use this con-
cept, nor in wmost i{nstancCe: evein incorporate processes an2loyous to it. Tais
omissfon might be less surprising than in the case of cognitive theories.
First, unlike cognitive skills, motor skiils seen to bDe task specific. That
is, intertask performance of a motor nature has been found to correlate very
low from task to task, vhich is not true for cognitive tasks. Second, learn-
ing sets involve orocesses at teast partly, procably mostly, in the cognitive
domain; and while modern theories of motor skilis recognize furdamanta’® roles
for coonit‘on in motor yerformance, including schemates, they do not yet spec-
f{y the roles ‘n a way that defines them clesrly, much less a way that leads
to an «mpirical (operationa’} language. Third, thecries of motor functioning
have been based mustly on data concerning simplc skills, observed over a short
period of time. Thus, as ir the bulk of tempnrally limfted ctudies of verbal
learning, “tet’ has teen & useful concept {»n motor learning and perfoimance
(e.g., for postural motions, Smith & Smith, 1966, p. 360; for monitoring
s¥111s, Summers, 1981); but “learning set" has not because, 0o be of value, a
yvariety of skilis must be learned by each subject, ard aver a lenger period of
time than that usually devoted tc an experiment.
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while these three reasons may explain why learning sets have not been of
interast in tneories and models of motor skills, they by no means imply that
these pnencmend have no role in the motor domain. As for the low inter-
correiations of performance across motor tasks, low intercorrelations charac-
terize cognitive performance too when the tasks are simple relative to the
maturity and experience of the subjects, or when the ability range of the sub-
Jects has been severely restricted through the mode of their selection. The
tow correlations fotlow directly from the lack of variance in performance. No
one knows the magnftude of intercorrelations that might be found in motor per-
formance if, as has been done extensively for cognitive aptitudes, motcr
“problems" (tasks) covering a wide range of graied difficulty levels were pre-
sented to subjects of a wide .ange of abiifty levels. (Ever so, Zavala,
Locke, Van Cotc, and Fleishman (1965] found sufficient intercorrelations among
flight skills for a selected group--helicopter pilots--to justify elaborate
factor analyses.) ludging from common ostensible differences in general ath-
Jetic abilitv alone, there must be a level of consistent processing of motor
performance that transcends movemert and manipulative skills specific to indi-
vidual tasks. Learning sets may not be the critical mechanisms in the higher
order processing, but they cannot be dismissed summarily. Nor, as has been
the tendency, should possible intercorrelations among complex skills be
ignored just because low intercorrelations were found among simple skills. It
is important to keep an open mind regarding the intercorrelation of complex
skills, for there is too much at stake to ignore possible inter-skill rela-
tions. Not only must vertical and cross-skill tr.isfer (see below) be
accounted for, it must be understood for optimum training.

The probable value of learning sets as explanatory concepts in motor perfor-
mance is more readily apparent in other areas. For example, “schema" models
or performance as expleined in Section IV depend extensively on hierarchical
cognitive processing. That 1is, higher 1levels of processing supposedly
"assess" ta.k requirements and govern the “selection" and "tailoring" of skill
complexes to the requirements. In other words, schemata are highiy genera-
11zed discrimination hierarchies; and depending on the situation, they can be
bases for any manifestation of transfe:-.

At present, concepts of schemata are fairly wel) developed in cognitive theory
but not in models of motor performance. They are assumed in motor performance
because somehow we must recognize the versatflity of skill utilization, and as
explained later, hierarchical schemata overcome the limitations of "loup"
models in this regard. However, there has been practically no research on the
development of motor schemata, the most crucifal 1ssu¢ for ctraining. It may
well pe that what schema models offer to training can be realfzed by empha-
sizing the similarity of their presumed processing of information to cthat of
the more empirical concept of learning set. By comparison, we know quite a
bft about the development of learning sets and conditions governing their
effects on behavior. By substituting a functional 3analysis of schematic prc-
cesses for current speculations regarding their structure whether in cognitive
or motor performance, schemata and their development can 11kely become
tractable goals for training.

These examples {fllustrate how lear .1g sets, as analytic tools, can be of con-
s‘derable value. The examples do rnot exhaust possible uses of the concept,
however, Spears, Sheppard, Roush, and Richetti (1981, Part I, p. 85-4f)
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identified a varijety of possible applications: Factors affecting trafning
such as students' learning styles and their past experience should be at least
partially reducible to parameters conceivable as learning sets; many cue para-
meters, including "similarity” relations in device fidelity, can certainly be
so reduced; our knowledge of the development of learning sets should be,
though it 1s not at present, exploited for designing training, scheduling
practice, selecting sequences of tasks to be practiced, even defining inter-
mediate standards fo~ performance, as might be applicable, say, to part-task
training. Spears et al. may have been a 1little overenthusfastic in that
empirical reductions of these matters to learning sets have nct yet been
attempted. Nevertheless, Jjust knowing that learning styles, for example,
appear to exhibit all the cnaracteristics of learning sets suggests imme-
diately the difficulties--unto futility--that can be involved in designing
training equipment, intentionally or unintentionally, that {is efficient only
for particular styles. Thoroughly habituated ways of processing information
are difficult to change. (Try not to think opposites whan so instructed.) A
training device for which a g'ven learning style {is not appropriate may
require more instruction to change the style in the learner than the effort
and device are worth.

TRANSFER. Transfer of training is widely recognized as the critical factor 1In
the successful wuse of training devices. The position taken here, and
demonstrated later, 1s that transfer in some form is the critical factor in
all training, including that with actual equipment, because it permeates al}
SeRavior. This position 1s implied 1in just about all modern cognitive
theories, and it has been occasfonally emphasized in applied training (e.g.,
Blaiwes, 1970). Nevertheless, 1t was not common in educational psychology 25
years ago (Spears, 1961).

With this view, it is difficult to separate descriptive uses of the term and
those that go beyond immedfate inferences from observations. Therefore, the
discussion that follows does not adhera closely to a descriptive-explanatory
dichotomy for the concept. Instead, the discussion focuses on certain points
that will help clarify the uses of other descriptive terms. The treatment is
traditional at this time, however. In Sections I11 and 1V transfer assumes a
more comprehensive role.

Transfer and Identical Elements. Because of their profound influence on
thinking regarding device training, 1t {s important at the outset to meet
“{dentical elements" theories of transfer head-on. In doing so, perhaps these
conceptions can be lafd to rest finsofar as the present effort is concerned,
thus avoiding the necessity for redundant explanations and qualifications when
analyzing skille.

Formulations of theories of common elements date to the turn of this century.
The most sophisticated models, and the best grounded empirically, are those
presented by Otcgood (1949) and Houston (1964). It {1s necessary to consider
only the former, for Houston's model s similar in conception. Extrapolating
from numerous studies of facilitation and interference in {mcstly) verbal
Vearning, Osgood developed a three-dimensional "transfer surface” 1n which
positive-negative transfer comprises a dependent dimension, with degree of
stimulus similarity, and a gradation of recponse characteristics, comprising
two 1independent dimensions. Generally, degree of positive transfer Iis
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directly related to stimulus similarity and to response similarity, being
maximum when learning and transfer stimuli and responses are ddentical, and
tapering off as either transfer stimuli or responses are reduced in simi-
larity. Unlike the stimulus dimensfon which is graded entirely as degree of
similarity, the response dimensfon merges f-om “similar" through "dissimilar"
and “opposition” to “"antagonism.” As a result, negative transfer is greater as
learning and transfer stimuli d{ncrease 1in similarity, con!oint\q with
responses becoming oppositional or antagonistic. If stimuli are totally
dissimiliar or if responses are at some borderline point of dissimilarity,
transfer s zero. That is, prior learning does not affect performance on a
transfer task. Although somewhat oversimplified, this description of the
transfer surface is adequate for present purposes. (It also goes as far as
typical training conceptions of the mode)l do.)

- e TN 4 & 0

In past applications of th¢ model to device traininy, similarity has been
defined largely 1n terms of degree of physical correspondence of stimuli and
of responses (and with no distinction between dissimilar responses and those
which are oppositional or antagonistic). antagnostic). Hence physfcal fidel-
ity of stimuli, and task fidelity of responses, have been emphasized in device
design. (Task fidelity in this context requires both physical fidelity of
manipulanda and functional fidelity of actual or simulated device operations.)
It 1s widely recognized that a physical interpretation of similarity is
unrealistically restrictive. Yet 1t 1s not uncommon in the l{terature on
device training for an author to delineate shortcomings of the model, and then
adopt 1t uncritically for analyses ~f device characteristics (e.g., Wheaton,
Rose, Fingerman, Korotkin, & Holding, 1976).

Put bluntly, most criticisms of 0sgood's model are not relevant. While even
as & behavioristic conception the model has serfous limitations--the failure
to account adequately for the positive as opposed to negative role of response
generalizations, for example--they do not reside in the presumed requirement
of physical similarity. As 0sgood illustrated (Osgood, 1952; Osgood, Suci, &
Tannenbaum, 1957), “stimulus”, “response”, and the relation “similar" should
be treated as undefined terms. (He did not call them this, but to the extent
he utilized the model and its implications in the later writings, these were
undefined terms in the logico-mathematical sense.) To apply the model, it is
necessary to map one-to-one corresporidences of undefined terms in the mode)
onto the behavioral domain.

An excellent example of what is involved in a formal mapping 1s provided in
the first chapter of The Measurement of Meaning (0sgood et al., 1957),
althocugh the process 1s not referred to as mapping there. For example, two
Ystimuli" (adjectives for Osgood et al.'s purpose) are "similar" (functfonally
equivalent {in meaning) to the degree they evoke the same response
(assocfations), have the same generalization and interference characteristics, o
etc. 1In the (transformed) language of the transfer surface, "when a sign or >

assign 1s condftioned to a medfator, it will alsc tend to elicit other I
Eiﬂlg!ofs'ln'ﬁFﬁﬁbrEToh to thelr simiTarTty to the original reaction and will =

Tend X6 Tnh1bTt other mediators In proportion to the directness of thelir [
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This statement, presented as a general law, obviously would make certain
mediational processes--and functional equivalence of stimuli and responses--
the focus of transfer. If a buzzer in a device, and an out-of-tolerance
reading on an actual instrument, are assocfated with the same mediators, they
will produce the same response; if the mediators are, in turn, associated with
a class of functionaily equivalent responses, any one of the responses may be
eroduced. depending on circumstances. The general validity of 0sqood et al.'s
Jaw" may well be questioned. In fact, it appears naive in view of modern
. conceptions of cognitive similarity (cf. Ortony, 1979; Tversky, 1977; Tversky
& Gati, 1982; see also Section III).” The point is, however, that the origi-
nator of the transfer surface recognized the need to translate it into--map it
onto--behavior, and 1in a way that the mapping conforms to specifiable
empirical criteria.

One might still say that the transfer surface is an identical-elements model, .
with mediators now the elements. Furthermore, in the exchange, objectivity of %
stimulus elements and some response elements has been traded for unobservable '
internal events. While true, the exchange at least recognizes the complexity
of human behavior, and it formally permits people to transfer learning as they
are going to do anyway. (One is reminded here of Kohler's [1959] complaint
that psychology is the only science that has made content secondary to
methodology.) At any rate, there 1s an empirical safeguard 1in that
specifiable relations in overt behavior must obtain.

R TLRRIAS -

It is not necessary for present purposes to take a stand for or against this
formal extensfon of the transfer surface, The purposes are accomplished if
the earlier use of “functional equivalence" in definitions of stimulus and .
response generalization 1s seen as justified; and if later analyses of mecha- X
nisms and dimensions of transfer (and interference) can be accomplisled :
without undue dependence on physical characteristics of events except when

dback when

they are critical (e.g., harmonic temporal phasing of negative feedbac K
TT'%ET?'EE'E'?EFVBmechanism in a coordinated harmonic action). -
The Phenomenon of Transfer, To return to a more general discussion of
Transfer, the term will be used to imply a complex of generalized cue and
response discriminatfons. Or stated differently, transfer results from a
generalized discriminative system. Transfer is generalization; the difference
in usage of the two term$s dépends only on the complexity, inciuding pat-
terning, of the generalfzatfons involved. While single term might be
desirable, this distinction conforms to traditional usage of the terms. It
slso facilitates communication and analysis. For example, factors affecting
transfer as a system of generalizations in all likelihood affect separate
constituent generalizations differently. Thus, 1n discussing the effects of
various training and equipment variables on transfer and generalization, the
choice of terms, transfer or generalization, will help the reader recognize
whether the effects under examination are to be considered gross in nature or
specific to individual components of behavior.

13

The {dentification of transfer with generalization leads immediately to the
inference that transfer permeates all complex behavior. In other words, 1t is
the process whereby past experfience influences subsequent behavior. While
true, there could be a danger here of v1t1at1n% specific uses of the concept
by extending 1t to & general theory of Dbehavior. There 1s 1little :
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Justification for such an extension, and it would be of no use for present
purposes. The significant thing is that transfer is involved in all learning
beyond the earliest conditioned reflexes. One learns by assimilating new
fnformation into existing benavioral and cognitive structures; by extending,
refining, and adapting existing discrimination systems; by adapting existing
response systems to new cues, and existing cue systems to new responses; etc.
Obviousiy, the efficiency, and ultimate achievement, in learning depend on
what the learner had to start with, and on additional foundations developed
and elaborated during training.

These points are generally recognized; they have not been fully exploited,
however. As Royer (1979) and Curc et al. (1981) explained, we have treated
transfer primarily as a product of training, 1ignoring the fact that an
understanding of transfer as a process of learning could improve both the
training and the product.

Types of Transfer. Various authors have proposed distinctions among manifes-
tations of transfer. While none of them are particularly good for analytic
purposes, a brief review of the distinctions will reveal the range of
phenomena that must be crnsidered when analyses of skills are attempted. The
product versus process distinction was just mentioned. A much older distinc-
tion 1is “specific” versus “nonspecific" transfer (McGeoch & Irion, 1952;
Royer, 1979). Specific transfer is that across similar situations, for
example, from a simulator to the operational equipment simulated. Nonspecific
transfer occurs across dissimilar situations, and thus necessarily fnvolves
highly generalized discriminative systems, such as general principles that can
be applied to a number of different situations. It is not restricted to prin-
ciples, however. Nonspecific transfer would generally result from the
establishment of any general learning set.

The distinction between “near” and "far" transfer (Mayer, 1975) also focuses
on the situations involved. Near, like specific, transfer 1s that across
highly similar situations. Far transfer fills a niche between near or spe-
cific transfer and nonspecific transfer. Far transfer situations are
generally more different than those defir’ - near transfer, yet there can be a
commonality below the level of general principles as involved in nonspecific
transfer. Far transfer would also be influenced by lcarning sets, however.

"Lateral" versus "vertical" transfer (Gagne, 1965) is a distinction very simi-
lar to the product-process dichotomy. Within the structure of 1learning
hierarchies as viewed by Gagne, vertical transfer is the process whereby
achievement of skills lower in the hierarchy facilitate the learning of higher
skil1ls. Vertical transfer {s thus more restricted than process transfer which
does not depend on a learning hierarchy. On the other hand, lateral transfer
could encompass product transfer as well as nonspecific transfer.

The distinction between "literal” and "figural” transfer (Royer, 1979} focuses
on the skills being transferred instead of the situations and contexts in
which transfer occurs, thus opening up a new set of considerations. Literal
transfer involves an intact set of skills {product) such as a standard routine
for isolating a fault during troubleshooting. That is, the content of the
behavior involved is essentially the same regardless of the occasion. Figural
traxsfer involves flexible behavioral systems that can be combined and
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recombined as conditions warrant, as would be for fault isolation
involving logical analyses of equipment functior

Although 1t is not apparent in this brief review, ... of these conceptions of
transfer were devised to fill particular needs related to the kinds of
learning of concern to their originators. (Generally, the originators were
concerned with cognitive learning.) It 1s interesting that, except for
Gagne's vertical transfer, only the product-process distinction sought to
highlight the role of transfer in the acquisition of learning. As will be
demonstrated in Section I1l, all of these conceptions are actually quite
crude. They derive from gross behavior, not 1ts mechanisms.

INTERFERENCE. “Interference” refers to a relation among separate cue-response
systems (or subsystems) such that the existence of one system results in
degraded performance in another. Obviously, finterference can be expected to
the extent two concurrent cue-response sSystems are physically incompatible
with each other. In skill performance, finterference due to physical incom-
patibility can be avoided only by designing operational equipment and/or tasks
in such a way that no two fncompatible actions need occur at the same time.
Hence, fincompatibility is a concern primarily in analyses of human factors
involved in equipment and task design. The present interest in interference
is 1ts effects on the performance of skills that are not intrinsically
incompatible.

Interference among physically compatible skflls {1s a major problem in
training. Skills that do not lead to interference in expert performance may
still pose major difficulties in acquisition and retention because they are
interferin? to nonexperts. As explatned in Section 111, interference is a
very compl fcated phenomenon. It can arise at any of numerous stages of infor-
mation processing, and it can be beneficfal as well as disruptive in skill
performance., But wherever it occurs, disruptive interference indicates fnade-
quate discriminations, whether of cue interpretation, response selection and
adaptation, preparatory sets, or any other mediational component of infor-
mation processing. The faulty discriminations may be due to 1nadequate oppor-
tunities to learn (and make habitual) the discriminations in the girst place;
to overgeneralizations (negative transfer) of cues, responses, etc., of one
skill that obscures unique aspects of another; or to finternal and external
conditions (anxiety, unexpected events, etc.) that result in reactions other
than those involved 1in skill performance.

A Yot of research has been done on the nature of interfering processes, thefr
effects on performance and retention, ways to avoid and accommodate them, and
how to remove them when originally f{nterfering skills are to be integrated
into & more comprehensive skill or time-shared performance. This research
will not be reviewed here. Rather, the present discussion will highlight how
knowledge of interference can aid in the design and use of part-task and
low-fidelity training devices.

First, specific 1imitations of existing models of skill performance are per-
haps best revealed by their failures to account for patterns of interference
that have been well established empirically. Knowing these limitations as
they apply to individual models will help avoid unwarranted extrapolations of
the models to the design and use of training devices. Second, patterns of
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interference that have been observed could help in topological mappings of
cue-response systems acruss training devices and actual equipment, as
discussed in connection with transfer. For example, to justify empirically a
npptng of the transfer surface (0sgood, 1949) onto behavior, functional
equivalences of interferences of cue-response systems must obtain.

Third, practice conditions that minimize interference can guide the selection

of tasks for training with part-task devices. For example, two tasks that

must eventually be performed together, such as flight control and communica-

tion with the ground, may be mutually interfering during acquisition. For

many tasks, the interference can be reduced if one or both are first mastered .
separately to some minimum level before fntegrated practice i{s attempted. A B
fourth value of data regarding interference 1s closely related to the third.

It 1s based on the fact that, as a general rule, tasks are less mutually

interfering to the extent they depend on different modes of processing (visual

versus aural feedback; verbal versus kinesthetic cueing; etc.). Thus, even

though two tasks must eventually depend largely on the same modes, early joint

practice of the tasks may be more efficient {1f practice conditions permit

aural feedback for one task, for example, even though both depend ultimately

on visual feedback.

A fifth, and major, value of previous research on interference derives from
the relation of interference to retention and transfer. As for retention, the
only comprehensive "theory"™ of forgetting--the inverse of retention--is an
interference theory: things are forgotten, skills become degraded, etc.,
because, over time, subsequent or even previous learning and behavior competes
with a given skill such that discriminations amona skill-unfque cues,
responses, mediators, etc., become obscured. The differance betwesn skill
“degradation” and ostensible "forgetting" of the skill is thus scer as a
matter of degree. As evident from studies of relearning, skills are never
completely forgotten. They appear 50 because interference is at a level that
observable response production is absent or at least highly erratic.

Negative transfer by definfition results in interference. In fact, there have

been occasional allusions to negative transfer as the "vehicle" for inter- .
ference effects generally. However, as stated earlier, with our present level X

of knowledge there {s nothing to be gained by making transfer a general theory -

of skill performance. In the present case, it fs better to view skill degra-

datton and forgetting as an obscuring of discriminations, and negative

transfer as the direct competition of actions, all of which may have clear-cut

discriminations. The fuzziness of this distinction notwithstanding, 1t does

help focus training fssues on empirically established effects of interference

that relate specifically to retention or to negative transfer.

ADDITIONAL CONCEPTS

SKILL ROBUSTNESS. “Robustness” as used here is a term borrowed from statis-
tics. In statistics, 1t describes an analytic procedure whose validity is not
noticeably affected by appreciable violations of assumptions underlying 1t.
By extension, {1ts use to describe skills (e.g., Thorpe, 1978) denotes the
adaptabiiity of skilled performance to a variety of situations in which cues
have unaccustomed, even distorted, characteristics, and/or in which responses >
must change qualitatively or quantitatively to achieve a desired end. Thus, .
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skill robustness implies functional equivalence among a variety of stimul{ and
a vartety of responses involved in performance.

As a descriptive term, "robustness” is especially useful for present purposes
because 1t designates a class of skil) characteristics (1) that should be a
goal in a1l training, and (2) that are crucial to successful use of part-task,
and especially low-fidelity, training devices. A person with robust skills
would experience less interference and hence would have less of a retention
problem, could apply the skills in a variety of ever changing situations, and
could transition from one configuration of equipment to another (e.g., one
type of aircraft to another type) with at most only temporary degradation of
performance. As for tratning with certain Jow-cost devices, skill robustness
ipso facto is necessary for transfer of training to actual equipment,

Prophet et al. (1981, pointed to the need to understand, and to train for,
ski1l robustness. The present effort pursues both goals as they relate to
device training. However, the concept has value for other purposes as well.
For example, among the models of motor skill performance discussed in Section
1V, the critical shortcoming of closed- and open-loop theories, and to some
extent, “channel” theories, is their inability to account for skill robust-
ness. Schematic models on the other hand address robustness directly. Skill
robustness thus can be a basis for evaluating models of skills as quides for
the design and use of part-task and low-fidelity devices. (The concept also
helps focus analyses of skills as {1lustrated later.)

HIERARCHICAL ORGANIZATION. This term will refer to an organization of skilis
or of skill components which is defined by more or less rigid functional rela-
tions. Most models of cognitive skiils make extensive use of hierarchical
structures. They are much less common in motor theories.

Typically, hierarchical organization is concefved in terms of “levels,” which
in turn represent an order of inclusiveness or implication. For example, the
abflity to land an afrcraft successfully includes, or implies, at least mini-
mum skill in manipulating afrcraft controls. Thus, landing an aircraft may be
considered at a higher level in a hierarchy of flight skills than control
manipuiation.

There is an obvious difficulty in such an inference, and the problem 1llus-
trates the reason for the definftion of hierarchical organfzation in terms of
functional relations as given in the first sentence above. For example, motor
skills, at least fur certain sets of tasks, tend to be largely independent of
each other. Strictly speaking, landing an aircraft implies competent contro)
inputs only for those inputs involved 1n landing. It does not imply proper
use of controls for other maneuvers.

The concept of skill hierarchy will be fruitful not only for understanding
ski11 organization but for fdentifying separate tasks as candidates for part-
task training. If a higher-order skili fmplies, 1.e., requires, lower-order
skills, the latter can be learned in a device that does not train the more
comprehensive skill. MHowever, 1t will be necessary to specify clearly the
nature (and 1imits) not of levels but of functional relations that define
hierarchical organfzations. And aside from an !mmediate concern with part-
task training, conceptions of hierarchical structures 1n models and other less
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formal accounts of skill learning represent a varfety of possible relations,
some of which have nothing to do with levels or implications. It is important
not to confuse various conceptions by lumping posited functional relations
among skills and skill components together under a single set of relattons
such as “levels."

Gagﬁé‘s (1965) learning hierarchies are a case in point. "Levels" are
established to the extent that prior mastery of a given skill is a necessary
condition for mastery of another skill, the latter being "higher"” 1in the
learning hierarchy. It is also assumed that, because of this relation,
mastery of the lower skill must transfer in some way to the learning of the
higher skill. Both functional relations may hold in fact for learning certain
skills; but 1t can be misleading to consider the relation defined b, a
necessary learning sequence, and that defined by vertical transfer, as 2 level
or even a unitary relation. In fact, undue emphasis on a unitary relation may
restrict the applicability of a hierarchy so conceived. As Bergan (1980)
stressed, there can be a necessary sequence in learning without vertical
transfer, and there can be vertical transfer without a necessary learning
sequence.

Hierarchical relations, especially in skill performance as opposed to
learning, can be defined in a number of ways; and if hierarchical models are
to be useful for analyzing tasks and training requirements, it will be impor-
tant to focus on the particular relations involved. Schema models of skill
performance posit a hierarchical structure of control that could be largely
(but probably not completely) independent of learning sequence, and hence they
open up possibilities for part-task training that might be excluded from a
strict learning-sequence model. Schema models also imply lateral transfer
that 1s in a direction reversed from the vertical transfer in Gagne's
hierarchies. That is, higher “levels” of skills (analytic schema) mediate use
of lower level skills (cue-response systems). (As lateral transfer, this con-
ception is not necessarily at odds with Gagne's.) With the definition given
earlier, still other sorts of hierarchies can be conceived, embracing sequen-
tial behavior, for example. If the performance of subtask A must precede sub-
task B, and B precede C, etc., there is an organizational relation involving
sequence. Design for training such a serfes of task elements should allow for
the sequential restrictinns (and probable sequential cueing) so as to mfnimize
problems of eventual task 1integration. From the standpoint of part-task
training, a need for total-task integrity during training of sequential skills
may be quite different from that for sets of subtasks that have no strict
sequential relations.

In brief, it is necessary to recognize a number of defining relatfons for
ski1)1 organfzation. In some instances, it may be helpful to view a model in
terms of hierarchical organization whether or not the proponents of the mode)
did so. (The reverse, of course, could also be true.) Also, sets, learning
sets, and even feedback, exhibit relational characteristics that conform to
hierarchical organization. Fortunately, there are a number of techniques,
ranging from psychophysical scaling to cluster analysis, for defining the
bases of hierarchical organization in empirfcal terms,
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SECTION 111
ANALYSIS OF COGNITIVE SKILLS

As with any other phenomena, cognitive skills can be analyzed in a number
of ways. The guiding principle in choosing a particular analytic scheme is
therefore to seek relatfons among variables pursuant to a purpose. Sir Arthur
Eddington's typically picturesque example of an elephant s1iding down a grassy
slope makes the point vividly. How would a physicist describe 1t in the
language of his science, a language constructed specifically for his purposes?
“A mass of two tons moving along a plane inclined at sixty degrees" is about
all he can say.

A serious problem 1n modern cognitive psychology 1s that there is at most
a limited consensus regarding what {is to be studied and hence an appropriate
systematic language. In another picturesque example, Claxton (1980b) 1ikened
cognitive researchers to the inhabitants of thousands of 1little islands,
representing different cultures, habits, and ways of talking about what they
do. “Occasionally {nhabitants of one 1sland may spot their nefighbors jumping
up and dﬂ;? and issuing strange cries; but 1t makes no sense, so they ignore
1t" (p. 15).

Many differences 1n research objectives and language, and hence con-
structs, derive from metatheoretical preferences. There are neobehaviorists,
neofunctionalists, neogestaltists, and neostructuralists. The first three of
these groups have one thing in common, their metatheoretical differences not-
withstanding. They concentrate on processes of cognition qua processes. On
the other hand, neostructural approaches often reify agents to explain
processes.

An example s the short-term memory (STM) versus short-term store (STS)
temminology, or long-term memor versus long-term store (L15). As
apparent later, STM and LT can be defined operationally with no commitment
regarding a fundamental distinction between the two. On the other hand, STS
and LTS are hypothetical constructs that supposedly account for STM and LTM
(Baddeley 5 Hitch, 1974). As with computers, “store” connotes & register--
Tocus--that is fintegral to process. STS and LTS tmply structurally distinct
loci in the central nervous system; as causal agents, they supposedly engender
memory processes that follow the different laws derivative of the loci. (Some
writers refer to stores only metaphorically, however.)

The present purpose in analyzin3y cognitive skills is to lay a foundation
for skill trafning, and especially for the design and use of part-task and
Tow-fidelity devices. Training 1s a process and performance fs a process.
The former is to be designed so that variables, including equipment design,
can be manipuiated to develop the latter. A strict structural analysis, one
that assumed the priority of memory stores over processes, for example, would
be a roundabout way at best to reveal what can be done to change and develop
performance. One would seek the characteristics of structures and their
derivative laws. But to what purpose? Training cannot change structures nor
their immutable laws.
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As will be evident, strict structuralism, which seems to have peaked
about ten years ago, is on the wane. But even assuming concepts such as
"store” to be valid, present purposes dictate an analysis of cognition in
temms of processes. Further, the processes selected should be capable of
manipulation for training. For example, a supposed characteristic of STM, as
a process as well as store, is a severe linitation on the number of elements
that can be represented (remembered) at one time. Yet, there are numerous
situations in which the limits are exceeded substantialiy. Theorists then
speak of “chunking,” or the combining of elements into chunks so that a chunk
becomes an element, and the limius apply to the number of chunks. A training
developer needs to know how to couse chunks to form, and in & manner that
optimizes trafning. If no guidance can be given, then chunking has no value
as a training concept and hence should be ignored in the present analysis.

As explained later, chunking can be a useful training concept, but only
1f one goes well beyond discussions of the notfon as such in research liters-
ture. The choice of conceptual tools discussed in Section Il was to provide
for occasions such as this. Churnking can be manfpulated through preparatory
sets which draw on LTM, and trainees can learn to manipulate their own sets.
("set" may well be a useful tool for dealing with a number of STM processes,
including control of interference--see later discussion.)

Another example is the concept of schema, which in the abstract is the
most useful explanatory construct in cognitive psychology. Schema-like pro-
cesses govern all complex behavior, so developing appropriate schemata is a
training goai of paramount importance. The trouble is, there is very little
research on how schemata develop, let alone how to foster their growth. Most
theorists who make major explanatory use of this concept live on one island,
and those that talk of learning sets, for example, live on another. The pri-
mary reason for including “learning set" as a conceptual too) (Section Il) was
to gain a “handle” for the all-important concept of schemata. We know quite a
bft about how to develop learning sets.

The present analysis of cognitive skills, then, is pursuant to a par-
ticular purpose: & foundation for skill training in general and for designing
and using part-task end low-fidelity training devices in particular. The task
for the psychologist who would design training programs and equipment is to
sift the strange cries emanating from the many islands for {nsights into pro-
cesses that can be manfpulated for training. To do so requires an excursion
into formal theories of cognition so as to clarify their concepts. Accord-
ingly, preceding the analysis of cognitive skills appear brief summaries of
the emergence of modern cognitive psychology, central concepts of information
processing, and a section 1{llustrating theoretical approaches to memory.
Cognitive skills are then analyzed in terms of executive processes, short-term
processes, long-term processes, and motivation.

EMERGENCE OF MODERN COGNITIVE PSYCHOLOGY

Regardless of the degree of mechanization implied by a theoretical posi-
tion, "cognitive skill" connotes more than overt stimulus-response (S-R) con-
nections. There are mediational events between the occurrence of an input S
and the resulting output R that are integral to the overall action. These
events may be viewed as implicit S-R chains (e.9., subvocal speech) as in the
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classical behaviorism of Watson (1919, 1930) or Guthrie (1935); as constructs
anchored to physical stimult{ and overt responses as in the neobehaviorism of
Hull (1943) or Spence (1956); or as organismic (0) mental and physiological
processes as in the functionalism of Carr (1925) or the S$-0-R formulation of
Woodworth and Schlosberg (1954). =T

However, throughout this century there have been theorists insisting that
the mediational events are purely cognitive in nature and must be studied as
such. That is, they are essentially mental--a physiological substratum
notwi thstanding--and they are manifestations of purposive, intelligent compre-
hension of the situations in which actfons occur. The cognitive point of view
was systematized in the past by Tolman (1932) and the Gestalt school (Koffka,
1935; Kohler, 1929/1947; Lewin, 1936). The cognitive theorists stressed that
behaviorism, whether old or new, simply could not account for intelligent
behavior. As it turned out, the cognitive theorfes of the first half of this
century were not adequate for the job either (Hochberg, 1957; Miller,
Galanter, & Pribram, 1960; see also Kohler, 1969, for discussfon of fundamen-
ta) brain activities underlying thought that occur outstde of mental activity
per se).

Beginning around 1960 there was a renewed interest in cognitive processes
that resulted in their study becoming part of the mainstream of current
psychology. Rather than being only critics of the behaviorism that dominated
psychology 1in this country from 1930 to 1950, cognitive theorists began to
play central roles 1in psychology's development. Some would date this
renaissance to the publication of Miller, Galanter, and Pribram’'s (1960)
Plans and the Structure of Behavior, a “subjective behaviorism" (Hilgard,

at wou rive behavior from a hierarchical structure of plans. 1In
the transition, a neostructuralism has developed (Mandler, 1962). It has
1ittle in common with the structuralism of Wundt or Titchener, but it does
rely on an updated nineteenth century methodology: the use of reaction times
to “track” and identify mental operations (cf. Castellan & Restle, 1978;
Chase, 1978; Estes, 1978b; Theios, 1973, 1977). Neostructuralism emerges when
the operatfons are ascribed to "locations” in memory--working memory, short-
term store, long-term store, etc. (see Bower, 1975, for an elaborate flow
diagram of the perceptual-memory system).

Many writers eschew the structuralism, focusing instead on the mental
operations as processes. And ﬁerhaps 1t 1s in this distinction, structure
versus process (Estes, 1978b), that the most basic disagreements among today's
cognitive theorists l1ie. ~ "Process" theory appears to be an extensfon of
neobehaviorism (e.g., Kendler & Kendler, 1975) or of functionalism (e.g.,
Postman, 1975). These theorists, including the modern neobehaviorists, empha-
size mediational processes other than stimuli and responses; but they would
conform to the approach of Woodworth and Schlosberg (1954) 1in having “a
definite preference for objective data but no taboo against material obtained
through introspection {1f it helps the psychologist to understand what the
organism 1s doing 1n relation to the environment" (p. vii). Although it seems
that neostructuralists would say the same thing, in practice they tend to go
well beyond data, from readily inferred processes to mental agents whose
reifications are questionable.

The structure-process distinction will arise several times 1in the
discussions that follow. To avoid confusion, two different uses of "process"
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should be clarified. One use is in the structural (i.e., structuralism) ver-
sus process approach to cognition just mentioned. The other use of "process"
as in “informatiorn processing” 1s generic. It includes both structural and
process approaches to cognition. The following discussion provides an
overview of "information processing” in its most general sense.

OVERVIEW OF INFORMATION PROCESSING

The use here of “information processing” (IP) departs somewhat from many
current practices in that it includes even modern neobehavioristic conceptions
of cognition. Although Estes (1978b) distinguished between "behavioral" and
"{nformational” modes of descrintions, he explained that either mode is “a
confluence of metaphors and methods,” a mixture of terms, concepts, and
methodologies from both approaches (and others). The "new cognitive science"
(Norman, 1981a, 1981b), which has taken shape in the Tast dozen years or so
(Mandler, 1977), appears to have drawn from most approaches, including even
early functionalism, that view cognition as an intelligent interface of an
organism with its enviromment. To react intelligently, an organism does not
Just receive a stimulus, 1t receives and processes information. As Estes
(1975) pointed out, even conditioning “bears on the processes and mechanisms
by which animals gain information about their enviromments" (p. 21). Thus,
"we not only should but must be multidisciplinary" in our study of cognition
(Estes, 1975, p. 21).

Our present shortcomings in the multidisciplinary approach (see later
discussion of long-term processes) highlight the need to view IP in a broad
sense. 1P 1s no longer the province solely of ‘“cognitionists" circa
1960-1970. From whatever background and specialfzation, research {is con-
verging on how organisms receive, process, and respond to information from the
~refromment. As a conception, IP thus encompasses sensation, perception,

‘{ation, and response production. Any factor that affects one or more of
;e processes is of concern, so research tactics range from examinations of
p.ysfological and neural functions to studies of sociological and ecologfcal
influences. While socfological and ecological influences have heen largely
ignored in current cognitive theories, there {is a movement to pick up where
Kohler (The Place of Value in a World of Facts, 1938) and Lewin {A Dynamic
Theory of Personality, 1935) Jeft off. More on this later.

As a means of structuring later discussfons of cognition and cognitive
skills, 1t would be well to {identify the stages and levels of IP as custom-
ari{ly defined. Adapted from Estes (1978b, p. 11), Lachman, Lachman, and
Butterfield (1979, ch. 4), and Simon (1978, p. 273), these stages and levels
are (1) the registration of stimulus inputs in immediate sensory memory; (2)
the coding of features of the stimulus inputs in short-term memory (STM); (3)
the relating of contents of STM to contents of long-term memory (LTM) by com-
parisons with hierarchical networks of feature ensembles comprising the
latter. Retrieval of information from STM or LTM involves a search process,
usually viewed as sertal 1n nature, at least until recently. Processing
during the interplay of STM and LTM includes sequential comparisons of new
inputs to LTM contents, with decisfons depending on the matches or mismatches
that are found. The matches and mismatches are, of course, determined by the
purpose of the {indfvidual at the time. (4) After processing, a response {s
produced which will terminate the action if purposes have been achieved, or i{f
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not, the response can be to seek new input or reprocess the old using a dif-
ferent scheme or strategy. The response, of course, derives from past
experience as represented in LTM. The contents of STM may cr may not be
assimilated into LTM at the end, depending, it was once believed, on how much
it is rehearsed while in STM.

As stated, IP will be considered in a broad sense of the term; hut this
customary characterization is a good place to start an analysis of what 1P
involves because most recent research addressed this characterization.
Furthermore, the central concept 1s memory; ft is involved in every phase from
the registration of 1nputs f1n 'mmeﬂ?a%e sensory memory {0 generating a
response from LTM. This conception of memory differs radically from that in
psychology prior to 1960. Memory {s nu longer sheer reteation; it is also an
agent that acts on and through sensory inputs. LTM, for example, not only
contains (coded) static information, but rules for actions as well, including
how to subject inputs and other contents of STM and LTM to transformations as
they are needed (to adapt to different strategies in problem solving, for
example).

Current views of memory often follow closely the storage processes in
computers and how stored information, including programs, operates on itself
and on new inputs. In fact, many writers (e.g., Anderson & Bower, 1973, 1980;
Bower, 1967; Lachman et al., 1979; Newell & Simon, 1972; Rumelhart & Norman,
1975b) developed conceptions of memory through deliberate analogies to
computer operations, in some cases considering successful computer simu)ation
of IP as concefved in humans a direct test of the validity of their theories.
Others, though recognizing tne heuristic value of the computer analogy, point
to the dangers involved. Some of the dangers and those who have pointed them
out will be 1identified in later discussions as they apply to particular
{ssues. Nevertheless, critical comments made later in this report notwith-
standing, the computer analogy at least has provided models of memory that can
account to some extent for the pervasive role of past experience in behavior.
We have known for years, for example, that experience affects perception. We
have observed that learning, motivation, and stimulus contexts influence what
s perceived and how, But only recently have mechanisms, computer-like in
nature, been concefved that describe how these influences are brought to bear,
specifically through memory actifons. The computer analogy has also fostered
the development of mathematical models of IP that have contributed much to the
analysis of separate processes and to the testing of conjectures regarding
them.

MODELS OF MEMORY

Depending on the theorist, memory {includes more, or fewer, stages and
levels than were just identified as the core of 1P. The variety of models
presented in Models of Human Memory (Norman, 1970), for example, {llustrates
the basis for Postman™s complaint, “"the ratio of models to experiments
1s quite high, although happily sti11 1less than unity" (p. 294). In
accounting one way or another for almost every breakdown of memory and {ts
functions, Bower (1975) diagrammed relations among a score of components. The
discussions that follow provide perspective for memory models, and thereby the
later analysis of cognitive skills, first through examples of general
conceptions of memories, and then an examination of “dual-process" theory.
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CONCZFTIONS OF MEMORY. After describing his transition from a traditional,
1959 conception of memory as mechanical associationism to a “contextual" view
of memory, Jenhins (1974) emphasf{zed that "we should shur 2ny notion that
memory consists of a specific system that operates with one set of rules on
one kind of unit" (p. 793). As he described it, associationism assumes there
are fundamental units, linguistic in nature, and relations among them from
which all memory 15 constructed. On the other hand, contuxtualism assumes
events are primary and that the qualities o7 events determine what is remem-
bered and ww. The success of assaciation-based formulas in predicting
memo: /, s0 Jenkins argued, had been due primarily to their derivation and use
in restricted contexts. The formulas could not be expected to generalize
across contexts.

A position such as this, which seems to have been wcll grounded by 1974, the
time of his paper, raises several questions, but one 1s of particular conrern:
Ara there perhaps more than one kind of -~emory, each with its own set of
rules, and does the interplay of the differcnt kinds vary with contexts? If
so, identification of the separate kinds, their rules and interrelations,
should nermit construction of schemes that would generalize across contexts.
Several such moc¢21s had been constructed by 1970 (cf., Norman, 1970) and the
nunber has s'nce increased. As Claxton (1980b) stated, “We find [the cogni-
tive system] constantly analyzed into all sorts of subsystems, ranging from
‘Pattern Recognition Svstem' and 'Response Executive' to a bewildering varfety
of memories: Precategorical Acoustic Storage, Sensory Register, Iconic
Memory, Primary Memory, Working Memory, Semantic Memory, Episodic Nemory,
Response Buffer, and? a host of others” (p. 14)., Especially influential
models, at least in the research they generated, were presented by Anderson
and Bower (1973) and Atkinson and Shiffrin (196.).

“he Anderson and Bower model was essentially process-oriented. Externai
information, registered by sensrry receptors, is analyzed ("parsed"} to pro-
duce meanings that can be transmitted to a “working memory" within LTM. An
“executive" system governs the parsing and the transmission of parsed infor-
mation to LTM, which in turn outputs to the executive which also controls

“resulting responses. Atkinson and Shiffrin's (1968) account of these pro-

cesses tended more to structural concepts: Memory has three “registers,” one
for sensory processes, one for STM, and on2 for LTM. Also, STM exercises the
executive function,

Both mcdels have been revised bv their originators. Anderson and Bower, still
focusing primarily on processes, recognized that the original model satd
iittle regarding how remembered events are utflized in thought so they
expanded the system to address thought as well as additional basfic processes
such as recognition (Anderson, 1976; Andersen & Bower, 1980). Atkinsor,
though remaining close to the Atkinson-Shiffrin (1968) model, later pointed
out thet tae separace "registers” need not be considered separate neu nlogical
struciures; they may be only dirferent phases of activation of a single memory
system (Peterson, 1977). Shiffrin (1977) combined the sensory and STM
registers because 1. had been found that immediate sensory contents ("icons")
persisted in memory {in recoded form. Furthermore, becaus:z studies of atten-
tion 1indicated that f{nformation from sensory receptors can activate LTM
directly without going through STM, Shiffrin reinterpreted the STM-LTM
dicnotomy: STM 1s 2 temporarily activated portion cf LTM (Peterson, 1977).
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Nevertheless, there are still those (e.g., Glanzer, 1972, 1977) who maintain
there are fundamental differences between STM and LTM that imply more than
temporally defined processes. That 1s, the differences {1mply separate
functional structures for STM and LTM (see below).

Baddeley and Hitch (1974, 1977) proposed a working memory (WM) to replace STM
in the STM-LTM dichotomy. WM is comprised of several subsystems not unlike
those usually considered characteristic of STM. There 1s a difference,
however, in that WM is conceived, as it was in the Anderson-Bower {1973, 1980)
model, more in terms of functional than of structural properties. Functions,
being dependent on task contexts, are less rigidly (but perhaps more vaguely)
defined than structures. In this sense, WM is closer to the layman's concept
of what one may “have ‘n mind" at a given moment than is STM. The typical
flow diagram in which information from the senses must pass through STM to
reach and activate 'Y becomes meanfngless (Hitch, 1980). A "central
executive,” a role served by STM in Atkinson and Shiffrin's (1971) system, is
separate in the Baddeley-Hitch model. It also has direct access to LTM and
can thus activate LM without “going through” WM.

Although Baddeley and Hitch (1974) said their system was "in the spirit" of
models such as that of Atkinson and Shiffrin (1968, 1971), the former also
reflects an esseutially functional concept or structure as defined by Mandler
(1962): “"Strictures are temporal and probabilistic linkages of inputs and
behavior whicn are available in functional units" (p. 415; all {talicized in
the original). Accordingly, WM {is defined not by an enduring structure, or
even characteristics of 1ts contents, but by {ts mechanisms involved in per-
ceptual and linguistic coding and organization, transfer of information to
L™, etc.

Mandler (1967) expanded on the nature of the linkages that provide functional

units. In this model, clusters of elements (wordc “1es of objects or ani-
mals, etc.) form hierarchical relations with each in "permanent vocab-
ulary storage” (he circumvented the STM-LTM {issue) s central hypothesis,

which has quite a bit of confirmation (Mandler, 1967, s :7), was that encoding
of {inputs, and their recall, tend to follow the hierarchical clustering 1in
permanent vocabulary storage. Furthermore, separate clusters and their
supraordinate-subordinate relations with each other develop with experience.

Mandler's model, as do mo.t memory models, addressed primarily data from stan-
dard cxperiments in verbal learning. It 1s of particular interest here
nevartheless, and for two reasons. First, the conception that immedfate
recall of inputs has the functional structure of hierarchical clusters in LTM
(not Mandler's term), and the evidence supporting this hypothesis, may provide
an emnpirical "handle" on the patently circular concept of “chunking" (see
Dual-Process iheory below). Second, the conception can also help clarify the
nature of learning hierarchies in theories such as that of Gagne (1962, 1965,
1968). The systems are not completely compatible; but dynamic characteristics
that might be ascribed to Mandler's hierarchical ¢lusters in LTM are similar
to the roles of learning sets as conceived by Gagne. The simflarity opens up
st least the possibilifity that an empirical handle can also be available for
assessing the nature of long-term strategies and habits, now called "learning
styles,” individual learners bring to a training sftuation. 1f so, something
more than pencil-and-paper tests and job samples can be used to assess the
beginning characteristics of students and to individualize their {nstruction.
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Instead of relying solely on status measures, some insi ht can be gained into
the dynamics of how they learn various skills.

Dynamic properties of memory processes are central to the system of Norman and
Rumelhart (Norman & Rumethart, 1970; Rumelhart & Norman, 1975a, 1975b).
Extending a point from Bower (1967), vector notations identify the content and
direction of processes in a dynamic memory network. The network is charac-
terized by schemata (Norman & Rumelhart, 1975) which are simultaneously
discriminative and generalfzation systems. The schemata underlie analogical
thinking and are thus systems of transfer. (The significance of this point
for instruction is treated briefly by Norman, Gentner, and Stevens [1976], and
at length by Rumelhart and Norman [1981].)

One more type of conception can be added to the foregoing illustrations of
cognitive models, one that has particular value for instruction. The focus 1s
on “metacognition” and “metamemory,” which are new terms for some fairly old
ideas (see Flavell & Weliman, 1977, for earlier thinking on metamemory and
review of related research)., For example, metacognition, which includes meta-
memory, encompasses what one s to profit from in acquiring study skills; but
modern analyses of the concept go far beyond the puerile guides found in "how
to study” manuals. Metacognition incorporates essentially all the processes
ascribed to the executive role in modern models of cognition: recognition of
the problems at hand in terms of one's purposes; analysis of salient features;
“awareness” of the repertoire of avaflable analogical schemata and their
domains; planning strategies and scheduling and {mplementing them; monitoring,
evaluating, and regulating actions; etc. (Brown, 1978).

Formalization of the conception as "metamemory" has focused some research on
processing variables that have been mostly ignored in formal models of memory
(but not necessarily in models of problem solving and understanding). Models
of memory have stressed characteristics and processes of STM, WM, LTM, etc.,
not the "executive” or “central processor.” In doing so, they have missed the
distinction, critical to real-world performance, between knowing “what” and
knowing “how.” In an experiment on verbal recall, a subject need know only
what. Knowing how {s requisite to problem solving, not how as mechanized pro-
cedures per se, but how as schemata for selecting and adapting procedures, for
acquiring needed information (Brown, 1978). Many problems faced by mainte-
nance technicians could be readily resolved 1f they could recognize what they
do not know that they need to know and where and how to obtain the {infor-
mation. Even leading models of problem solving (e.g., Newell & Simon, 1972)
are no help to one who must design an instructional program for maintenance
personnel. TYhe models assume that the problem solver has the requisfte infor-
mation formulated in appropriate form, such as could be entered as data and
programs in a computerl What 1s needed 1s 8 computer program that can solve
the pendulum problem. The computer must be surprised at the problem

1In the pendulum problem, the subject's task is to tie together the ends
of two strings that are suspended from the ceiling, but too far apart for both
to be reached at the same time. The only solution s to tie an object such as
a pair of pliers to the end of one, swing 1t, and grasp it on the return while
holding the end of the other string. How must a computer classify a pair of
pliers? 1t would have to see it as & mass, not a tool for grasping, and then
fntuftively relate pliers-as-mass to gravitational forces acting on a
pendulum. See Duncan (1959) for a review of traditional research on problems
of this sort.
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requlreme?ts in view of what is given, and respond creatively to arrive at the
solution. Creativity 1s implied because simply having the necessary
information 1s not sufficient (cf. Duncan, 1959, p. 406).

Exfsting computer models are rotoriously noncreative in this sense (Bower,
1978). They are not limited so in principle, but because of the complexities
of programming {involved, computer models 1n the {immediate future are not
11kely to help train a person who must suddenly adapt to unexpected, novel
emergencies or to unanticipated problems with equipment. What N. R. F.
Mafer,2 for example, studied over the years seems much more pertinent for
{dentifying what trainees need to learn to do and how to teach them.

This discussion has no more than scratched the surface of conceptions of
memory, both in terms of the number of models that have been proposed and in
the depth of those discussed. It will be sufficient for present purposes,
however, {f it provides a suftable context for discussing dual-process theory,
and together with that discussfon, a context for examining processes of
cognition that can be expected to have instructional significance.

DUAL-PROCESS THEORY. 1In his review of research on verbal learning and memory,
Postman (1975) titled one major section "The Short and Happy Reign of
Dual-Process Theory." He was referring specifically to the STM-LTM dichotomy
when viewed efther as two distinct processes or structures. However, as was
the case once with Mark Twain, announcement of the demise was perhaps prema-
ture. Later analyses of cognitive skills take 3 definfite stand regarding this
dichotomy. The following discussion gives a basis for the stand.

What is the evidence for two distinct processes? The most often cited evi-
dence {s that which led to Miller's (1956) "seven plus or minus two" paper.
Miller's point was that the immediate assimilation of sensory finputs, visual
or verbal, s restricted to only 2 few elements (1.e., seven plus or minus
two). Such limits, frequently no more than five or even fewer elements (cf.
Glanzer, 1972; Mandler, 1967), characterize immediate free recall after a
single exposure to, say, a Vist of unrelated words or digits. Some consider
these 1imits inviolable. 1In the Atkinson-Shiffrin model, once all slots have
been filled, an additicnal Input can be accommodated only 1f 1t bumps cut one
of the present elements (Bower, 1975). LTM has no such limitations; it is
essentially unlimited. Hence, the reasoning sometimes goes, there must be
immediate, short-term memory processes that are distinct from those of LTM.

Obviously, immediate memory often encompasses many more than five or even nine
elements. "Chunking“ 1s 1inferred to account for the fncrease. That fis,
elements become organized 1into chunks according to, for example, their
interrelations. While one may have immediate recall for only seven or so
unrelated words, a sentence of many more words may be recalled easfly. The

1Requirements here are for flexibility in sets with which problems are
approached, and in overcoming "functional fixedness" (restrictive sets). See
Greeno, Magone, and Chaiklin (1979).

zFor a sampling of the scope and depth of Mafer's work, see Mafer, 1930,
1931, 1945, 1960; Mater & Burke, 1966, 1967.
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1imits for immediate assimilation then apply to the number of separate chunks,
not separate elements. Total immediate memory (STM) 1s thus determined by the
sfze of the chunks that are immediately formed. Bower (1975) forthrightly
points out the circularity of chunking so conceived. (As mentioned earlier,
evidence for Mandler's [1967) hypothesis regarding simflar clustering in STM
and LTM may provide an empirical handle for chunks, removing the circularity.)

It 1s difficult to see how aryone could consider memory span per se grounds
for insiscing on a dichotomy between STM and LTM processes or structures. An
importent training {ssue 15 raised later in this regard. However, for the
present, an example fnvolving memory for digfts will suffice. It 1is well
known that when presented the problem on an {ntelligence test, subjects of
nomal {intelligence can recall only seven or so digits when pronounced,
without emphasis, one second apart. Individual intelligence tests from
Terman's to Wechsler's have incorporated such 1items. Yet, Chase and
Ericsson's (1981) subjects, originally able to recall only seven digits so
presented, after two years of practice could recall more than eighty.
Nevertheless, there appeared to be more evidence for two processes than that
provided by memory spans. For example, it seemed at one time that STM coding
involved only phonemic processes with no semantic coding. That fs, encoding
of sensory {nputs in STM was acnfeved solely through symbolic, 1inguistic
“tabs” that served only to irdex the material fn STM. On the other hand, LTM
depended predominantly {f not exclusively on semantic processes through which
relations, organizations, and reorganizstions of LTM contents acquired
linguistic structure. Later, on the ba.is of their and others' work, Craik
and Lockhart (1972} held that information in STM was probably in visual and
possibly in semantic formats as well as phunemic. (Recall earlfer mention of
Shiffrin's [1977]) subsuming the sensory register under STM because of
recoding.) Shulman (1971) went even further. After reviewing & large number
of studfes, he concluded that semantic encoding in STM had been clearly
demonstrated; the trovble in finding it had been that it did not occur unless
the experimental memor- task required it. There {is also considerable evidence
that some contents of LiM are images, that they are not entfrely semantic. In
fact, forty years ago {introductory psychology texts stressed that children
ramembered in images because they had not yet developed verbal facility. A
later discussion of imagery will return to this fssue.

This takes care of only two presumed differences between STM and LTM, however.
Wickelgren (1973), while concluding from his review that most evidence
allegedly supporting a STM-LTM dichotomy was equally consistent with & single-
system model, believed that three phenomena supported only the dual-process
model: (1) retention functions have different forms for STM and LTM; (2) STM
is affected b{ interference from “gross” simflarity effects, but not subtle or
"fine-gratned” sintlarities as 1s LTM; and (3) some findings with brain
damaged subjects such as specificity of mcmory deficits are easier to
interpret within dual-process theory. However, Wickelgren later (1980)
equated STM to “active memory,” and the latter to attention span. Active
memory {is an activated subset of ‘“passive® memory, f.e., LTM, from which
various memory traces can be in different degrees of activation.

Other possible differences between STM and LTM have been reported. Though he
took fssue with the supposed ‘mplications, Postman (1975) 11sted encoding
variations related to how long materfal must be retained prior to a test of
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retention; effects of modality of presentation on performance; and finter-
actions of serial position of verbal materfals to be learned with various
experimental conditions. Glanzer (1977) cited others' findings which he (but
not necessarily the original i{nvestigators) held to support dual memory
processes: differences fn imageabflity of words (Richardson, 1974); effects
of spacing practice and rehearsal on recall (Pollatsek & Bettencourt, 1976);
the effect of articulatory suppression on free recall (Richardson & Baddeley,
1975); changes with practice in primacy and irecency effects on free recall
) (Goodwin, 1976); and the effects of prior recall upon subsequent recall
(Gardiner & Klee, 1975). Glanzer did not explain how the findings of these
studies support the STM-LTM dichotomy, and in some cases the supposed support
is clearly questionable.
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Various writers have rebutted each of these points with arguments ranging from

counter-examples to rejection of certain findings as being frrelevant. We

need not pursue the specific {ssues; when needed, they will be clarified as

functional characteristics ascribed to STM and LTM are discussed. There 1is

> one alternative explanation for ostensidble unique STM characteristics that
should be mentioned, however. It has significance for training and the writer
has found no prior systematic treatment of the point. The point is explained
in what follows.

;‘ Many 1f not all properties alleged to be unique to STM have been observed in
b the past to be manfpulatable through sets that necessarfly depend on LTM.
! Sets explain why STM can be accessed so quickly. The relation of sets to

chunking {s apparent in many mnemonfic devices, especially those in popularized
accounts of "how to improve your memory.” Sets play various roles in sensory
and perceptual processing, an STM function (Haber, 1966). More subtle, and
much more complicated, 1s the relation of sets to interference and facilita-
tive phenomena. Interference phenomena cspecially are thought by several
writers to be different, in some cases nonexistent, in STM.

Under at least some common conditions, interference can be readily manfpulated
through task sets. For example, Jenkins and Postman (1949) found that
similarity-dissimilarity of sets in original learning (OL) and interpolated
activity (IA) had effects on recall of the original learning comparable to
those of similar and dissimilar materials to be learned. That {s, {f OL and
1A involved similar sets, retroactive inhibition occurred just as it does for
similar OL and 1A stimuli; 4f IA Involved a different set, however, retro-
sctive inhibition was considerably reduced (or did not occur at all) just as
would be expected with dissimilar OL and IA tasks. Furthemmore, Jenkins and
Postman (1949) reported that when a change 1n sets was induced during OL there
was an adverse effect on retenticn.

Sets 1n the Jenkins-Postman study were induced through performance of the
tasks themselves. Earlier, Postman and Jenkins (1948) reported effects on
retention when sets were induced by verbal i{nstructfons. In this case,
instructions on how to proceed with the learning task and retentfon test had
to be comparable to avoid interference.

S CH DS 5 TR N

These results, which are quite consistent with those of similar studies (e.g,
Nagge, 1935, Postman & Postman, 1948, Underwood, 1957), {llustratc the

o camplexity of the relation of sets to interference, which s usually observed
-
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with no thought of how experimental procedures induce interfering sets even as
the experiment progresses (Underwood, 1972). As just mentioned, a change in
sets during learning can introduce interference (Jenkins & Postman, 1949). In
typical short-term retention studies, sets induced by the experimental proce-
dures or by the subjects themselves may well account for peculfarities of STM
interference processes. !f so, there are obvious trafining implications, and
it would certainly be worth the time to expend part of our efforts in
exploring the effects of sets on STM-1ike phenomena systematically. It was
widely believed, at least until the last couple of years, that information in
ST™M had severe time limits unless constantly rehearsed, that when used the
information had to be processed serially, etc. (see later discussion of STM
processes). 1t would take us to» far afield 1n this paper to show how counter
examples can be, and have been, generated through manipulations of sets. But
again, a thorough exploration of the roles of sets should show how STM-1ike
phenomena can be manipulated to enhance permanent learning and performance.
With present conceptions, there is 1ittlie to do with some STM phenomena except
point at them.

Such an effort wil) require careful logical analyses. As might be expected,
phenomena as ubiquitous as sets are not simple. Gibson (1941) discerned some
40 different operational uses of the term in experimental psychology. As
l;unphrey (1951‘{1963) p‘o]inted‘out. the number would be increased if the dif-
erent uses of Einstellun n work by the Wurzburg group in Germany were
included; and the number would be even larger TT the causal attributes of sets
in modern models of cognitive and motor performance were added.

On the other hand, the conception of hierarchical learning sets provides a
powerful analytic tool for ordering the many maniTestations of transitory
sets, for that is what iearning sets are all about.

Before leaving dual-process theory, a common criticism of the theory should be
mentfoned. The criticism, which appears in a vartfety of forms, §s that the
STH-LTM dichotomy leads to an unnecessary reification of memory structures,
and s thus an undesirable violation of the law of parsimony. One of
Glanzer's (1977) responses to his critics fllustrates the point. Commenting
that general objections derive from a preference for a single-process theory,
he stated, "when explicit theories have been presented as general single-store
theories, they have slways turned out to have two elements: two rehearsal
processes, two decay processes. Their difference from muitiple-store theories
becomes difficult to determiine™ (p. 121). In other words, two rehearsal-decay
processes imply two agents (stores) to govern them.

Objections to reification of causal agents are based on more than an arbitrary
preference regarding formulations of scientific statements. There is a danger
of posing meaningless questions for research--what Planck (1949) called phan-
tom problems--resulting 1n misguided efforts and useless results. Once the
ether was reified, physicists sought 1ts mechanical properties. We research a
topic the way we talk about 1t (Spears, 1960). As Postman (1975) stated,
“Once STS [1.e., STM as a “store”] was proposed, fts capacity, the charac-
teristics of the units held in 1t and displaced from 1t, and its temporal
parameters had to be specified” (p. 308). Only a brief review of research in
this area reveals a considerable effort to do just that, to determine the form
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of a hypothetical entity.l As a result, "cognitive psychology has been
surprisingly 1ittle concerned with 1earn1ng that changes process and capacity,
focussing instead on the demonstration of processes and structures that are
supposed to remain unaltered by the experiment, or on learning in the sense of
acquiring new knowledge that changes content (you ‘know' more) but not process
(you cannot 'do’' more)® (Claxton, 1980b, p. 9; emphasis in the original). As
will be apparent later, “knowing“ impl¥es "doing" in much of cognitive theory,
but there is still something missfng. For the ramifications of the restricted
research focus, including social inglications. see various articles in Claxton
(1980a) and Norman (1981a), especially those by Claxton (1980b, 1580c), Curran
(19807, and Norman (1981D, 198lc). The critical self-appraisal represented in
these volumes had predecessors, of course (e.g., Estes, 1975, 1978b), but
perhaps the number of articles in these volumes addressing the restrictiveness
of cognitive research herald a broader outlook for cognitive science in the
near future. 1t must at least have the outlook implied by the above quotation
from Claxton {f it is to undergird in a systematic way a theory of instruction
as envisfoned by Glaser (1982).

SKILL LEARNING, PROBLEM SOLVING, AND EXECUTIVE PROCESSES

A cognitive skill dnvolves cognitive tasks. In and of themselves, the
tasks may or may not fnvolve a problem in the sense this term 15 used in
experimental studies of problem solving. That is, the tasks may be performed
more or less routinely, even algorithmically, requiring no particular effort
of a mental or creative nature.

Even so, novices usually have not yet learned to perform mechanically, to
adapt routine operations automatically to peculiarities of varying situations,
or even to recognize that given tasks are called for. To them, learning the
tasks, the adaptations, the indications of need, fnvolves efforts not unlike
those required when presented with a true problem. Moreover, the task may
appear 1ll-structured in that the trainees do not have component skills and
knowledge necessary to solve the “problem.” They must learn to formulate
goals and purposes for the systems they work with and for themselves in rela-
tfon to the systems. They must learn to assess the situation in terms of the
goals and purposes, and of the contextual factors characterizing particular
sftuations. They must also learn to identify pertinent information {~me-
diately avaflable, to determine {ts adequacy, and to acquire additfonal
information as needed.

To deal with the occasion, trainees must develop a suitable set of action
alternatives and learn to choose among them. They must become able to eval-
uate outcomes of their actions and to discriminate between outcomes that
clearly fulfill the purpose and those that do so only partially or not at all.
As indications warrant, they must alter or change attacks until purposes are
clearly fulfilled. Finally, they should be able to repeat the whole process,
but with diminishing effort, when similar occasions arise in the future.

T R e T Y SN DR RN PR B I LY IR FL W Y TN NN A LA .

l'Fonm" here refers to the Aristotelian concept of formal cause. Form is
essence, and effective cause 1s derived therefrom. See Spears and Deese
(1973).
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That these steps have analogs in problem solving is evident from both
traditiona! and modern studies of the process. The primary difference is that
instead of having the necessary resources at the outset, the trainee must
acquire them. But this too has an analog in problem solving: problem solvers
often have to learn the strategies needed (Greeno, 1978a, 1978b).

The analogy between learning routine tasks and problem solving can bde
pushed too far. However, it is of no serious consequence if it is exag-
gerated. And there is much to gain from the analogy. Problem solving has g
been studied throughout this century, and modern cognitive approaches to the
topic have shed 1light on classical 1issues. The acquisition of cognitive
skills has hardly been studied at all. The analogy between problem solving
and learning the tasks involved in cognitive skills thus permits extrapolation
of research corcarning the former to guide training of the latter. At least,
the cognitive fuctors requistte to and involved in problem solving identify
the kinds of kniala2dge one must have for 1intelligent performance of skflls.
How close the analogy ¢ wn be 15 evident in the discussions below of five exec-
utive processcs irvolved i oroblem solving and in cognitive behavior
generally. ~They -are ca’led “executive" because they are the operations
ascribed to an executiv: or contral processor in models of cognitfon.

RECOGNITION JF A PRUBLFY. 7.sk analyses typically stipulate that on a given
cue a task is to be init‘ated und imp'emented. &ccordingly, training focuses
on cue recognition, interpretec.on, and ensufng decisions and actions. In a
Thorndikian mode, trainirg iavolvcs presenting %he cues and providing feedback
for decisions and actions, giving guidance as required. A cognitive approach
emphasizes the {nternal processes of cueing, decision-making, and the
selection, initiaticn, and implementation of actions.

Cueing in the sense of the onset o7 a situation requiring action fs the domain
of “problem” (1.e., task) recoynition, or the realfzation that the situation
requires that something in particular be done. A trainee 1s to learn to ana-
lyze the situation so as to key on its pertin-nt aspects. 1In this sense,
recognition implies discrimination of facets of situations that vary with con-
texts and with {immediate as well as long-range goals. In other words,
trainees need to acquire means for structuring situations according to pur-
poses, and the means should be flexible enough to encompass the varfety of
sftuations in which performance must occur (skill robustness).

Standard operating procedures (SOP), maintenance schedules, etc., in the armed
services attempt to provide comprehensive structures for task performance
whereby occasfons for actions and the nature of the actions are specified.
Skilled personnel must go beycnd formal {1nstructions of this sort, however.
For exanple, they regularly encounter situatfons--"111-structured” problems as
they are called in research l{terature--that should be recognized, analyzed,
and dealt with in the absence of standard instructions. As Simon and Hayes
(1976) put it, a leaking faucet says, "fix me.” A drip of oi), inconsistent
equipment operatfons, unlikely readings on a test stand, too frequent
breskdowns--a host of everyday incidents comprise cues that never get 1{sted
in task analyses; nor can ail of them be anticipated and included in training.

The training problem 1s to develop expectancies for what should happen that
not only conform to routine operations but which are sensitfve to deviations.
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That is, persons responsible for, say, operating a piece of equipment should
experience a feeling akin to cognitive disscnance when something out-of-1ine
happens.

This use of “cognitive dissonance” is rather mundane compared to the explana-
tory power ascribed to the concept by Festinger (1957). It refers to the same
phenomena, however: motivational states requiring resolutions of deviations
of events from expectations. This is not the place to explore the motiva-
tional implications for trafning, but as explained later, they are not triv-
fal. According to Tuddenham (1966), "disequilibrium,” a concept very similar
to cognitive dissonance, s the central concept in Piaget's theory of
motivation: one's understanding of an occasfon is in disequilibrium if
adaptation to the occastion is not complete, and behavior pursues equflibrium.

Recognition of a problem (read "of conditions calling for a particular task")
should involve a comprehension, a schema, that will be {in disequilibrium untfl
issues giving rise to task performance are clearly resolved (see Feather, :
1971, for discussion of this point in relation to cognitive structures). For

problems such as the leaking faucet, such a schema requires a fafrly full
understanding not only of routine task requirements, but of the situation and
any equipment employed. In the past several years, military training has come
to emphasize “"need to know" as a criterion for theoretical portions of
syllabi. In turn, "need to know" has been viewed largely in terms of cogni-
tive requirements for manual operations and for responding to feedback.
Probably not every operator, but at least a closely attending supervisor,
should have an understanding of principles of, say, equipment functioning that
goes beyond everyday operational requirements.

CRARAIY,

Given requisite understanding, schemata sensitive to disequilibrium or disso-
nance require perceptual and other cognitive processing of information that is
usually ascrived to STM and LTM functions, for example, recognition of
patterns of sensory inputs and of matches or mismatches of coded inputs with
patterns in LTM. These and related processes are discussed later. It can be
pointed out now, however, that the training issues just raised are a new
twist. Theories of cognitive performance stress the recognition of a target
pattern or a match as the determiner of actfon (cf. Juola, 1979). If a pat-
tern or match is not obtained, the subject searches memory, transforms inputs,
tries new schemes, etc., until it 1s. The point here 1s that patterns not in
LTM, or mismatches, can be significant cues themselves, and training should
target such cueing.
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COMPREHENSION OF THE TASK. Greeno (1977, 1978a, 1978b) has focused on the
role of understanding in problen solving and instructional {ssues related to
the role (Greeno, 1976; Anderson, Greeno, Kline, & Neves, 1981). (This is not
to say that understanding has been slighted by others; rather, that Greeno has
chosen to deal systematically with processes of understanding where many
others brought them {n ad hoc or sometimes assumed them.) He presented
(Greeno, 1977, 1978a) three criteria of understanding or evaluating solutions
to problems that apply with mirimum adaptation to what is involved in
cumprehending a task. A brief discussion of the criteria will show the
relationship.

Coherence. 0Does the pattern cof cognitive relations amonyg components comprise
a compact structure? If the relatfons are poorly integrated, there is a lack
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of understanding of the problem solution. Citing Duncker's (1945) distinction
between organic proofs and mechanical proofs in geometry, Greeno pointed out
that organic proofs, which depend on higher-order relations among steps, are
evidence of more understanding than {s shown by a mechanical progress from
step to step with attention focused only on the justification of each step in

fsolation. Comprehension of higher order relations involves not only knowing
what steps, but why steps are to be taker.

Similarly, one can say that an organic knowledge of a skill represents a
- higher level of understanding than does only a mechanical step-by-step
knowledge. Organic knowledge implies comprehension of the interrelations of
tasks comprising the skill (and of the equipment, etc., employed) while a
mechanical knowledge might not gu beyond a sequential procedure for performing
the separate tasks in series. There 1s no question which level of under-
standing is necessary for flexibility in skill performance as just discussed.
Yet some military training groups specifically object to going beyond gross
mechanical levels.

Cognitive integration of tasks s a concern i1n the design of part-task
trafners. However, unlike come motor skills that require coordination of
motor dynamics, cognitive skillis can bte integrated cognitively. As for low-
fidelity devices, the integration of purely cognitive skills such as proce-
dures requiring already thoroughly mastered motor actions can be taught with
crude mock-ups so long as the learners have clear pictures of how symbolic
actions become overtly manifest in real situations.

Correspondence. Does the cognitive represertation of a problem have the same

strucfﬁra1 properties as the problem? As Greeno (1977) pointed out, this cri-
terion has subtle aspects. For example--and here we switch at once from
problem solving to task performance generally--it {is one thing for an
understanding of a skill to correspond directly to the objective aspects of
the constituent tasks and the situation for performance. It {s another thing
to transform the cognitive ragresentation of the situation so as to recon-
struct task patterrns tanst correcoond in a different way, thereby obtaining a
more effective approach to fulfilling the purpose. (These transformations are
the essence of skill robustness.} Creative troubleshooting often calls for
transformations i1 order tou 2dapt tasting and confirmation procedures. As
with coherence, adaptations require comprehension of the sftuation as a
whole~--a causal structore for troubleshooting (de Kieer & Brown, 1981)--so
that transformed coguitive representations sti}) focus on the purpose and
varfables essential to its fulfiliment.

Connection with Other Knowledge. 1Is the cognitive structure representing a
problem or task connected to other knowledge in a person's repertoire? As a
criterion for understarding in problem solving, "connectedness” may mean only
that a subsequent similar problem can be solved more readily after a solution
is found to tne first one. At a higher level, the original problem solution
is related to a general principle that may or may not have been already known.
For task performance in general, the first level corresponds to what was
termed in Section Il “near” or “specific” transfer, while the second level,
involving general principles, f{s the basis for “far" or "“nonspecific"
transfer. In efther case, task comprehensicn would go beyond situationally
bound, stereotyped cognitive representations of performance.
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PLANNING PERFORMANCE. To the extent a skill requires mure than mechanical
repetition of habitual operations, effective, efficient performance requires a
plan. (A novice, of course, must plan actions that only later will become
habftual.) A schema or plan for performance 1s needed, one with enough flexi-
bility to adapt to the nonroutine aspects of the occasion. The performer
should recognize contingencies beforehand and have criteria for decisions the
contingencies entail. Through {ts own organization, tha schema should provide
an organization for the tasks to be performed. For creative adaptations of
skills as in nonroutine troubleshooting, the schema would have to be capable
of analogical application. That is, it would be necessary to transform the
cognitive representation of the task, or the schema itself, so as to establish
the necessary correspondence between them (see preceding discussion of
Correspondence).

An important part of any performance plan is a set of subgoals. These are
intermediate objectives that can lead directly to completion of the task, or
depending on outcomes when subgoals are achieved, they can be points at which
progress is evaluated ancd decisions are made as to the next step. Reed (1977)
explained the facilitative value of subgoals in problem solving; they are just
as important in any task performance. Troubleshooting, of course, usually
involves a hierarchy of subgoals (tests) whose outcomes are bases for deci-
sfons regarding the next task (and subgoal). In a sense, even sequential
routine tasks comprise a sequence of subgoals: Task B is to be initfated on
the completion of Task A; Task C is then to follow Task B; etc.

From a training standpoint, it is not trivial to cal) routine tasks comprising
a procedural sequence “subgoals.” In fact, one major difference betweer
experts and novices is that novices lack processes for establishing and
handling subgoals (Jeffries, Turner, Polson, & Atwood, 1981)}. The problem is
to teach trainees to comprehend the task organization and then use task
compietfon and related feedback as discriminative cues for the next task.
Learning this sequence of subgoals and how to evaluate their achievement is a
critical cognitive requirement. Trainees are to incorporate the subgoals into
their plans for practice, and at first the incorporation usually has to be
delfberate. As training progresses, sequential cueing of this nature may be
taken for granted except when generalfzation of skill performance to varying
circumstances {s practiced.

A number of skills, controlling the flight of an afrcraft, for example, are
regularly performed 1in varying sftuations. These skills rarely become so
mechanized that deliberate pianning of subgoals can be entirely omitted.
Desired instrumant readings change with maneuvers and flight conditions;
checkpoints vary with the terrafn navigated; etc. Versatflity in planning,
based on an understanding of the intérrelations of numerous factors, can be an

everyday requirement. .

INITIATING, MONITORING, AND REGULATING PERFORMANCE. The first of these, ini-
tiating performance or response production, is an enigma to anyone who seeks
an explanation in terms of mechanisms (see also the discussfon of this topic
in Section 1V). Except for the reflex arc--a neuro-motor conception--
traditional associationism circumvented the problem more or less axiomati-
cally: a response occurs {r. the presence of a stimulus with which it is
associated. Unless, of course, 1t doesn't, in which case we resort to habit
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hierarchies and probability statements of the axiom. It is difficult to see
that modern cognitive psychology helps much in explaining the mechanisms of
response production. In a sense, responses become integral to the matrix of
components and processes of cognitive structures. Their selection derives
from hierarchical detemminers developed during information processing. Once
selected, responses just happen. The effective cause is the structure of the
cognitive matrix per se. lecall that in Sectfon II “cue" was defined to
include associated responses.) For some insightful analyses of this problem,
see Allport (1980a, 1980b) and Harvey and Greer (1980).

Perhaps a desire to ~dentify & mechanism of response production {s
unrealistic, or even irrelevant. At any rate, the mechanism {is Yikely not a
part of cognitfion as such;, rather, it {s one of the aspects of brain
functioning that Kohler (1969) considered “outside" mental activity.*l The
intuitive cogency of the cognitive matrix as effective cause of responses
derives from an emphasis on verbal learning and perceptual processes that are
encoded linguistically. If a subject s to recall words, and their represen-
tatfon in LTM is semantic, then verbal recall--the response of interest--is
ipso facto a manifestatfon of the contents of the matrix. Why worry about the
larynx and other motor mechanisms of speech production?

This view can go a 1ong way. There s 1ittle doubt that memory even of motor
skills depends heavily on linguistic processes, especially semantic organiza-
tion. In performing a procedural skill involving a sequence of separate
tasks, for example, opsrators talk to themselves in some fashion.
Verbalfizatiaons comprise cuefng systems, and the problem of response production
1s no more {or less!) than it 1s in a conditioned reflex.

But is a linguistically based causal matrix adequate? It is difficult to see
how many 1f not most aspects of complex motor skills can be brought under a
T1nguistic umbrella. Only after mastering the mechanisms of speech can one
fgnore muscle control of speech production. The trainee trying to learn a
motor skill has much more In common with a young child struggling for breath.
" larynx control than with a subject in a verbal learning experiment. LTM must
provide for retention of component organi.ations that ar> not semantically
organt zed. Nonverbal acoustic memory (Nelson & Rothbart, 1972) 1{s one
example, and Shepard and Podgorny (1978) reviewed evidence tnat LT includes
some visual components with clearly cognitive functions. It seems that the
assumption should be that LTM necessarily includes a host of perceptua) com-
ponents, especially %hose corresponding to proprioceptive experiences. If
not, there must be more than cone system for long-term retention and more than
one processing system, one set for verbal coding and one for general experien-
t1al coding. There are yood reasons for rejecting such an inference (Claxton,
1980c). (As apparent in Section 1V, models of motor performance do not
clarTfy this fssue. 1In fact, the inciination of researchers seems to be that

lxﬁhler went further than this. He apparently would have considered many
of the mental phenomena of primary concern in modern cognitive research to be
epiphenomena--a disturbing possibility in view of current dependence on
Tntrospection for data and analyses. (Bower [1578], Evans [1980), and Nisbett
and Hilsen [1977], made a related point.) In trying to resolve the impasse,
Kohler earlier :1959) called not on introspective, tut behavioral methodology.
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once performance of a skill becomes habitual, it is no longer of theoretical
interest [Allport, 1980b; Kinsbourne, 1981].)

It is also less than obvious that production of actions in many procedural
skills depeads primarily on linguistic processes. If for no other reason,
motor skills are retained longer than procedural skills (Prophet, 1976;
Schendel, Shields, & Katz, 1978). The thinking is that motor skills have more
intrinsic organization. If their organfzation and productfon depended only on
Yinguistic representation, why should they be better organized than procedural
skilis? Furthermore, retention is enhanced when verbal rehearsal is accom-
panfed by actual movements tnvolved in performance and feedback stimulation
from them. Even though verbal rehearsal can be substituted on a one-to-one
basis for some manual trials in learning some tasks (Wheaton, Rose, Fingerman,
Korotkin, & Holding, 1976), 1t will not work for all trials nor all tasks.
And when it works, the learner must have had sufficient perceptual-motor
experience to give a sense of reality to verbal rehearsal. Otherwise, mental
rehearsal aids only in remembering the sequence of an action; 1t does not
facilftate response production (Newell, 1981).

One upshot of this discussion is that part-task and low-fidelity training
devices cannot be designed strictly on the basis of mocern theories of
cognition and cognitive learning. They make no provisions for retention and
utilization, and hence the production, of nonlinguistic components of actions.
Part-task and low-fidelity devices can be successful only if substrata of
nonlinguistic expzrience are taken into account. As just suggested, there is
1ikely to be 1ittle profit in viewing linguistic and nonlinguistic aspects of
skills as separate systems, which could imply they could be learned separately
and then synchronized. This would certainly be convenient for part-task
training and for the use of low-fidelity devices; but in all probability
1inguistic and nonlinguistic aspects are part of the same system, in which
case their integrative, mutually supportive roles should be a paramount con-
sideration. Fischer (1990) presented a mode) that could be helpful 1in this
respect.

The other topics of this subsection, monftoring and regulating performance,
are covered in various discussions fn Section IV. The central process is the
recognition and interpretation of cues with attendant actions. The present
treatment of the topics will be limited to providing a perspective for them
within the framework of cognition.

tarlier discussions of executive processes stressed the roles of task recogni-
tion and comprehension and the planning of performance. The occasfon for task
performance must be recognized, together with contextual variables that indi-
cate required adaptations; skill schemata, the structures of understanding and
performance, should reflect coherent {ntegrations of tasks comprising the
skills, corresyondent relations to the actual structure of the occasfon, and
“connectedness” with other knowledge sufficient to transcend peculiarities of
t{ndividua) occasions; plans, 1.e., adapted schemata, for performance should
include checkpoints or subgoals which in turn become cues to continue or alter
the action plan.

In problem solving, the checkpoints are the primary concern for monftoring and
regulating progress. They are also critical for task performance generally.
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In the latter case, however, less deliberated monitoring and regulation are
required.l In a sequential procedural task, for example, a wrong button might
be pushed, an indicator misread, a part of the task sequence reversed. The
operator should be able to catch such inadvertent errors immediately on their
initiation. In terus used earlier, the operator should experience dissonnance
or dis uilibrium between events and expectations.

wnen speed of perfornmance is not critical, action plans can inciude check-
pvints that signal an: errors made enrcute. The checkpoints would serve the
sane purpose as multiolying a quotient by a divisor to see if a division
problem had been completed correctly. (Computer models of prohlem solving
omit realistic steps such as this.) Procodural tasks and equipment involved
in them can be designed to ke2p the operator safely alert to deviations in
performance. When speed is an issue, however, the experience of dissonance is
aore likely to depend on sensitivity to task-intrinsic feedback, often of a
proprioceptive nature. “Open-loou" skills under "programmatic" control (see
Section IV) such as rapidly firing a weapon are often consummated by the time
feedback is available.

This is not to say that, as some have thought, feecback is not monitored in
skills of this nature. A baseball pitcher usually knows when a wild pitch s
on the way before the ball leaves his hand. However, whatever feedback is
involved, it does not stop the throw; the feedback is operative only at what
Glencross (1977) called a higher executive level.

Training personnel to monitor and thereby regulate performance must take the
avaflability of effective feedback into consideration. Executive control of
an ongoing actson 1s possible only when there {is time to act on feedback.
Therefore, rapid, open-loop skills require a higher degree of mechanization,
meaning more practice, than do closed-loop skills in which negative feedback
has the role of a servomechanism.Z Even so, open skills are usually learned
in a ciosed-loop paradigm, 1.e., by peiforming slowly and monitoring each
stage, finterrupting the action {f nccessary. The trainring problem then
becomes one of capitalizing on the closed-loop paradigm ear'y in training but
without 1introducing persisting interfering closed-loop habit:. As has been
demonstrated, typists and musicians cannot perform oxpertly {f they watch
their fingers (Adams, 1971).

EVALUATING PERFORMANCE. In problem solving, evaluating performance means
simply assessing the extent to which a solution is respor.sive to and resoives
the problem as formulated. By extension, evaluating the performance of any
task means assessing the outcome vis-3-vis the purpose. This may not be a

1The same can be said for prohiem solving. Achieving a subgoal such as a
test for a component during troubleshooting is of i{ttle use if on the way
there was an error in the analysis of vquipment functioning that renderec the
subgoal invalid. As Bower (1378) pointed out, models of problem solving do
not incorporate incidental crrors, falce <tarts, etc., characteristic of human
performance.

2Adams (1968, 1971, 1977) tends to view all motor skills as closed loops.
See Section 1V,
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simple matter in either case, especially when {l11-structured problems anq
tasks are invoived.

Analogy problems as often appear o high-level aptitude tests can demand very
careful thinking and analysis. An example using an analogy problem will helo
{Ylustrate the complexity of cognitive processes involved in evaluating per-
formance (and why the Miller Analogies Test can be frustrating). Given the
question stem, Hand is Y0 Glove as Foot Js to , and the options, (A)
Ankle; (B) Shoe; (C) Swim-fin; (D) Galosh; (E) Sock. (This example is not
recommended as an ftem for a test; the {intent is to avoid prolonging the
discussion through combining all examples {into one.) Most would probably
agree that (B} 1s the appropriate answer, although a strong case can be made
for (D). 1t depends on how one defines--recognizes--the problem. Glove is an
outer covering for Hand, as Shoe {not Sock) normally is for Foot. But Galosh
is an outer covering for Shoe. For most persons the "normai” relation, the
one requiring least analysis, would be preferred. Suppose, however, that
option (B) had not been offered. The chofce now, or so we will suppose, f1s
between (L) and (E). Again, Sock s a normal covering, but now one might be
forced to consider redefining the problem. Glove protects Hand from the
cold, and Galosh protects Foot from snow and slush. SLEoc offers no such pro-
tectior.. 1Is the problem one of normal covering or protection? Suppose next
that (B), (D), and (E) all are replaced as options with (for present purposes)
frrelevant substitutes, leaving Ankle and Swim-Fin as the vptions to consider.
How might the problem be recognized? A baseball Glove 1s an extension of Hand
that afds Hand in its function of catching a ball. A S'im-fin {1s an extensfon
of Foot that helps Foot in its function of propellinc a swimmer. Ankle it
seems is not in the running.
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In the final analysis, there are several correct answers, depending on how the
problem 1s recognized. Stated formally, the good analogy solver goes through
four steps: (1) forming an hypothesis regarding the Hand-Glove relation,
1.e., defining or recognizing the problem in a way that creates an expecta-
tion; (2) applying the hypothesis analogfcally to Foot unfﬂ'TEWi‘t%Ta‘fe
Ts Tdentified; (3) testing the hypothesis by discriminating the precisfon with
which the candidate mate conforms to the Hand-Glove relation as (tentatively)
defined; and (4) 1f a less than perfect "fit" {s found, returning to the
original problem statement for a new analysis of the relation and a repetition
of the process. (A really dirty analogy item is one 1n which several or all
options are near-misses unless the relation is defined in terms of the number

of letters the words contzin, 1n which case Ankle might be the correct answer
in the example above.)
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That these four steps are not unique to solving analogy problems on aptftude
tests s evidenced by the extensive amount of study of them in traditfonal
research on problem solving. The steps reveal how the evaluative action, step
3, must be derivative of steps 1 and 2, and how the results of evaluatfon can
either terminate the problem or result in further effort through step 4.
Common experfences with automobile repairmen reveal that many professional
mechanics never get beyond the first two steps. If the symptom is such and
such, replace part X. The "repair" 1s consummated, the customer pays. But
was the replaced ftem actually at fault? As the military has found, many
1ine-replaced units were in perfect working order when received by & repair
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depot. What was lacking was agpropriate discrimination on the part of the
repairmen as called for i{n Step 3.

As applied to the evaluation of task performance generally (recall that a
novice approaches a task as if it were a problem, sometimes a strange one),
the conclusion 1s that adequacy of any skill performance requires that (1) the
purpose or goal be clear and well defined; (2) 1interrelations of component
tasks vis-a-vis the purpose be clear; (3) correspondence of the cognitive
. representation of the task to the situation be complete; and (4) plans for
~ performance include clear (and appropriate) expectations for the outcame.

This discussfon may appear to have belabored the obvious. If so, the
impression will be different when the complexity of goals and goal-setting is
considered in Section IV, along with the effects of fatigue on all the cogni-
tive executive functions just 1isted. Further evidence of the need to spel)
out the requisites for evaluating one's own performance was alluded to
earlfer. Many military training programs focus almost exclusively on manual
operations; understanding of performance {is restricted to what an operator
"needs to know" for mechanical execution of tasks. What was termed "organic"
knowl edge--the basis for precise self-evaluation of performance as well as for
transfer and other adaptive employment of skflls--is often delfberately
excluded from training.l

As stated earlier, probably not every operator needs the scope and dapth of
understanding implied by the foregoing discussions. Nevertheless, when opera-
tors are trained with part-task and low-fidelity devices, eventual skil)
integration and transfer of the training to operational equipment and
situatfons will require some level of "organic" knowledge. It s just as wel)
to outline what 1s involved so when some aspects of understanding are omitted
from training, one can know what to expect.

SHORT-TERM PROCESSES

“Short-term processes” refer to the immediate perceptual-cognitive inter-
face of a person with a situation to which he is reacting in some manner.
They are brief, transitory, and situation-specific. These processes are com-
monly ascribed to STM, WM, and/or other facets of immediate memory (iconic
memory, episodic memory, etc.) working in conjunction with STM and WM, There
are four sets of short-term processes of present concern. One, the accessing
of LTM and related executive functions, was covered by implication in the pre-
ceding discussion of executive processes. The other three are (1) encoding of
{nputs from the enviromment, {(2) retention/retrieval of {nputs, and (3)
transfer of the new {nformatfon to LTM,

1The writer prefers not to document this and a similar earlier assertion
with examples because there 1s nothing to be gained for present purposes by
calling the personnel involved to task. Suffice 1t to say that graduates of
one training program to which he rafsed strong formal objections later had
85-93 percent failures on field tests of some skills. The training targeted
STM only, and through immediate repetition of demonstrated steps. There was
strong resistance to distributing practice, even to testing the trainees so
much as a day following training.
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The last three processes could be viewed, as they often were in the past,
as more or less independent of each other. Immediate encoding, for example,
might index a sensory ficon phonemically for storage in STM; as long as the
capacity of STM had not been exceeded, all inputs could be retained provided
they were constantly rehearsed, and retrieved (recalled) through a serial
search of STM for the phonemic "tab"; transfer to LTM depends on rehearsal in
ST (to avoid forgetting) until it is organized semantically for storage in
L™,

However, as stated earlier, encoding in STM quite clearly seems to
1nvolve the same processing (e.9., semantic organization) that results in
transfer of STM contents tn LTM. In turn, such encoding processes are
rehearsals, at least up to a point. In a training situation, then, encoding
1s the critical chort-term process. Accordingly, the analysis below empha-
sizes encoding as the central concept. Because of the manner in which
encoding 1s addressed, the other two topics, retention/retrieval and transfer
to L™, are discussed under a single head.

ENCODING. Bower (1972) identified presumed steps of encoding that conform to
the view of the process adopted here. First, from a complex pattern of
inputs, one or more components are selected for attention. Second, the
selected input is rewritten or transformed Intc a suitable format (e.g., a
verbal description).  Third, there is then a componential description of the
transformed nominal {nput, {.e., complex “features and attributes are
abstracted and registered. And fourth, the nominal 1input {s elaborated,
through language, for example, resulting in an integration of relatTons that
give the 1nput more associative meaning, hence making 1t more easfly
renembered, at least under most condftions.

Encoding s thus an organfzational process. The {ssue §s the nature and
extent or level of the organization (Basden & Higgins, 1972; Craik & Tulving,
1975; Cratk & Watkins, 1973). Simple phonemic or fconic {ndexing, as would
occur at step two, may be thought of as the least complex. It 1s also charac-
teristic of information for which the capacity limits of STM are most severe,
and for which roinstant rehearsal {s necessary for retention. Furthermore,
contrary to a once common belief, rehearsal of phonemic information by itself
does not ensure 1ts transfer to LTM (see review by Postman, 1975, p. 311f).
Step three, componentia! description, and step four, elaboraticn, become the
basis for long-tarm retentfon. Typically {nvolved in these processes are
vransformations and recoding of {inputs according to characteristics of con-
tents and of processing within LTM. Again, encoding is the key concept for
trafning, and the level of organfzation {involved 1is the determiner of
long-term retention. (This last statement will be qualified.)

!
;

Jl
-
o

Selection of Components. The selection of components of sensory {nputs .3
governed by attentional processes. In everyday life, a person processes a
myriad of external stimuli, most of which are of no consequence to behavior.
Just during a brief interruption of a task such as writing, the gaze shifts to
several objects on the desk, a chalk board on the wall, a file cabtnet,
various pleces of furniture, etc., but none of these is effective in deter-
mining what fs done next. They are clearly perceived, but they are not cues.
The percepts are automatically set aside as the gaze shifts from place to
place.
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Although incidental learning and related perceptual processes are still of
occasional interest in cognitive psychology, theories and empfrical studies of
cognition are concerned not with {inputs such as those but with carefully
defined 1inputs that have known cueing value. The emphasis {s certainly
appropriate, but this {is not to say that it should be an exclusive concern.
The earlier discussion of cognitive dissorance or schematic disequilibrium--
Simon and Hayes' leaking faucet--is a8 case in point. It {s an extreme case,
however; Feather (1971) provided a more general treatment of dissonance. In a
verbal learning experiment, the subjects' attenticn is severely confined. 1In
everyday life, actions require attending to ever changing inputs and screening
them for relevance. Unlike a computer mode! of attention, everyday behavior
is characterized by sensitivity to adventitious occurrences, f.e., nonlinear
in the sense they result in abrupt changes in what is attended and what fis
done. (This 1s a limitation ¢f current models only; computers have been ahle
to handle nonlinear processing for some time.)

There is at present no formulation of attention that takes into account the
complexities of the processes involved. Instead, there are computer-like
models that stress the rigid functioning of an executive process that is
severely limited in capacity. In effect, it bofls down to the position that
1f two tasks are performed at the same time, at least one must be "habitual,”
thereby requiring no attention (see also treatments of this point fn Section
1v). Allport (1980b) made a strong case that various attentional phenomena
ascribed to capacity 1limftations actually require diverse explanations.
Attentfon is a complex phenomenon, cr rather set of phenomena. Intuitively,
we attempt to adapt skill training to the complexity. The question is whether
there can be systematic guides for the intuition,

1f separated from the notion of a limited capacity executive, the distinction
between habitualfized and deliberate attending can be helpful. Although issue
will be taken with their dichotomy as such, Schneider and Shiffrin's analyses
(Schnetder & Shiffrin, 1977; Shiffrin ) Schneider, 1977) of attentional
factors {n automatic versus controlled processing reveals some training
fmplications. According to them, automatic processing follows well
established sequences controlled by LTM. Once activated, the sequence is
self-determined. There {1s no stress on the capacity of the system because
l1ittle if any attention {1s needed. Controlled processing requires delfiberate
attention because 1t fnvolves a controlled search and conscious detection of
sfgnals. (Note that Schneider and Shiffrin made nc major distinctions among
processes of attention, search, and detection, 8 view adopted here. "In fact,
in many cases it fis purely arbitrary whether a given study is referred to as
an ‘1;;e¢tion,‘ ‘search,' or ‘detection’ study" [Shiffrin & Schneider, 1977,
p. 145].

Generalizing from their data and theoretical analyses, it appears that auto-
matic processing--a must for many skflls--develops through practice of
controlled processing; that the shift to automatic processing f{nvolves a

ualitat1ve change in the nature of processing, that the qualitative change fis

rom "varied mapping”" to “consistent mapping" (see immediately beiow); that
the lezrning of controlled processing, and the shift to automatic processing,
are facilftated to the extent that sensory inp.*< can be categorized; and that
once stabilized, automatic processing is resistant to change.
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As abstract statements, all of these generalizations can de readily inferred
from traditional studies of skill learring, ~ ~ :ed not from studies of con-
ditioning. But we are now more preparc.. to | .ret the conclusions in terms
of some specific variables. In Section IV  :or example, the resistance to
change of automatic processing of motor behavior is viewed in terms of reac-
tion times and motion harmonics. The mapping concept further aids analysis of
what is dnvolved. It also highlights an 1{ssue in training for skill
generalization.

Going somewhat beyond Schneider and Shiffrin's operational use of the terms,
consistent mapping involves stimuli, or with practice, categories of stimulf,
that individually are consistently either targets or nontargets for selection
of inputs. Once learned, the process s simply one of immediate recognition
or pattern matching. 1f the pattern matches, a consistent response occurs; {f
not, no response, at least not to the characteristics of that input. Varied
mapping involves stimulf that on successive occurrences individually change
from targets to nontargets and vice versa. Pattern matching must thus incor-
porate situational variables, sometimes ranging the entire gamut of executive

rocesses discussed above together with the contextual factors they consider.
or this reason, deliberate attention on the part of the performer {s
required, with the correlated reduction in capacity to process tnformation for
different purposes simultaneously (Posner & Bofes, 1971).

It is apparent that progress from controlled to automatic processing should be
facilftated {f only constistent mapping is required because only one set of
discriminations has to be mastered. Otherwise, consistency must be sought in
higher-order patterns that for rapfd actions at least must be hierarchically
organized (see Section 1V).

This last {inference goes well beyond Schneider and Shiffrin's data, and
apparently their theoretical formulation, and it would be well to clarify a
point before further addressing training implications. Categorfzation as they
treated 1t did not involve hierarchical organization. Indeed, such structures
would involve a search, an activity characteristic only of controlled pro-
cessing as they viewed it. But 1t {is here that issue {s taken with their
dichotomy and the assumption of qualitatively different modes of automatic and
controlled processing. Did the qualitative differences they found reflect
typical complex performance or the arbitrary dichotomy of their stimulus sets?
As {s apparent 1in Section 1V, programs and schemata for automated motor
actions must incorporate what operationally Schneider and Shiffrin called
varied mapping. Otherwtse, motor skflls could not be adapted even to minor
varfations 1n situations. Furthermore, as everyday experience as well as
research implies, trainees’ pro?ress from novice to expert is characterized by
the development of autonomous hierarchical discriminations of varied inputs as
related to purposes (Norman, 1981c).

Although the 1ssue of automatic versus controlled érocessing was not
confronted as such, studies of purely cognitive skills lead readily to the
i{nference that varfable mapping occurs in essentfally automatic proucessing:
the rapid hierarchical encoding of stimulus letters that develops with prac-
tice (Rabbitt, Cumming, & Vyas, 1979); the hierarchical organization of
chunking by experts (Chase & Simon, 1973); the more rapid QCLQSS‘HQ of L™ by
good readers (Jackson & w#McClelland, 1979); the experts' {ntuftive"
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comprehension of a problem and derivative performance requirements which as
Simon and Simon (1978) pointed out, teachers have known about for years
(intuition would be the basis for the expert's ability to extract readily the
welevant components of finputs [Bower, 1978)); the wide-ranging memory
"template” of expert chess players (Simon, 1979, though template was not his
term--see Section 1V); the "indexing" of recojnizable patterns which "guide(s)
the expert in a fraction of a second to the relevant parts of knowledge store”
(Larkin, McDermott, Simon, & Simon, 1980, p. 1336); the self-sustafning
employment of rules by the competent performer (Glaser, 1976); and when
applied to continuous ongoing performance following mastery, most aspects of
understanding as discussed by Greeno (1977, 1978a, 1978b).

This digression indicates the complexity of the learning one must acquire to
progress from novice to expert, and the practical futility of viewing perfor-
mance in terns of a few discrete, mutually exclusive categories of encoding
(or of anything else). Progression 13 in many respects from controlled to
automatic processing of fnputs (Neves & Anderson, 1981; Shiffrin & Dumais,
1981). But automatic processing is not a discrete jump from a controlling
hamunculus--the “ghost-in-the-machine” (Allport, 1980b)--to a mechanical
habit. Nor 1s automatic processing a matter of “consistent mapping” of
fnvariant stimuli in Schnefder and Shiffrin's (1977; Shiffrin & Schneider,
1977) sense of the term. Rather, progress is toward consistent mapping of
varied inputs onto hierarchical schemata. Moreover, controlled processing 1s
required for autonomous action systems to the extent that performance must be
planned and regulated according to the peculiarities of immediate purposes and
situatfons. And contrary to Shiffrin and Schneider's (1977) conclusion, the
interplay of controlled and autamatic processing should not be viewed as basi-
cally interference. In skill performance, planning, monitoring, regulating,
and evaluating are controlled processings that must support, and be supported
by, automatic processings. The 1ssue 1s one of tintegration.

The interplay of these modes of processing is the central concern in training,
and the source of a significant uncertainty regarding training design. Should
early training fnvolve only consistent mapping? It speeds acquisition and
performance stabilizes sooner. But there is a danger of forming restrictive
sets such as functional fixedness that prevent creative utilization of skills,
There is also the problem that skills so learned are subject to devastating
interference when performance condftions 1introduce varfed stimul{. S0
assuning consistently mapable stimuli are ured at the outset, at what point
thould varied mapping be 1introduced? How much stimulus varfability should
thers be and at what rate of change? Performance will almost surely deteri-
orate at first. How much deterioration can be tolerated before it becomes
counterproductive? How does spacing of practice affect deterioration?

These and a number of similar questions are not easily answered. In fact,
there seems to be confusion over what 1s involved in answering them, a con-
fusfon that may at least have been clarified here. Typical studies, involving
relatively simple skills and performance only over a 1imited time span, pose
the question operationally (1.e., experimentally) 1n such ways that cstensibly
conflicting results are common. Newel) (1981{. for example, concluded that
“the benefits of varfable practice have yet to be unequivocally established"
(p. 223; see aiso discussfon of “The Vartability and Specificity of Encoding,"
Postman, 1975, and "Encoding Specificity,” Peterson, 1977). Yet, who would
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train a shortstop or a tennis player to respond only in a single manner to
balls moving only in a consistent stimulus matrix? Or a pilot to always begin
a maneuver from a single caomplex of condfitions and execute it in only one way,
ignoring purpose, altitude, airspeed, and wind conditions?

Componential Description and Elaboration. To a great extent, the resolution
of the training Tssues, and of the conceptual confusion, seems to lie in
Bower's (1972) third and fourth steps of encoding listed earlier. What
. features are extracted from inputs and how are they elaborated? What is the
relatinon of componential description and elaboration to functional structures
(in the sense of Mandler, 1962) of LTM? We speak here of the activation of
habitual processing systems (Paul & Paul, 1968)--learning sets--that trainees
bring with them, and which must be built upon, altered, or replaced as perfor-
mance requirements dictate. Features of an input, abstracted according to
individual proclivities, are clustered according to one or more functional
structures of LTM (Mandler, 1967). They are recoded or transformed following
the psychological equivalent of physic's least action principle, or what some
\ wag called the "principle of cosmic laziness. As mentioned earlier, semantic
organization had not been found in STM simpiy because tasks had not required
it (Shulman, 1971).

It is beyond the scope of this report to explain what is known, which is not
inconsiderable, about componentfal abstraction and elaboration processes.
Suffice 1t to fdentify the nature of the processes fanvolved, and then indicate
how they can help clarify confusfons regarding variable practice. A varfety
of mnemonics come intu play, most of which have been treated as 1inguistic in
nature (cf. Pressley, Levin, & Delaney, 1982; see especially Bellezza, 1981,
for hierarchical mnemonic cueing systems of a linguistic nature). But spatial
representations can be very effective (Greeno, 1978b). Also, imagery has had
a rebirth. Of five classes of mnemonics discussed by Norman (1976), two
(visual imaging and spatfal location) clearly have perceptudl referents;
Turvey (1978) buflt an entire model of visual short-term processing (he also
presented a useful review of research on interference in visual processing);
Shepard and Podgorny {1978) {integrated perceptual processes fairly thoroughly
into the overall cognitive matrix; proprioceptive imaging, even to the extent
of comprising the structure of expecfa%lons ;or Teedback, has been emphasized
in motor performance for some time (see Adams, 1968, for a brief review).

Yet, Anderson and Bower (1973), for example, rejected images in favor of
“propositional® (linguistically formulated) representation. As stated
eariifer, imaging in LTM should be assumed, at least for habitual behavior with
motor components, probably including speech. At the turn of this century,
research still focused on showing that something other than sensory images
comprised thought, an assumption born 1in the British empiricism of the
eighteenth and nineteenth centurfes. The rise of the Wurzburg school and the ‘
f311 of structuralism resulted from their success. ven so, behaviorism i
resorted to proprioceptive representations of speech to explajn thought (e.g., ‘
Watson, 1930, Chapter 10). The evidence for imagery representations, on which

Titchener and Watson based their quite different systems, fs now tgnored. One
f experiences dejd vu in reverse. While once we sought imageless thought, we
now set sbout proving that something besides words and semantics functions
beyond the stage of immediate sensory finputs. As suggested earlier, 1f this
were not the case, a young child could not remember, much less, think.

-~
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Manipulation of Encoding for Training. As stated, modern analyses of cogni-
tion enable us to view traditional gross generalizations from learning
research in terms of particular processes. This is not to say that the pro-
cesses are well understood. Rather, we at least know some places to look for
gufdance for training design. While it is beyond the scope of this report to
examine the processes themselves in detail, what is involved can be outlined.

The problem can be approached from several angles, but there are two basic
considerations regardless. First, the cueing systems, which tnclude responses
as explained in Section 1I, need appropriate hierarchical structures. Second,

disru%t1ve interference has to be minimized during both short-tem and
ong-term processing.

Appropriate cueing structures are a matter of adaptive schemata. These vary
with the skill and the conditfons for 1ts employment. Therefore, the first
step fs a cognitive analysis of the skill. Following Greeno's (1977) criteria
discussed earlier, component tasks should be organized cognitively so as to
have coherent, organic relatfons with each other. The cognitive represen-
tation of the tasks should be such that the performer can, and 1s likely to,
transform them and situational 1inputs to achieve correspondence. Connected-
ness should be such that specific or nonspecific transfer is made readily.

What {s involved in an analysis of this sort goes far beyond task analysis as
ordinarily conceived (Caro et al., 1981; Prophet et al., 1981). 1t fis
necessary to delineate the contents and functional structures of schemata.
For examples of task anelyses in cognitive terms see Champagne, Xlopfer, and
Gunstone, (1982); Greeno (1976, 1978b); Newell and Simon (1972); Resnick
(1976); and Simon and Simon (1978). These examples are quite involved, but as
Farnham-Diggory (1976) said, a belfef that simple representations of cognitive
task analyses can suffice 1s an {llusion. A fairly detailed analysis f{s
needed to guide the manipulation of short-termm processes during training, and
to design instructional equipment to afd in the manipulation.

The manfpulation of encoding processes would focus on the kind and level of
elaboration required to conform to the 1long-term cue-response structure
defined in the task analyses. There can be a variety of elaborative processes
and strategies (Montague, 1972, 1977). Left to themselves trainee:. are likely
to use idiosyncratic strategies that may be less than optimal (recall the
psychological equivalent of “cosmic laziness®). Training design can forestall
this, however. Appropriately timed questions can force elaborations that
otherwise might not occur (Anderson & B8iddle, 1975). Imaging and other
mnamonics can be encouraged (Atkinson, 1975; Frase, 1975; Montague, 1972); and
because visual imeging incorporates spatial relatfons--Baddeley and Hitch
(1977) might say s spatial relations--1t can be expected to lend reality to
the cognitive rehearsal of movements (Huttenlocher, 1968). (For reviews of
mnemonic methods, and questions that need answering, see Bellezza, 1981, and
Pressley et al., 1982.)

There are numerous devices for manipulating encoding. 1t was inferred years
ago that spacing of practice can have positive effects on the kind and amount
of encoding that occurs, as can delaying feedback (Xulhavy & Anderson, 1972;
Sturges, 1969, 1972). Stimulus predifferentiation, which has been treated
only superfictally in research on military training, has also long been known
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teesronsfanita later learning (Arnoult, 1957). Numerous studies., 9! .ady 5%t
orgaptiennqhave - shown clearly positive effects, but the pumper %% pfgg v§f
results ingfcates a need to understand them and their roles morg fu 3‘ avaes .
& Clawson, 1975). Just how instructions are given (Hayes & Simon, 1974, Simon-
& Hayes, 1976) and how task requirements and formats are presented (ilayes &
Simon, 1977) make a difference. Cognitive systems employ "utility consider-
ations" that can incorporate & number of mechanisms in different ways, with
the efficiency depending on perceived parameters of the task (Navon & Gophér,
1979). And there is still emphasis on guiding learners' elabourations to rules
and general principles that was stressed by Haygood and Bourne (1965). " .

The complications involved in manipulating encoding processes 11e‘1h‘éomb§ex-'
ities of 1interference. Untfl modern analyses of information processing,

inmerference was viewed in terms of its gross effects on criterion .responges, .
i.e., response production. No wonder there was confusion over the effects of
spaced versus massed practice and of delays in feedback. As just stated, one

has to consider elaborative processes that may or may not occur in the

interim. We now know that the gross effects are resultants of what happens

prior to response production, of complex interplays of competitive versus

facilitative components at every stage and level of processing. In fact,

localization of interference has been a major criterion for identifying

separate perceptual, cognitive, and motor processes and distinguishing among

them. The complexity begins with attention (cf. Mackintosh, 1975), the sen-

sory finput stage, and the first perceptual processing of the fnput (cf.

Breitman & Ganz, 1976; Ouncan, 1980; Hayes-Roth, 1977; Kaufman & Levy, 1971;

Turvey, 1978). Interference at these stages was not considered in eariier

learning experiments (it was in studfes of sensation and perception per se,

however) . Interference continues, and 1in ways not understood, through

campetitive modes of subsequent encoding, feature abstraction, elaboration,

even groupings within hierarchies (Postman, 1975). Interference affects long-

term schematic processes, which also generate thefr own fnterferences. And

the eventual impact on response production depends on how learners resolve the

interference.

In addition to clarifying loci of interference, modern analyses of information
processing bring to 1ight possible mechanisms of interference that were here-
tofore ignored. Traditionally, stimulus and response, t.e., input and output,
compatibflities have been considered the primary sources of competition that
1pad to forgetting or disruption of performance. It now seems clear that com-
petition can arise from the processing {itself. For example, two cConcurrent
tasks may be performed-without difficulty under most conditions, yet at the
V1imit (of speed, for exampie) seriously interfere with each other. The inter-
ference could well be due to both tasks using the same mechanisms of error
detection and thus regulation (Allport, 1980b). Under normal conditdons,
employment of the mechanisms may be alternated or otherwise coordinated; at
the limit, the coordination may prove {nadequate or even impossible. Could it
be that training for tasks that must be performed concurrently under 'stress
should target separate systems for error detection? As for the compatibility
{ssue, 1.e., stimulus-response similarity-dissimilarity, 1t may 'or may- ot
:@P to analyze the problem in terms of cognitive similarity’(ﬂrtodyf’1979{'

erdky, 1977; see also Gagne, Baker, & Foster, 1950, and Wallach, 1958, for
an efrlfer recognition of the need). At any rate, it would be closeir to 'the
f¥obtem “than the traditiona) treatments of similarity and“ ¢cbnsistency
discussed 1n Section 11,
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When interference was mentioned earlier as one of two basic considerations in

clarifying training {1ssues, disruptive interference was emphasized. The

reason was that when viewed 3t fge Tevel of separate cognitive processes,

interference may be desirable as well as undesirable. Not only can visual

pattern masking obscure a signal, it can eliminate irrelevant stimulus inputs

that would confuse a signal. At a higher level, transitory sets may pre-

dispose one to misinterpret some information, yet enhance the processing and

utilization of other information; or long-term learning sets that are rigid

‘and inflaxidble will prevent analogical schematic performance, but they are '
"~ needed for skills requiring stereotypy of actions. Such is the problem of

negative versus positive transfer. 5

Cognitive task analyses delineating these processes should among other things
clarify the need to provide for consistent versus varied stimulus mapping,
indicating the range and hierarchical order of LTM patterns to be matched to
inputs. This knowledge 1s critical to optimum design and use of part-task
trainers, for the hierarchical order of patterns of inputs in part-tasks in
relation to whole tasks will determine how part-tasks must eventually conform
to an integrated structure. The instructional goal is to bring varied mapping
of stimulus fnputs to taw. What transformations can be learned for skill
robustness, for making varying patterns of {nputs have topological discrimina-
tive consistency even though task and situational requirements ostensibly
vary? It was suggested earlier that hierarchical processing is required,
characterized by Greeno's (1977) criteria for understanding, especially
transformations required for corresponderce.

RETENTION/RETRIEVAL OF INFORMATION AND TRANSFER TO LTM., If encoding does not
advance beyond the essentially perceptual process of attentional selection, or
perhaps simple phonemic or other indexing, time 1imits on retention are severe
unless there {1s fairly constant rehtearsal. The marimum duration is generally
no more than 20-30 seconds (Lachman et al., 1979). Several studies have
attempted to determine the reason for the loss. Does retention simply decay
with time or is forgetting due to subsequent inputs that "bump” old contents
out of a process of severeiy 1imited capacity? The answer to this question
need not concern us. As explained under Encoding, the “capacity” of STM can
be manipulated; as stated earlicr, Chase and Ericsson's (1981) subjects could
retain more than eighty digits fn ST™ after two years practice. The important
point for training is to distinguish between what can, or should, be forgotten
and what should not, and 2dapt training rrocedures accordingTy. In entering i
data into a keyboard, for example, a unit of four or five digits has to be
retained no more than a second or so at . ..t. A skilled operator may woll
perform such a task perceptually (recall that associated responses are part of
the cue matrix}, It fs actually desirable in such Ynstances that the infor-
: metion be lost from STM immediately after entry. Otherwiss, it would Tikely
' interfere with the next data unit to be entered, causing errors. Hence, both
speed and accuracy depend on as littie phonemic indexing as possible. "Touch"
typing and simflar keyboard operations accomplish just that.

Other kinds of 1nputs need longer, but still relatively brief, retention.
Such would be the case when all pertinent information {s not simultaneously
svailable or when decisions or actions {ndicated by the input endure for
several seconds or minutes. An example is a pattern of varfable {nstrument
readings on an electronic test stand. In this task the operator needs at
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least a rehearsal strategy to ensure adequate retention of moment-to-moment
fnputs and their changes. 1f actions or judgments depend on patterning of
1nputs' encoding must advance at least to the level of feature abstraction
(Bower's, 1972, step three). Elaboration may be required as well.

Except for the purely perceptual encoding in the first example, these pro-
cesses have been considered to lead to long-term retentfon. While most
theorists today no longer believe that simple rehearsal {1s effective for
transfer to LTM, a few theorists have recently held out for at least some
transfer (e.g., Glanzer, 1977). But this {issue need not concern us efther
except as explained below. To be functionally effective, contents of LTM
require organization, a process that must begin during encoding.

This 1{s one example of the need for cognitive task analyses. What should
trainees process rapidly and forget rapia1y? What should be rehearsed for
temporary maintenance only, and what rehearsa! strategies are most effective
in minimizing interference? What kinds of patverning of inputs, f.e., cogni-
tive structuraes of features to be abstracted, are needed for discriminative
cueing? What should be elaborated and how? What can be taught with, say, a
low-fidelity device without introducing fnefficient abstracting and elabora-
tive schemes? Such could happen, for example, if trainees learned habitually
to route symbolic inputs through a semantic elaboration, when with actual
equipment the stimuli would have physical representation and the input should
be processed only at the perceptual level.

Training should target the answers to these questions, and it s apparent that
grossly generalized training principles provide 1ittle guidance. "Trainees
should practice verbal rehearsal”--of what in particular, focusing on what
abstracted features, and for how long? But there 1s an additional question:
What information should be transferred to LTM?

This last question reveals a serfous gap in our knowledge of memory. Craik
(cited in Bower, 1975) made a very useful distinction between maintenance
rehearsal and that involved {in semantic organization. As just suggested,
maintenance rehearsal results in 1ittle 1f any transfer to LTM while semantic
organizatfon does. But does all organized knowledge wind up in LTM? Should
it? The gap fn our understanding {s illustrated by a memory peculfarity of
waiters who take pride fin their profession.l Prideful waiters doc not write
down each diner's order. When after an hour, often much more, time comes to
prepare the check, there s no difficulty in remembering what each diner
ordered. After the check 1s paid and the diners leave, but return shortly to
question the waiter, he has forgotten almost all of their orders.

1This example {s presented as an anecdotai observation. it follows my
memory of a study done many years ago. Unfortunately I have not been abie to
locate the report or a reference to it. According to memory, the study was
done by Kurt Lewin and/or one or more of his colleagues to demonstrate the
efficacy of Gestalt patterning in what we now call working memory. As remem-
bered, the cxample was much more impressive than this account, but 1 fear
overdoing 1t. As presented, the observation can easily be conf!rmed.
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This is apparently an everyday occurrence for everyone, though probably in
most cases the occasfon of closurel {paying the check) is not so discrete, so
the forgetting 1s not abrupt. The point is that considerable elaboratfon and
organization 1s necessary to retain such information, but it has no place in
L™ as conceived. An operator must have appropriate sets to elaborate and
organize information derived from instruments and a host of other external
sources, and the sets must be maintained from minutes to hours, even days.
But the operator who stored the information permanently would find his LTM as
hopelessly cluttered as that of a hapless waiter who could never forget
anyone's order.

The concept of «orking memory helps here, but as presently formulated it is
hardly a comprehensive conceptual tool. It does not guide a trafning devel-
oper in providing for LTM or not, according tu need. There are various
empirical data, old and new, regarding intentional learning, differential
learning of materials, etc., that are applicable. But though the roles of
these factors have been recognized 1in modern theories of memory (e.g.,
Montague, 1972), they have not been formulated sufficliertly to guide syste-
matic extrapolation to training probiems. An operator must intend to learn,
€rom moment to moment or hour to hour, the status of various inputs, to dif-
ferentiate among them, ever {if they are to be washed out once the task is
complete. What is the difference in intentions or differentiations that lead
to long-term retention and those that Jdo not? VYividness fs one difference.
As Mark Twain said, "A man who sets out to carry a cat home by the tail is in
for an experience he wiill never forget, one that will never grow faint or
dim." Yet even in its simpler aspects, vividness is a complex phenomenon and
its manipulacion quite complicated (Taylor & Thompson, 1982).

As Montague (1972) titled a secticn, “To Store or Not to Store, That s [the)
Selection.” The designer of training and related equipment must find his own
answers. The guiding hypothesis 1fs that cognitive task analyses should
distinguish cleariy between content to be retafned indefinitely and schematic
grocesses for organizing content. The processes, necessarily analogical, are
0 opéerate on temporal content, yet be independent of temporal content except
to the extent 1ts transformations are required to establish functional equiva-
lence to LTM content associated with the processing. Training to process thus
fnvolves all the varied stimulus mappings and variable training that lead to
generalized discriminations.

LONG-TERM PROCESSES

Long-term processes are essentially those that underlie schematic opera-
tions discussed under Executive Processes, and feature abstraction and
elaboration discussed under Encoding. They involve both organized content and

l“cmsure" is used in 1ts technical sense in Gestalt psychology. A lot
of work was done on the effect of lack of closure on retention following
Zeigarnik's 1927 report that uncompleted tasks were recalled better than those
that had been completed (cited in Woodworth & Schlosberg, 19%4). The theo-
retical 1{ssue was poorly defined so it was not clariffed. The Zeigarnik
effect has been recognized in more recent cognitive psychology, however
(Baddeley, 1963).
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schemata for manipulating the ccntent according to situational inputs. Except
in these contexts, which by no means are minor consicerations, long-term
processes have received 1ittle attention in modern cognitive theories.

S0 there remains to emphasize three points that are impliicit in cognitive
science but which have been known for some time. A simple example illustrates
the points explicitly. A “"memory expe-t" asks twenty persons in the audience
to each call out one word. A twenty-first person is dasignated to write each
word down in numerical order so the expart can be checked. When all words
have been called, the expert then repeats them fcrward and backward. He asks
the audience to call numbers from one to twenty and immediately gives the word
for each numerical position called.

Yery impressive. But anyone with normal intelligence can do it with the
right preparation. Indeed, normal people perform much more complex memory
feats throughout the day. With due cautfon to focus on the learning and
behavioral issues, not the mnemonic preparation, how the memory expert pre-
pares for the task reveals the most fundamental considerations in complex
behavior.

The expert has his own list of twenty words. First, these words are
thoroughly mastered, including their numerical designation. 1f someone
slipped up behind ﬁim and shouted “thirteen” his thirteenth word would have
flashed in his mind by the time he gave a startied jump. Second, each of his
words has a broad associative context. That is, it can be associated
meaningfully and ImmedTAtely with any word 1ikely to be called.

So far, the numerals 1 to 20 satisfy the requirements for the exn~-*'s
1ist of words. If the fifth word called §s Clock and the sixth Table,
readily come up with 5§ Clock(s) and 6 Table(s). But it won't work.
thing is enumerated and all dfscriminations occur in the enumeraticr-.’
lTess than 6--not between Clock which 1c not less than or anything e..e tnan
Table. (Let's see now, was it 5 clocks and 6 tables--nc, maybe it was 12
Clocks and only 2 Tables.) '

The expert's words must have discriminative associations. If the fiftn
word in his personal 11st is Hand and the sixth Leg, he 1is not likely to
confuse "Hand on Clock" with "Leg on Table".

These discriminative associations may be short-term or long-term. In
teaching what he 1s now explaining, the writer has used this stunt in two
applied learning classes the same term without disruptive 1interference.
Thou$h this statement {s important as suggested above, here it pursues the
gimmick, not the learning princ1p1e, so we will drop 1t.

The learning, ultimately performance, principle 1s that trainees shou]d
master a broad, discriminative associativel structure for their skills.

1“Associative" 1mp11es no particular theoretical position on the
“assocfation" versus "integration" basis for LTM processes (see Claxton,
1980c). Although the writer, along with others (e.g., Anderson & Bower,
19807, leans toward an associative interpretation of most LTM processes, the
term 1s only descriptive as used here. There 1s no need to fetter the concept
with theoretical baggage.
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8readth and discrimination were treated in detail under Executive Processes
and Encoding. The need for mastery is intuitively clear if we ask whether the
memory expert could succeed in gulling his audience if he had to struggle to
recall his own list of words; or just as important, {f he could not remember
immediately the serial position of each word in his personal 1ist but had to
do a serial search, counting through to, say, 18 if a member of the aucience
safid, "What was the eighteenth word?" (ihe reader can surely infer the
writer's opinfon of "training to proficiency" when this criterion is defined
as it often is in military craining.)

... t A S L L AR

PR 4

Here we confront the search issue in retrieval of information, another of
the many processes that were not even considered until mcdern cognitive
theorists forced us to recognize the 9gaps in our knowledge of what goes on
between a stimulus and its response. How does one retrieve information from
mamory? There are many ways one might retrieve, so what strategies of
recrieval should trainees learn? What should they key on? How can retrieval
be taught?

A XN AN F T O A Tl

Tt is easy to program a computer to do a serial search, for example, to
start at the expert's first word and by seeking matching patterns continue
until the numerical tab for a word matches the aumber of the audience member's
challenge. Computer: do this quickly, much more yuickly than can our expert
who should smile urt. .ely while giving an immediate answer that obviously did
not require a lengthy serfa)l search. Yet because of the near equivaience of
the computer's and subjects' speed in serial retrieval of words in verbal
learning experiments, it has been argued that retrieval is basically a matter
of serial searching {(e.g., Anderson & Bower, 1973).

Now there is ample experimental evidence that all memory searches are nut
serial (Anderson & Bower, 1980; Evans, 1980). Seriality may characterize STM
if encoding has not progressed beyond tre phonemic or indexing stage, but what
of LTM and results of STM encoding that depend on contents and processes of
LT™? Without prejudice as to the training value of modern conceptions of
retrieval, or traditional finterpretations of wnat is involved in recall in
verbal learning experiments, the provincial interpretative restrictions of
laboratory studies should be receynized. Surely, not even an avid proponent
of serial search would instst that all contents of LTM are candidates when 2
STM pattern is to te matched to a LTM pattern. There must be some selection
at the outset. Otherwise the search would require delving into the nether
reaches of LTM, including tre unconscious--the realm of the 1d, what Rex
Stout's fictional detective Nero Wolfe likened to a sewer, To check throngh
the indexing tabs, let alone semantic and other patterns, of contents of an
operator's total LTM would take the computer on an intermminable (but
interesting) journey.

P LA RIS BNV AL R

-

PPN Fa U VIS

This reductio ad absurdum is to emphasize two points. First, until quite
recently, ~theoretical formulations of retrieval processes have been more
appropriate for computer models of learning experimental verbal tasks than for
explaining retrieval in everyday 1ife. In the models, retrieval, and thus
thought, become an actfon of pure intellect across a highly restricted domain,
an action that conforms to the rules of logic. Strangely, Henle (1962) even
argued that when a person commits a logical error, he is still thinking
1ogically. The error arises from changes in the material trom which reasoning
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proceeds. As Estes (1975) insisted, there is more to the brain than cortex.
Other parts evolved earlfer and are just as important in behavior in modern
man as they were to his ancestors (see also Evans, 1980). For motor skilis
especially, the roles of lower brain systems in LTM should not be ignored.
The rhythm and harmonics of coordinated actions emphasized in Section 1V are
not matters of logic. Earthworms have both rhythm and harmonics.

The second pofnt of the reductio ad absurdum was to emphasize the nced to
focus on the selective processes of retrieval. Traditionally, successful
selection was equated to memory as sheer retention, so interest went no
further than identifying factors (sets, vividness, amount of practice, etc.)
that affected response production such as verbal recall. Tapping the contri-
butions of cognitive science, a distinction should be made between long-term
retention qua retention and response production. Selection, an executive
function, 1s itself an important consideration in training. Response systems
in L™ are of no value to operators if they cannot access them as needed, when
needed, and without disruptive interference.

As with other topics, the present purpose is to identify components of
skills to consider in designing and using training equipment, not to explore
their ramifications and details of their utfilization. 1t would be well to
mention, however, that there are some formulations of selective processes that
reveal what a trainee should learn. Greeno (1978a), for example, discussed
means-end analyses, constructive searches, transformations, and other execu-
tive processes in a way that identifies particular capabilities trainees
should acquire. Greeno related these processes to three basic types of
problem solving; but as before, there are clear analogs to problem solving in
task perfor jance generally, and especfally 1n the learning of tasks. Evans
(1980), for example, considered the means-end analysis in problem solving
studied by Newell and Simon (1972) a valuable heuristic for understanding
thinking in general.

MOTIVATION

Modern cognitive psychology is often criticized for neglecting motiva-
tfon. 1In one sense this 1s a valid criticism. In positing purposive behavior
at the outset, cognitive processes pursuant to goals have been the emphasis 1n
empirical and theoretical research, not the processes whereby goals are
established and become functional. On the other hand, there is more motiva-
tion 1n cognitive psychology than might meet the eye. A brief historical
digressfon will provide a basis for ievealing it.

The first point is that motivation should not be equated to desire, want,
or even interest. These cognitive-emotional states may, and as often as not
do, lead t2 no productive behavior whatsoever. Spears and Deese (1973)
explained how self-concept, to many an all encompassing motivational system,
does not go beyond Aristotie's concept of formal cause. Form is essence, and
matter strives to acquire form. Evgo, motor, moving, or effectivel cause is
derivative of form; all that is needed is the form--the desire or interest.

1As translated, Aristotle referred to "efficient” rather than "effective"
cause. "Effective" 1s used here because 1in the context of training,
"efficient” does not have the connotation needed.
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Any motivational concept such as desire or interest can be substituted
for self-concept in Spears and Deece's analysis witiout changing the meaning
or the cogency of their argument. Their point was that without a more or less
independent effective cause--the only recognized causal agent in the physical
sciences--there 1s no way to derive behavior. To be a useful concept, motiva-
tion has to incorporate directed actfons. A desire or interest cannot affect
learning and performance unless Tt 1s Implemented.

Woodworth (19318/197G) distinguished between “drive" and “motive" on this
basis. Motivation 1s direction. 1In developing priaciples of human adjust-
ment, Shaffer (1936) Joined a growing trend in separating the energy component
from the directive one, calling the former “"drive“ and the latter "motive.”
This type of distinction became the basis for “habit" {n the behaviorism of
Hull (1943) and Guthrie {1935). Learned habfts, the responses attached to
stimuli, are directive forces and hence are motives. As Shaffer explained,
anyone who has formed a habit of reading a newspaper will read newspapers.
Desire to read no more creates the habit than habit creates the desire. Estes

(1958) took a simflar position in earlier formulations of a stimulus-sampling
theory of motivation.

o To3d 3 AP e

There are serjous weaknesses in the S-R conception of motivation (Bolles, {
1975; Kendler & Kendler, 1975), but the shortcomings are not in the concept of |
direction. Rather, they are the assumed S-R mechanisms, plus undue dependence
on the biological concept of homeostasis.” Drives were assumed need states
arising from physfological 9{mbalances; they were complexes of stimuli
{(Guthrie, 1335; Hull, 1951), or in the earlier Hull (1943), sources of drive
stimuli. But as White (1959) showed clearly, after “its homeostatic chores
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= are done, [an) organism is alive, active, and up to something” (p. 315). In ‘
, brief, traditfonal behavioristic theories of motivation could not account for |
h a kitten playing with a spool. . 4
‘1 Accordingly, research 1in developmental psychology turned to cognitive !

factors as mentioned earlfer -an evolutionary based compulsfon for competence 1
(White, 1959); cognitive dissonance (Festinger, 1957); discrepant cognitive

organization (Feather, 1971); and Plaget's schematic disequilibrium ‘
{Tuddenham, 1966). Hunt (1961) held that motivation "inhere(s) in the pro-

cessing of information itself" {p. 253), which in turn results from means-ends

experfences throughout 11fe (Hunt, 1960).

PER A LS

In cognitive science, the directive components of behavior become those
factors that govern pattern matching and response selection and production.
Therefore, as stated earlier when this topic was discussed, the cognitive
matrix ftself is the effective cause of responses, and hence of direction, as
viewed in modern cognitive psychology. Instead of critictzing cognitive

science for neglecting motivation, perhaps we should focus our concern on its
fajlure to come to grips with selection and production.

-
z

TARAS T o0

Allport (1980a) attempted to do so in his response to criticisms
regarding the alleged slighting of motivatfon. The same could be said of
Harvey and Greer (1980). A similar point was made earlier by Bolles (1975)
and Bower (1975). To appreciate the implications of their argument, one has

only to peruse the 198) Nebraska Symposium on Motivation (Howe & Flgwers,
1981). T
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This 1s not to say that modern cognitive theory treats motivation ade-
quately. As discussed earlier, one may wish to know the mechanisms of
response production, especially for responses not tied directly to ltnguistic
processes. There 1s also a general ignorance concerning “the affective tinges
that colour our awareness of all cognition™ (Claxton, 1980, p. 17; emphasis in
the original).

8ut even so, there remains ample substance for a training developer to
contend with. An obvious example is the need to tap trainees' habftual action
systems that lead to constructive responses whatever they might do. A common
observation 1s that desires and {nterests often lead to nothing more than
talking about a matter. Military routine abets this tendency daily. What is
needed is a felt dissonance or disequilibrium on the part of trainees that can
be resolved only by constructive action--and being sure trainees have the
skills to take the action without undue difficulty and discomfort (see discus-
sion of need for professionalism by Carc et al., 1981). Training devices,
especially those of low fidelity, pose a problem in this respect because of
negative attitudes that often develop toward them. Attitudes are potent moti-
vational systems, and negative attitudes are accompanied by a host of general-
{2ed diversionary, nonconstructive response systems that especially affect the
setting of one's performance goals. Negative attitudes can be dealt with, but
not superficfally (see Caro et al., 1981).

This facet of performance just mentioned, goal setting, is a crucial con-
cern in training. 1t 1s treated at some length in Section IV as a coynitive
component of motor skills. What 1s sald there 1s completely applicable to
cognitive skills. Discussion 1s delayed only because an immedfate context of
goal setting is needed for particular {ssues in motor performance.
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SECTION 1V
ANALYSIS OF MOTOR SKILLS

The purpose of this section is to extend the analyses in Section Ill to
cover motor skills, and to examine dimensions of motor behavior that are not
represented in purely cognitive skills. To avoid undue redundancy, one or
both of two general criteria, applied rather loosely, governed selection of
motor dimensions to discuss. First, their roles and qualftative and/or quan-
titative characteristics change with practice. Second, their transfer charac-
teristics merit special attention. As with cognitive skills, the emphasis in
the analysis 1s on skill characteristics emerging from well controlled, i.e.,
Jaboratory, research.

The discussions that follow are grouped under five major heads:
(1) models of motor skills; (2) motor aspects; (3) perceptual aspects;
(4) cognitive aspects; and (5) organization of motor skills. Treatmen: of
situational aspects such as task demands, time constraints, fnterference,
etc., 1s integrated into the discussions of the last four major topfcs. The
reader will note that the analyses of two of these topics, motor aspects and
perceptual aspects, apply as presented only to skills that depend on special
coordination of movement. The last two topics are extensions of materfal in
Section 111 as it applies to all motor skills.

MODELS OF MOTOR SKILLS

Models of motor skills are not developed as fully as thouse for memory and
cognitive functioning. They lack both the detail and comprehensiveness of
cognitive models. One reason {s they focus on simple movements in clearly
defined tasks, such as 1involved in moving the arm a defined distance or
“aiming” the hand toward a terminal goal. An important exceptfon is tracking
experiments in which subjects directly or through manipulation of instruments
attempt to mafntain contact with a moving target.

Except for problem s30lving, cognitive models also focus on restricted
tasks such as those involved in verbal learning and memory experiments. There
is an important difference, however. When dealing with verbal processes, a
researcher or theorist is studying a highly generalized discrimination system,
one so pervasive in complex behavior that it can be safd to represent the
entire significance of being born human. Simple movements and tracking per-
formance do not have such generality, at least not ostensibly. In fact, the
common beljef--one that {s criticized later--1s that motor skills are specific
to particular tasks. They do not generalize except to other tasks that are
highly simflar in fhysical characteristics. With a restriction such as this,
motor theorfes seldom pursue generalization of skills, a shortcoming that
1imits their value in training.

The Vimitations are apparent in the followirg discussions of two types of
models of motor skills: “channel" models and "prcess" models.

CHANNEL MODELS. Channel models could be termmed "structural" in the sense the
term was contrasted with “process" 1n models of memory -iscussed in Section
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.111. "Channel" 1s used here, however, because that is what these models are
called. There are two basic types, single-channel models and multi-channe!
models. In efther case, "channel” denotes a presumed neural network in which
all information related to an action §s processed.

Single-channel theories assume there are definfte restrictions on the amount
of information that can be processed at one time because all processing must
occur in a single unipurpose network (Kinsbourne, 1981). If two tasks are to
be performed concurrently (time-shared), it is necessary to attend each on a
serfal basis, either by completing one before starting the other or through
successive interruptions of each so that attention can be shifted perfodi-
cally. If a person does two things at once (talking and walking) that require
parallel, not serial, processing, at least one of the actions must be so
habitual that 1t requires no attentfon. If habituation is the case, then the
ski1l 1s no longer of interest in single-channel theory because it 1s no
longer processed in the channel (Xinsbourne, 1981). Single-channel modeis
thus are restricted to skills that require deliberate attention, skills that
have not been mastered sufficiently to be performed automatically. VYet, these
modals are typically not concerned with skill acquisition. In the majority of
experiments addressing these (and other motor) theories, data are not even
collected until subjects have practiced enough for performance to stabilize.

From a treining standpoint, 1t is necessary to know how a skill develops from
the beginning. Just as important {is the nature of skill habituation and how
to achieve 1t. Furtherwmore, a number of complex skills reguire attention for
their several component tasks--controlling the path of an afrcraft while
scanning varfous instruments and communicating with the ground. In single-
channel theory, one would have to consider all tasks a single action or else
fnsist that no more than one requires attention. Otherwise, there must be
continual {ntertask interference, not only when first practicing the integra-
tion of the tasks as can be expected, but indefinitely. Obviously, the
fallacy of affirming the consequent arises when complex skills are at issue.
1f the performer does more than one deliberate thing at a time, trey really
comprise only one action by definition of single-channel processes.

Multi-channel theories assume at a minimum that capacity to process infor-
mation can be allocated efther to separate channels or to functional divisions
within one channel (Kinsbourne, 1981). They recognize time-sharing not oniy
of &actions but of attention. They also seem more consistent with observed
patterns of interference among actions, especially patterns arising from same
versuys different sensory-responding modes (cf. Allport, Antonis, & Reynolds,
1972; Kantowitz & Knight, 1974, 1976; Kinsbourne, 1981; McLeod, 1977, 1978;
Posner & Bofes, 1971). . ,

As with the single-channel models, however, multi-channel models at present,
qua models, do not offer much for training. Their adaptdbility to training
1ssues 1s hampered by postulated exclusiveness and rigidity of channel
domains. Even the research they have stimulated has been directed more to
determining the structures and boundaries of channels in the nervous system
than to what performers do and how they learn to do 1t. As for the rigidity
of channel domains, refer to the Section IIl discussfon of multiple versus
single LTM systems; for a criticism of the misdirected research, see
discussion in Section 111 of structures such as “stores" as Aristotelfan
causal forms.
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PROCESS MODELS. As pointed out early in Sectfon III, “process” has two
mcanings in conceptions of behavior. One use of the term s generic as in
“{nformation processing.” This use includes channel theories. The other use
of the term 1s to designate conceptions that focus on processes per se as
opposed to processing structures. It 1s the latter use, processes versus
structures, that applies to process models cf motor skills.

Three types of process models are of interest, plus a fourth orientation that
has not been systematized sufficiently to be called a model. These are
"closed-100p” models, “open-loop” models, and "schema" models. The fourth
type of conception views the nervous system as a dynamic network in which pro-
cesses interact according to the demands of overall adjustments to task
requirements, and to specializat.ons of "regions” of the brain.

Closed-loop, often called "cybernetic,” models of motor performance developed
along with the more general {ideas of cybernetics as this science applied to
systams control and computer design. The essential components of a closed-
Toop system are inputs, outputs, and servomechanisms. In psychological
wodels, these components can be defined operationally. Inputs are cues, out-
puts are responses to them, and servomechanisms represent corrective reactions
to negative feedback. Given a cue, a person responds according to the charac-~
teristics of the processing loop. A1l the while, he monitors his actions
relative to the system by recognizing indicators of desirable and undesirable
effects on system performance. In the case of undesirable effects, tne
performer's recognition of them comprises negative feedback which, as an
additional cue, leads to alterations in responses,

The value of closed-1oop models for training 1s twofold. First, they parallel
a variety of behavior. Second, the behavioral concepts--cues, responses,
feedback--denote phenomena about which we know a great deal. Moreover,
closed-1o0op models adapt well to what we know about skill acquisition (see
later discussions). In fact, Adams (1968, 1971, 1977), a leading proponent of
closed-100p theory, titled the main formulation of his position, “A Closed-
Toop Theory of Motor Learning” (Adams, 1971).

The essence of a closed loop s the functioning of regulatory feedback while
an action {1s occurring. As stated, many skills have this characteristic.
However, as an actfon becomes more and more habitual, the perforwmer {s less
and less sensitive to feedback during the actfon. Furthermore, the lack of
sensitivity s related to time constraints on performance. Thus, rapid
actfons of short duration (throwing a ball; sudden discrete control i{nputs;
et..) do not appear to fit a closed-100p model because there {is not enough
time to process negative feedback (Hammerton, 1981; Howarth & Beggs, 198?;
however, see Adams, 1977). Neither do slower, longer actions that have become
habitual to the point of mechanization, or which incorporate no natural
provisions for concurrent feedback.

Open-l00p models are designed for acticns of these sorts. They require only a
cue for <cheir f{inftfation and an integrated set of associated responses.
Intuitively, 1t appears that the integrated cue-response system required in
open loops must follow a “program.” That 1s, once the cue to inftiate an
actfon occurs, the action 1s executed without internally based interruption
Just as though {t were directed by a computer program that hsd no error
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detector or contingent branching.1 Feedback, 1n this case knowledge of
results, can be effective only at the end of an action, and then only for a
subsequent action.

As with closed loops, we know quite a bit at the gross behavioral level about
processes comprising open loops--the development of cue and response discrimi-
nations and the effects of knowledge of results. In fact, we know more about
feedback as knowledge of results than as a servomechanism. Nevertheless, as h
gresently formulated, both types of loop models suffer a serious limitation.
hey do not incorporate generalization processes. That is, in postulating
single-loop control of a given action, they do not explain how--or even
whether--a given learned actior can be performed in the ever changing contexts
of real-world situations. In other words, one would have to posit a separate
loop for each variation in situations, including those not yet encountered.
Obviously, loop models cannot account for the critical characteristic of skill
robustness as discussed in Section 11,

Schema models are attempts to surmount this problem. As with cognitive sche-
mata (Section I11), these processing “structures" are inherently generaliza-
tion systems. Thus they are not substitutes for loop models; rather, they are
part of the long-term memory (Laabs & Simmons, 1981) <n which loops fill
designated roles (Holding, 1981; Newell, 1981; Summers, 1981). In the com-
puter analogy, they are hierarchical executive systems (Section 1I1I) in which
master and subordinate programs assess requirements of a situation, scan
available behavioral resources, and adapt and activate processing units (e.g.,
Yoops) as needad. Robustness--discriminative generalization--of skills is
thus dependent on the structure of schemata.

We know practically nothing about the development of motor schemata qua mctor
schemata. Schematic motor processing has nnt been studied directly to
anywhere near the extent schematic cognitive processes have. It is not even
clear that they can be as comprehensive as cognitive schemata. General
beliefs are that they cannot, but common positions on the issue may be due to
faflure to conceive of motor performance in a sufficiently broad framework
(see later discussion of task specificity of motor skiils). At any rate, we
do have a backlog of data on training motor skills for generalization. And
because motor performance seems more and more to involve cognitive components
{schemata are only one example), and to be analogous to cognitive processes,
there is hope that cognitive research will clarify issues in motor behavior
(Holding, 1981; Laabs & Simmons, 1981).

cognitive performance. As mentioned in Sectfon 111, cognitive models tend to
view people as logic machines, {.e., in termms of purely ratifonal cortical
functioning. Estes (1975) and Evans (1980) (and others) emphasized the i

It may also be that conceptions of motor behavior can help clarify fssues 1n i

: lSome writers use “motor program” instead of “open-loop" in referring to v
these types of models. “Motor program” 1s more descriptive, for "open-loop" 4
is a misnomer in some usages. The behavior designated often does not comprise !

' a loop in the sense of & recurring sequence of responses in a single action;
! and the behavior may be “open" only in that negative feedback does not force a
: return to a starting (input) point to adjust responses.
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restrictions inherent in such views. We are just as dependent on lower brain
centers as were the "lower" animals from whom we evolved. What was termed
earlier a “"dynamic" approach to understanding motur performance recognizes
that behavior derives from integrative processes of the central nervous system
as a whole, In a generalized sense of Mandler's (1962) “functional units"
(see Models of Memory in Section IIl), 1integrations are governed by task
requirements as constrained, of course, by behavioral characteristics of the
brain centers involved. In effect, the orfentation has much in common with
popular conceptions of behavior. The brain is an organ of comprehension, so
skills develop and actions are executed via intelligence guided by experience.

Recent attempts to reduce the vanueness of such an orientation have focused on
localization of response systems in the brain. However, except for clinically
orfented studies (cf. Shingledecker, 1981, for example), these attempts have
centered mostly on the cortex (cf. Kinsbourne, 1981; Nebes, 1974). Some of
the research is of considerable Tnterest, especially that showing patterns of
interference among psychomotor processes to be related to the roles of left
and right hemispheres of the cortex. However, the implications of the find-
ings seem to be greater for the design of tasks and operational equipment than
for training once task requirements and equipment characteristics are
established.

Finally, there should be mention of numerous attempts to develop processing
models, mostly minimodels, of a mathematical nature. The earliest, and almost
only, comprehensive models were extrapolations from information theory
(Gfibert, 1958, 1966; Shannon & Weaver, 1949). This approach received guite a
bit of attentfon in psychology (Attneave, 1959; Fitts, 1954, Hick, 1952;
Hyman, 1953; see Johnson, 1967, for biblfography). 1t was not particularly
successful in psychology, however (Howarth & 8eggs, 1981), nor in other fields
for that matter (Bross, 1966).

On the other hand, minimodels, building on decades of quantitative descrip-
tions of motor behavior as well as recent work, have developed equational
formulations that have been quite successful in predicting performance of spe-
cific skills, especially discrete movements. For present purposes, the value
of these minimodels is their specification of response components leading to
errors and sources of inaccuracfes in performmance. There also have been some
attempts (e.g., Restle, 1958; Suppes, Macken, & Zanotti, 1978) to formulate
mathematically the cognitive roles of varfous factors that are amenable to
instruction.

MOTOR ASPECTS

This discussion addresses response production, structural characteristics
of movements, and temporal characteristics of movements.

RESPONSE PRODUCTION. Conditfons affecting response production, speciffcally
conditions of oractice that lead to response stability, have been explored
extensively for simple skills. However, a&s explained in Section 11I, the
mechanisms whereby responses are selected, adapted, and inftiated are still
largely matters of speculation. Perhaps it 1s alright in cognitive theories
to assume that responses emerge from the information processing matrix.
Nevertheless, in motor learning and performance, {1t seems that the mechanisms
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of response production shoulid be a concern. Generally, 1t is assumed that
sets are involved, as indeed they must be, but the nature of the sets, how
they come to produce responses, and how resronse production per se develops
with practice are largely ignored. Also, while the implicit processes are not
often called such, the sets must incorporate cue and response discriminations
and generalizations in order for responses to be selected and adapted. It {s
recognized, of course, that selection and adaptation occur in motor perfor-
mance; but there have begn few attempts to examine the nature of these pro-
cesses. Especially lacking (s research on long-term development of the
‘governing sets and their retention over time. The bulk of the laboratory
work, and of the theorizihg, has been concerned with short-term development
and memory of (mostly) simple skills.

Nevertheless, there 1is one approach to theorfies of skill performance that
should help 1in conceiving of response production in & training setting.
Specifically, so-called "motor programs” posit the existence of a functional
neural structure in which cue-response relations are “stored.” (See Cognitive
Aspects this section.) This conception, which is derived from an analogy to
- compucer operstions, can be objectionable in that there 1s no convincing evi-
dence that physiological processes correspond to those of computers. However,
“uotor program® does have heuristic value; and as Summers (1581) has demon-
swrated, oné need not be bound by the restrictive assumptions made by
inuividual theorists who buflt on the computer analogy. We will return to
this topic iater.

An especially difficult question from the standpoint of motor theory concerns
the origins of responses. How s ft that an {ndividual comes to have a
response to select or inftiate prior to learning a cue-response relation?
Easton (1972) proposed that motor responses are developed using reflex pat-
terns as “building blocks,” and Hayes and Martenfuk (1976) showed that
reflexes can be chained to form movement patterns that are subject to altera-
tions through conditioning and the intentions of the performer. This approach
smacks of the attempts in the nineteenth and early twentieth centurfes to
exptain all behavior in terms of conditioned reflex systems. (One early
theorist, J. Loedb, carried the reduction to the level of tropisms. It is not
clear that modern theories of neural mechanics are a significant improvement.)
Fortunately, the question of the ultimate origins of responses is not of con-
cern in the present project. TWather, the question is how can we desfign
training so as to bufild on common response capabilities already possessed by
learners, whatever their origins?

4
STRUCTURAL CHARACTERISTICS OF MOVEMENTS. Enough work has been done on the
structural characteristics of movements {nvolved 1in skill performance to
reveal the need to understand theman In his doctoral dissertation 1n 1899,
Robert S. Woodworth (cited in Howarth & Beggs, 1981) described three charac-
teristics of movements that have been a major topic for study to this day.
ldentified as phases of movement, these characteristics are: (1) 1inftfal
acceleration at the onset of movement; followed by (2) a perfod of constant
velocity; and (3) deceleration of movement as a terminal point is approached.
The duratfons of these phases vary with practice and with purpose. For
example, 1f the movement 1s to terwminate at a particular target, it must be
aimed. Woodworth found that when care 1s taken during aiming, the inftial
sccelerative phase 1s quite brief, and the decelerative phase 1s drawn out.
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Furthermore, during deceleration, feedback is employed to intrcduce correc-
tions. On the other hand, unaimed movements (e.g., along a defined distance
with no need to hit a target) typically do not show such a marked perfod of
deceleration, nor the use of coincident feedback.

An additional finding by Woodworth (Howarth & Beggs, 1981) was that practice,
at least under the task conditfons used, had little effect on the target
accuracy of very rapid movements but did affect accuracy of slower movements.
Beggs and Howarth (1972) showed that the practice effects on slow movements
were related to a lengthening of the decelerative phase. That is, subjects
spent more time assimilating feedback and correcting errors. (With practice,
their subjects moved more rapidly during the first, accelerative phase.)

Woodworth's findings have held up well over the years (Howarth & Beggs, 1981),
and there have been several variations on his approach fn subsequent experi-
ments. The varfations will not be pursued at this time. Rather, this part of
the discussion will close by highlighting five major aspects of his findings
as confirmed in subsequent research. First, the effects of practice on
accuracy of movements appear to have been mediated through increased use of
feedback . Second, the 1increased use of feedback was made possible by
rformers’ own adjustments {in the response process whereby feedback cues
cgula bé more readily recognized and asgimila%ea [see later discussfon of
speed-accuracy trade-offs). Third, the differential effects of practice on
fast versus slow movements appear to have been due to lack of opportunity to
employ feedback cues for corrections during fast movements. Fourth, more
effective use of feedback during slow movements was possidble because it could
be mediated visually. Fifth, a distinction should be made between systematic
errors (e.g., the mean of errors taking algebraic sign into consideration) and
variable errors (e.g., the mean of absolute errors). Systematic errors tend
to be positive (too long a movement) for near targets but negative for far
targets, while varfable errors are monotonically related to target dfistance.

When considering the implications of these points for training, one must con-
cefve of skills considerably more complex than the movements studied by
Woodworth (and most others studied fn laboratory settings). “Accuracy" in
everyday life typically involves a matrix of criteria, whether or not perfor-
mance can be evaluated overall according to a particular fulfi)liment of task
requirements. Also, one cannot arbitrarily force fast or slow movements. The
speed of movements is largely determined by requirements inherent in the tasks
to be performed and by performers' idiosyncratic adjustments to these require-
ments (see following subsection). Nevertheless, most skills, including those
that require fast movemerts, in the early stages of acquisition probably func-
tion as closed-loop control systems in whic® Jerformers attend one aspect at a
time and attempt to monitor their performance on this aspect while 1t is 1in
progress. It would be helpful if this natural, {1f not necessary, inclination
could be facilitated by a device that permitted part-task practice of separate
temporary closed-1oop systems, preferably with the option of switching from
cne part-task to another according to progress. “Freezing" selected param-
eters in a flight simulator serves such a purpose. However, one general
advantage of simulators that perhaps has not been emphasized enough 1s that
learners can choose to focus on one component skill at a time without danger
to themselves or Yo the equipment. That they do so was .vid.nt in a recent
exploratory study (lsley & Spears, 1982; 1sley, Spears, Fronhet, & Corley,
1982) 1n which Navy pilots practiced simulated aircraft .arrier landings.




NAVTRAEQUIPCEN 78-C-0113-4

From computer printouts of percents of time in tolerance during landing
approaches, it was apparent that for the first 16-24 trials the pilots tended
to concentrate on gifdesiope or angle of attack (AOA) or line-up, with the
particular part-task receiving the most attention varying Trom trial to trial,
and even from one segment of the approach to another. 1n other words, fn
spite of the ostensible grounds for positive relations among performances on
these three tasks, intercorrelations of percents of time in tolerance were as
often negative as positive in earlier trials, becoming predominantly posftive
only &fter integratfons of the tasks began to develop. (See Organizational
Aspects of Skills for a further discussion of these data.)

A different sort of analysis of movements was presented by Smith and 5mith

(1966). In a serfes of studies, they, together with colleagues, found three

components that are distinguished by their commonality to a variety of move-

ments, their relative tndependence of each other, their frequently differing

rates of acquisition, and their differing transfer characteristics. Yhey

termed these components: (1) posture, or the general body attfitude relative

to a task; (2) transport, or rate control of movements of 1imbs involved in an

act; and (3) manipulation, or contact and positioning movements. Viewing

skills largely as closed-loop systems, Smith and Smith considered posture 3
requlated mainly with respect to gravity, transport regulated through neural \
and learned patterns of feedback, and manipulation regulated through stimula-

tion arising from contact of hands, fingers, etc., with the objects being
manipulated. The manipulative movements depend on preparatory trancport

movements, which in turn are supported by the postural base.

Smith and Smith (1966, p. 414) emphasized that postural and transport move-
ments are not greatly affected by practice because, through daily experiences,
they become highly generalized. Postural movements can introduce interference,
however, and if so they can be altered with practice (Jones, 1965). As for
the lack of practice effects on transport movements, compare Woodworth's
finding that rapid transport movements were not affected by practice. (It is
interesting to note that, except for experimerts on tracking, transport move-
ments have been the ones most frequently studied.) On the other hand, manipu-
lative movements, being the most specialized, not only require more practice
for mastery, they are least Yikely to generalize or transfer to a different
context.

On the basis of the degrees of generalization and specialization involved,
these points seem defensible as stated. There is also empirical support for
them. Hecker, Greene, and Smith (1956) found the predicted differantial in
‘ the effects of practice on transport (they termed it "travel") and manipula-
tive movements involved in a dial-setting task. Smader and Smith (1953} found 3
similar differential effects in a pin-assembly task. Of special note, \
however, is the reduction in the differential found by Hecker et a}. (19%6) 4
as the transport component required more precise, i.e., discrimfnative, spa-
tial positioning of the hands. A similar, but more revealing effect wes
reported by Simon (19%). Using the pin-assembly task of Smader and Smith,
Simou increased discrimination requirements at various points in the assembly
operatior. (grasping; loaded transport, f.e., with pin in hand; postticning;
empty transocrt). He found that when greater discrimination was required
within the positioning component, practice had greater effects on both this
comonnent and the grasping component. With the i{ncreased discrimination

.........

.t PR S I Cetet s e e R
PENLUnray I A WA -0 AR R AR S v - A Y R e el . '."—-,-c'lg‘-_ﬂq"‘.-".’,,-: 3, By Ay Ry . o




NAVTRAEQUIPCEN 78-C-C113-4

required in the loaded transport component, this component and the grasping
component showed increased practice effects.

Von Trebra (cited in Smith & Smith, 1966, p. 416) demonstrated the complexity
of the transfer of transport and manipulative components of movements.
Subjects first practiced a sequence of switching tasks using one of four move-
ment patterns, and then were tested for transfer on the other three. Not.only
did transfer vary depending on the learning and transfer movement patterns,
the transfer of transport and manfpulative components differed as well, often

- radically. In fact, of the twelve transfer configurations, manipulation had

"positive transfer effects on eleven and negative effects on one, while
transport had positive effects on only five and negative effects on seven.

',On reflection, Von Trebra's data are not all that surprising. Differing pat-

~~terns of transport movement may be expected to interfere with each other, but
--not the manipulative movements (switching) because they were essentially the

same in all tasks. Yet, it is apparent in the data that the magnitude of
manipulative transfer was differentially affected by movement paiterns. 1In

oo0ther  words, an  understanding of transfer requires 1ingights into the
/;+-cogrdination of actions.

Certain proscriptive implications of this discussion for device training are
fairly obvious. Task performance in a device should not involve directions of
transport movements that are at odds with those needed for operational equip-
ment. As manfpulative movements depend on transport induced positions, device
‘task performance should not require a coordination of these movements that is
structurally different from those needed with real equipment. Less obvious is
the implication of a need to provide a means for ongoing monitoring of each
camponent of a movement by the performer, both in the device and probably
during the early stages of practice with operational equipment. There are
other implications,. probably more profound ones, that cannot be clarified
urtil temporal and cognitive aspects of skill performance are examined. The
same holds fur the characteristics of movements fidentiffed by Woodworth, so
there will be reason to mention these topics again.

In the discussion of Woodworth's data, reference was made to differences in
movement patterns when aiming at a target was and was not involved. This dif-
fergence is probably important, and 1t leads to another way of viewing com-
ponents of movements. Specifically, aimiry and transport (in the sense of
mith and Smith) are governed by different internal processes. In Woodworth's

_ terminology, aiming 1s governed by visfon and transport by a “muscle sence.”
Furthermore, aiming 1s corrected during movement by ccrcurrent feedback as a
servomechanism, but after sufficient practice, transport involves minimum use
of concurrent feedback. The probable {mportance of this difference lies in
the effects of practice on these components as discussed earlier, and the
1ikely differing conditions that optimize their acquisition. Because of these
differences, Howarth and Beggs (1981) pointed to the need to measure accuracy
o7 aiming and transport (not their term) separately so as to reveal their
separate contributions to skilled movements. If measured through errors, 1ack
of transport accuracy wou'd be reflected by errors in the direction of move-
ment, and aiming accuracy by errors orthogonal to the direction of movement.
These separate measures are of interest not conly for research purposes, but
for monitoring and diagnosing sources of difficulty during trafning.
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TEMPORAL CHARACTERISTICS OF MOVEMENTS. For complex cont. .i skills, temporal
characteristics of motor movements are probably the most basfc consideration
in the conception and design of part-task and low-fidelity training devices.

T In various ways, timing of responses is the essence of skill coordination; and

ft {s in the timing that interference effects are often most profound. Any
training device which, because of its design or manner of use, results in
{nappropriate timing of responses is likely to produce negative transfer.
-Furthermore, 1{f practice 1in the device progresses to the point that

- _inappropriate temporal patterns become well established, the patterns can be
““very diffifcult to change (Newell, 1981; Summers, 1975). There is a problem,
- however, in specifying just what aspects of timing are critical and which are

not. This section attempts a clarification of the problem.

It is difftcult to assess the adequacy of our knowledge regarding tempora)
characteristics of motor skills. Certainly, reaction time and harmonic rela-
tions among responses are critical to coordinated performance. Reaction times
have been studfed since the earliest days of experimental psychology, and

-~ there 1s an abundance of l{terature on the topic. VYet, Castellan and Restle

(1978), in the third volume of their Zognitive Theory, devote roughly half of
the pages to Part Il which fs entiﬂiea', "New Views of Reaction Time and
Accuracy.” In their chapter of this book, Pachella, Smith, and Stanovich
(1978) stated, “with such an extensive effort of cognftive psychologists cen-
tering around the use of this single varfable [reaction time], it has become

~ crucial that the varisble come under close scrutiny” (p. 169). Fachella et

al. were referring to the central role of (caction time as a dependent
varfable in cognitive research (see Section (II). Nevertheless, their point
is even more important to psychologists studying motor skflls where reaction
times are integral to skill performance., 1t {s widely accepted that cognitive
.processes underlie these skil113, sc reaction times ¢n cue detection, f1n
hierarchical processing of cues, 1in res{mnse production which is governed by
~sets, in interpretation of feedback, ~tc.--al! cognitfve processes--
necessarily govern critical aspacts of motor performernce.

Although, as stated, it fs difficult to assess the adequacy of our knowledge
regarding temporal characteristics of skills, we krow enuugh about reaction
time, harmonic relations, and dynamic componants of movements to shed 1{ght on
their roles. The bulk of this subsection will be devoted tu these teyics.
Harmonic relations will be discussed first because part of the sfynificance ~f
reaction times 1s their incorporation fnto harmonic rhythms.

Hermonic Patterns. Harmonic relations &mong movements .characterize & wide
varfety of motor skills (Summers, 1981). Although these rhythmic pricesses as
such have not been the object of much study, their existence *s easily
inferred from interference effects that result when conflicting harmonic pat-
terns are imposed on behavior. For example, Klapp (1979) found that subjects
could not rhythmically press separate telegraph keys 2% the same time with the
right and left hands unless the two periods were efther the same or une wus an
integral multiple of the other. Klapp and Grefm (1979) found that for certain
classes of movements, two movements could not even be executed a’ the same
time 1f they differed in duratfon. Summers (1975, 1981) found substantial
negative transfer effects when subjects learned a task with one inherent har-
monic pattern and then changed to another similar task with a different
inherent harmonic pattern. In revie-ing these and other studies, Newell
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(1981) observed that harmonic patterns in skills can be difficult %o acquire
and difficuit to eliminate. Instead of changing harmonic patterns wnen
integrating movements of differing harmonics, learners are more likely to
establish higher order harmonics with which the separate harmonics are con-
sonant, For example, concurrent dual sequences of responses, one with a
period of three time units and the other of four, would likely be fntegrated
into a pattern of 12 time units® duration. Considerable effort can bc
invoived in such integrations.

Research in this area f{s skimpy, especially as it may apply to military
training, but perhaps enough has been said to show why harmonic relations
among skill components cannot be ignored 1f one wishes to understand motor
skills and their development. The discussion that follows regarding reactinn
time adds suppnrt for this statement.

Reaction Time. The role of reactfon time in motor skills fs evident from an

examination of the complexity of time consuming processes involved in perfor-
mance. (It also becomes clear why Pachella [1974) cautioned against the
traditional over-simplified view of reaction time.} First, we recognize that
there are time constraints on responses. They can he too early, but undue
delay is the greater training problem. Withfn the time constraints, a cue
must be detected; processing must be 1nitiated, includingy discrimirations of
unique cue characteristics and generalizations appropriate to the context; a
“memory search” must ensue to relate the resulting cue {nformation to
appropriate processing of reactfons; a response mur. be selected and 1:9-
viated. Once begun, the response must be monitored and adjusted or corrected

as conditfons and purposes require, which calls for detections of feedback
cues and then repetiticns of the entire prccess.

tvery step of this process has its own reaction time, and overall reaction
time for an action {s governed by these delays plus the time required to
complete each step. For complex actions involving interdependent simultaneous
skills, new temporai dimensfons are {ntroduced related to the cocrdinatfon of
reaction times. And the point to remember fs that rhythm and timing are based
on internal schedules, not response onset (Shaffer, 1982).

Perhaps ft s already apparent that trairing, among other specific ohjectives,
should target schemata--learning sets in the long haul--those ubfiquitous
states whereby each step in the process becomes predetermined and “ree from
interference. The steps must be habituated to the point that each one,
discriminations and 2)1, are automatic, and just as automatically, 1inappro-
priate alternative reactions never arise. Apparent or not, 1t would be wel)
to fllustrate o few aspects of reaction time so as to emphasize what fis
involved in establishing the necessary sets.

We begin with an assertion and ther. justify 4t. Certain measures of reaction
times reveal important differences between expert and novice performers.

Considering gross, 1.e., total response, reaction time first, it is well known
that mean reaction time tecomes re ced with practice. It {s not so well
known, or if so not adequately appreciated (Rabbfitt, 1981), that practice has
perhaps more profound effects on the varisbility of reaction times. That is,
reaction times from trial to trial become more similar with practice, thus
resulting in more consistent performance. In complex skills, for which
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performers typically develop idiosyncratic harmonic patterns, the reduction in
varfance of reaction times may well be more critical than rapidity per se.
{lo harmonic pattern can be maintaincd otherwise. This 1s one reason expert
performance 15 characterized by consistent quality. A novice pilot can per-
- form a maneuver in an airplane with near perfection on occasion; an expert
hardly ever performs it any other way. The expert's consistency would not be
pessible unless his reactions to controls had consistent timing. In turn,
consistent gross reuction times imply consistently timed automatic processing
. of information through the steps outlined above.

This leads to an important cognitive aspect of response timing. In simple
tasks at least, reaction times for erroneous responses are usually more rapid
than for accurate responses (Rabbitt, 1981). 1f learners are provided suf-
ficient feedback regarding accuracy, they generally reach a point at which
speed-accuracy trade-offs are at a near optimum as perceived by the learner
(Kinsbourne, 1981; Link, 1978; Pachclla et al., 1978; Rabbitt, 1981: for

N
i "
oy Sy

e mathematical analyses: Townsend & Ashby, 1978; Baird & Noma, 1978, especially
o~ Ch. 8). That is, they slow down enough to check discriminatfons, monitor
P actions, etc., to the extent they can achieve an acceptable level of accuracy

while maintaining acceptable speed. Though admittedly speculative, it is not
unreasonable to expect that harmonic patterns originate in these trade-cffs,
at least partly. 1If so, speed-accuracy trade-offs habituated in a trzining
davice wou.d underlfe harmonics of rezponse patterns that would be trans-
fori o4, for oetter or for worse, to operational equipment. (Kiapp and Greim
{1979, might prefer to say that harmcnic relations establish reaction times.
The preterence nece is for the priority of speed-accuracy trare-offs.)

AN
MO ALY A

N4 Howarth ard Beggs (1961) reviewed a group of studics that show another rela-
- tion between reaction time and accuracy of responses. Bacause of the require-
) mert: of the mathematical analyses and formulations with which they were
pk‘ dealing, they focused on “corrective"” reaction time, or that finvolved in

responding to (usually visual) feedback cues {ndicating errors in movements.
Generally speaking, the closer to a target a corrective rcsponse occurs, the
more accurace the movement to the targat. The faster the detection of and
reartion to erronecus aiming, the closer to the target a corrective response
can he made. Similarly, the slower the movement, the closer to the goal
erraors can be detected and corrected. Hence the lengthening of the final,
deceleration phase of the movement that occurs with practice and the increased
use of feedback (see earlfier discussion of structural characteristics of
movements) .

Again, there are speed-accuracy trade-offs, with reaction times to feedback '
cues and of response initfatfon two central factors. And temporal patterting ‘
shouid result. Overall speed is 1imited by the duration of the deceleration

phase, which in turn must be sufficfent in duration for acceptable accuracy of
performance, which in turn depends on how rapidly error cues can be detected,
processed, anc¢ corrective responses made. N> wonder harmonic patterns in
responses tend to be idiosyncratic. Learners have Lo organize their reactians
ac:ording to their own timing capabilities which depend not only on structural
neural factors but on ineradicable processing habits /learning sets) acquireAd

over a Yifetime. And one governor of the temporal pattern, of the harmonics

onc eventually makes habitual, 1s the performer's willingness to err--the
speed-accuracy trade-off!
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As can be seen, the sets alluded to by theorists to explain cue detection,
information processing, and response selection and production are highly
complex and idiosyncratic. It is also apparent that magnitudes and variabil-
fties of delays in responding to error conditions can reveal not only achieve-
ment levels but the progressive effects of practice. Measures of these kinds
would be valuable for research as well as for monitoring training. Further-
more, computers controlling training devices could be easily programmed to
provide the measures.

Dynamic Components. The three sequential components of movements described by
oodworth, initial acceleration, followed by constant velocity, and then final
deceleration as a terminal point is reached, all &re dynamic concepts. That
{s, they refer to characteristics of motion as a function of time. They were
discussed as structural components, however, because the emphasis of so much
of the work done on them has focused not on the dynamic properties but on the
duration of the components and events related to them--for example, the
lengthening of the deceleration component and the corresponding increase in
utilization of feedback. The concern of the studies discussed above was not
the quantitative dynamic characteristics of these components, the rate of
acceleration, the rate of constant motion, the rate of deceleration.

LIRS, - P VIR, AA G A e AV MR s

These quantities themselves can . of interest, as well as at least one other,
the force of a movement. Toe reason is the evidence that these dynamic
characteristics have transfer properties that differ from those of the struc-
tural characteristics. (As the classic work 1in 1915 by Thompson [1956]
showed, dynamic characteristics also prescribe 1imits for actions.) For
example, positive transfer of dynamic characteristics commonly occurs when
performance must be “compressed” into a shorter distance or time interval,
even though quantitative measures of acceleration, velocfty, and deceleration
must change. (There are excellent {llustrations of such positive transfer
involving compressed distances in training with low-fidelity devices--e.g.,
Cox, Wood, Boren, & Thorne, 1965.) On the other hand, forced changes in the
structural characteristics of movements often lead to negative transfer in
movement patterns as discussed earlfer (Smith & Smith, 1966, p. 416).

Newell (1981) addressed these differences briefly, using a different termi-
nology. (He referred to "metrical” instead of "dynamic" characteristics.) It
is not ciear which term is preferable, nor even that they distinguish the same
prorerties of movements.

Effects of Situational Factors., To a great extent, temporal patterns in skill
execution are driven by time-related factors external to the performer--time
constraints on task performance, sensitivity of equipment to inputs, stability
of the equipment (e.g., an afrcraft) in the operational envirommert, time of
availability of externally arising feedback, etc. Generally, temporal pat-
terning of actions will adapt, with practice, to these varifous influences.
From the standpoint of device training, timing of external feedback 1s a
problem primarily for closed-l1oop skills, and then only when delays in feed- i
back result in the development of inappropriate rhythmic patterns such as, for ‘
example, the jerky, uncoordinated movements reported by Smith {1962) resulting
from delayed visual feedback. A similar effect is the prolonged, repetitious
enunciations of syllables when auditory feedback of one's own voice 1s delayed
(yates, 1963). Also, it is well known 1n the training community that undue
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transport delays in simulator platform movements or visual scenes result in
*overcontrol” patterns of responses. Corrective responses are made during
monitoring of an action, but because of delays in feedback, corrections are
maintainea too long. The result well may be a pattern of sine-wave harmonic
corrections-recorrections more exaggerated than necessary. Recall that once
learned, harmonic patterns are difficult to eliminate, and patterns of
differing harmonics produce interference.

Even so, realistic delays characteristic of actual equipment, when of suf-
ficient duration--less than a secind for some movements--have been found to
result in errors. Howarth and B-jgs (1981) viewed this problem as a loss of
position for initfating a movement (see earlier discussion of Smith and Smith,
1966); at any rate, the value of a "remembered” position has been demonstrated
by Kinchla and Smyxer (1967) for visually mediated memory and by Adams and
Dijkstra (1966) and Pepper and Herman (1970) for that medfated through
kinesthesis. Smith and Smith (1966, p. 373) would also emphasize that the
spatial patterning of responses changes with delays in feedback. 1t follows
fEaf 1n1§1a1 and periodic positions of body and Yimbs per se, as preparatory
sets, can be factors to account for in the design of training equipment,
especially the patterning of successive positions in sequential movements.

Two other situational factors listed above, sensitivity of equipment to inputs
and operational stability of equipment, are special cases of time constraints
on performance. A major effect of time constraints has already been
discussed. They help determine the speed-accuracy trade-offs made by perfor-
mers, and thus reaction times. In addition, they must affect the development
of harmonic patterns, although the nature of the latter effect is not clear.
For example, the relative timing of control adjustments in stable and unstable
aircraft could weTy be constant for a given pilot, even though total durations
of a complete pattern of inputs differ. The fssue 1s skill robustness in the
descriptive sense; the central question, however, is the nature of tne robust-
ness. Do pilots adapt the relative timing of response components, resulting
in different basic harmmonics, or do they retain the internal relations among
components and expand or compress the total duration as control maintenance
requires? The answers to this question have implications for the design and
use of part-tesk devices where only a portion of the response components are
represented, and for low-fidelity devices whose functional characteristics
might impose time constraints that differ from those found in operational
equipment. If device training results in harmonic patterns wnose relative
timing of components {s {nappropriate, negative transfer could be expected.
As stated, positive transfer would be 11kely if only durations of intact
patterns vary, {.e., only “"compressfon" is necessary.

PERCEPTUAL ASPECTS

Perception, the process of giving meanings to sensations, is inherently
cognitive in nature. Thus, discussion of perceptual aspects of skills sepa-
rately from their cognitive aspects entalls quite arbitrary distinctions
betwes these domains. For present purposes, the distinction amounts to this:
a4 skilled performer must recognize the conditfons and need for an action,
identify signals indicative of specific actions, and produce the actions and
monftor the results, By ‘“perceptual aspects” 1s meant those processes
involved in signal identification, both priar to action initistion and during
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monitoring. Excluded from immediate interest are the host of processes that
comprise cueing properties for signals, subsequent “memory searches,” and
response production.

This section discusses three topics in this regard: (1) discrimination of
signals; (2) generalization cof signal discriminations; and (3) roles of
sensory modes.

DISCRIMINATION OF SIGNALS. For present purposes, the importance of signal
discrimination is two-fold: the process develops according to fairly well
understood principles of discrimination learning; and the status of signal
discrimipations is amenable to measurement.

It is not necessary at this time to cxamine principles of discrimination
learning applicable to perceptual skills. These principles will be drawn upon
at length when training implications of skill analyses are developed. It
should be pointed out, however. that the complexities of military skills pose
a challenge in the adaotziions of these principles to mil{tary training.
Fortunately, 1t is a challenge that wel! designed training devices can meet
once we know how to zero in on the discriminations involved.

The importance of the second topic just mentioned, the amenability of signal
discriminations to measurement, rests in the need to zero in on the discrimi-
nations. Within the formulations of statistical decisfon theory and signal
detection theory, quantitative estimates of "distances" of signals from
“ncise,” or among different signals, can be derived independently of other
cognitive processes such as interpretations of signals and resulting
responses. Furthermore, through computerized monitoring of ongoing skill per-
formance, these estimates should be obtainable during performance of realistic
ski1l complexes in training devices. There is no need to resort to tradi-
tional psychophysical techniques which, as a rule, would require artificial
simplified contexts for measuring discriminations. (In addition, while
measuring discriminations, statistical decision theory and signal detection
theory permit the quantification of certain classes of cognitive processes.
For some research purposes, and for diagnoses of learning difficulties, these
separate kinds of data can be important.) Then, there are & host of tech-
niques for scaling discriminations which can be quite valuable at least for
research purposes. Whether as dependent or independent varfables,
discriminations can thereby be related more specifically to other variables.

There are a number of excellent reviews of statistical decision theory, signa’
detection theory, and related scaling techniques. 'n addition to the gene-al
reviews presented in their books, for example, Baird and Noma (1978) and
Castellan and Restle (1978) 1ist numerous references to fntensive reviews of
the several aspects of these topics.

A worthy research effort would be to formulate uses of these quantitative
techniques in a way, and within a context, that makes them applicable to
device training and research. The effort should include a review of research
in which the assumption of an “ideal observer" {1s evaluated. Both statistical
decision theory and signal detection theory postulate certain unresglistic
characteristics of those who discriminate signals. Fortunately, accumulated
evidence shows that the assumptions need not be as restrictive a convenient
mathematical derfvation of the theories required.
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GENERALIZATION OF SIGNAL DISCRIMINATIONS. There are so-called “closed skills®
(Poulton, 1957) that can be performed under relatively invariant conditions,
and "open skills" (Pew, 1974) which require continuing adaptations to changing
conditions, either from one occasfon to another or during a single occasion.
(Closed and open skills should not be confused with closed and open loops.)
Except for interference effects during training and retention, generalization
is not a significant problem for closed skills. It is, however, for open
skills where robustness is necessary. Therefore, it would be well to discuss
generalization of signal discriminations within a context where robustness is
critical. The utilization of feedback during skill performance provides such
a context, so we begin by reviewing a few points concerning feedback.

Keele (cited in Summers, 1981) identified four functions for feedback during
skill performance. First, it provides fnformation regarding certain initial
conditions (e.g., adequacy of preparatory body positfons and movements).
Second, 1t is the means for progressive monitoring of performance, for ascer-
taining whether or not performance is within tolerance. Third, feedback is
the bastis for “fine tuning® of skills according to c.he particular conditions
for their performance. These fine adjustments may be indicated at the ini-
tiatfon of an action as well as regularly throughout the action. Fourth,
feedback determines the course of subsequent development of a skill.

With due precautions regarding the reification in the analogy, the notfon of a
feedback “template” (Keele, 1973; Keele & Summers, 1976) is a good way to view
generalizations of sfignal discriminations. To adapt these discriminations,
the performer should have a “criterion template" with which he can compare
feedback signals, thereby identifying feedback that s, and is not, consonant
with indications of proper performance. The template requires adaptation to
the actual conditions of performance, which for a novice should entail delib-
erate analysis of what feedback should look, sound, or feel like for par-
ticular conditions. With practice under sufficiently varied conditions, the
analyses and adaptations would normally become largely automatic.

As reviewed by Keele and Summers (1976), there is considerable evidence that
skilled performers act as though they use feedback templates. Bower (1975)
considered perception generally 8 predictive or anticipatory set. That is,
consciously or not, performers expect feedback to occur in specific forms and
patterns, and adjust actions accordingly. From a training standpoint, stu-
dents should be taught the sets comprised of such expectancies. They should
learn to predict “"what happens when,” and to recognize when they are correct
and when they are not. With conscious predictions specifically targeted as
interim objectives, and given realistic varfations of circumstances (fincluding
specific types of equipment) for performance during training, learners would
be forced to practice generalizations of the discriminations fnvolved, and to

. the point that the corresponding anticipatory sets became automatic according
to particular response strategies (Schmidt, 1968).

For many skills, it 1s important that the expectancies and the derived behav-
ior become rapid and automatic. This can require complex processing. The
reaction time to kinesthetic feedback 1s generally thought to be of the order
of 100msec (Glencross, 1977) and the time between successfve movements for
some skills ts of the same order, 1f not briefer. How does An operator react
rapidly enough for smooth performance? One seems forced to the conclusion
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that expectancies regarding feedback patterns for such skills relate to

overall, idiosyncratic harmonic pattern- of skill "units" defined by the indi-

vidual performer. He seeks, in other words, patterns of feedback units to

correspond to patterned units of movement. If so, he probably learns to key

on certain components of hoth feedback and movement patterns, the information

from which can be assimilated in the time available. Although they stated it

somewhat differently, this hypothesis was proposed by Adamsl (1968) and

Schmidt (1971). 1If valid, it is one way to account for the obvious fact that

feedback functions in some manner even during very rapid actions (Glencross, -
1977; Summers, 1981).

ROLES OF SENSORY MODES. Several references have been made to roles of sensory
modes in motor performance, and other roles can te readily inferred from
discussions. In Smith and Smith's (1966) analysis of movements, for example,
the postural component of movements 1is oriented to gygravity which {involves
vestibular sensations. (It can be added that initialiy, visfon and often tac-
tile sensations are also bases for postural orientation.) Transport movements
are guided visually and kinesthetically. Manipulative movements involve tac-
tile senses, and often vision. Harmonic patterns of movements require
proprioception, especially kinesthesis, with regular feedback of a tactile
nature.

A detailed knowledge of these roles is probably not needed for present pur-
poses. Rather, in line with the criteria stated earlier for selecting topics
to discuss in this section, the primary interest is how roles develop and
change with practice, and the transfer characteristics of different sensory
modes.

As for the development of roles, the earlier discussion of what is involved in
acquiring signal discriminations 1s relevant, as well as the analysis of cue
development in Section II.

Changes in Roles. Changes in roles of sensory modes warrant a little more
comment at this time. As skills develop, the utilization of feedback to moni-
tor performance often changes. In many cases, a change in the sensory nature
of the feedback occurs as well. For example, most transport movements of
11mbs and manipulative movements of hands and fingers are guided visually in
the early stages of skill acqufisition. Later, kinesthetic and tactile senses
take over. A question of import for the design of training devices fs how ca.
provisions be made for visual monitoring early in training that would most
effectively ensure the eventual utilizatfon of kinesthetic and tactile
feedback? Stated more generally, how can devices be designed to provide feed-
back so that what is learned via one sensory mode afds in the process of
learning to use other sensory modes for the same purpose? More on this a !
Tittle later.

AR S VN LD D,

A related fssue is especially pertinent to the use of low-fidelity training
devices. Suppose that because of lack of dynamic fidelity, learners must

AT

1However. Adams (1977}, holding out for a clcsed-loop model even for
rapid actions, reviewed evidence that reaction times as brief as iOmsec might
be common.
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depend on visual cueing, fincluding feedback, for responses that eventually
should depend on proprioception. How long can a learner practice with the
device without coming to depend unduly on the artificial cueing? To the
extent that artificial cues function as augmented feedback, there is evidence
that performance can become dependent on the augmentation, and if so the
effects of practice might dissipate when i1t is withdrawn. On the other hand,
when augmented feedback is closely related to natural feedback such as would
be the case when resistance of a control to displacement is increased, the
augmented feedback can enhance both timing and anticipatory components of sets
that govern performance (Glencross, 1977). Furthermore, artificial cueing
could be viewed in terms of cue distortions, as would be the case with Jow-
fidelity cueing in general. What {s the effect of distorted cues, especfally
feedback, on learning, performance, and transfer of movements? Smith and
Smith (1966) reported a complex study in which directions of star-tracking
movements were varied as well as the visual orientation of feedback. They
stated, "When we realfize that more than eighty significantly different perfor-
mances were induced by thirty-two combinations of visual orientation and move-
ment direction, we begin to aapreciate the countless possibilfties for
specific space-structured sensory-feedback interactions that might exist under
ordinary conditions of behavior" (p. 419). Smith and Smith went on to review
studies of effects of visual distortions ranging from vertical fnversions to
lateral displacements. As {is well known, subjects usually adapt to these
distortions. They also may retain the adaptations with little or no decrement
for at least two years without intervening practice (Snyder & Snyder, 1957).
However, Smith and Smith (1966, p. 421) beifeved that learning occurring under
the conditions of distortion 1s specific to thé'?iSfTE%S and feedback
conditions involved. We will soon return to this topic.

This dfscussion could be expanded by exploring effects of distortions of
cueing through other sensory modalities, especifally kinesthesis. However, it
is more pertinent to present pu-poses to point out possible resolutions of the
difficulties that can be involved in cue distortions. First, during training
it may at times be better to provide cueing through an entirely different sen-
sory mode than to resort to distortions in the actual modality normally used,
for example, an aural cue for approaches to operational 1imits of equipment
rather than unrealistic changes in instruments that are interpreted visually.
A second way to resolve the difficulties would have a more general value. In
Section 11, emphasis was placed on the topological characteristics of cues,
such as apparent convergence of parallel lines at a distance, as opposed to
realistic representations of highways, power lines, etc., that can show con-
vergence. In this 1light, the depth cues provided by simulated checkerboard
ground scenes are not necessarily distortions of reality at all., What we need
1s a comprehensive analysis of topological characteristics of cues, at least
for those provided through vision, kinesthesis, and perceptions of accelera-
tion. The question then would be, how much distortion 1n topological charac-
teristics can be tolerated? 'The answer may well be, "not much.* (Cf. earlier
reference to effects of transport lags on temporal patterns of responses, and
on the nature of the movements themselves.) This answer may pose no problems
for many purposes, however. As with the checkerboard, critica) topological
properties may be comparatively easy to represent without distortion.

Intersensory Transfer. Reference was made earlier to intersensory transfer as

8 process of learning. Specifically, cues from one modslity such as vision
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can guide the learning of cues related to other sensory processes such as
kinesthesis. Phenomena of this sort are observed regularly during training,
and they are surely fnvolved in some of the changes in movement patterns as
discussed under motor aspects of skills,

Intersensory transfer has profound effects «n behavior, and it would be well
to view it in a broad perspective. 1In 1709 the twenty-four-year-old George
Berkeley, later Bishop Berkeley, published “An Essay Toward A New Theory of
Vision" (Berkeley, 1948). The purpose was to show how vision develops spatial
properties by associating retinal 1images with sensations of muscular move-
ments. This paper became a cornerstone of modern empirical associationism.
While there are disagreements as to the primacy of kinesthesis--some would say
that visual space lends cognitive spatial properties to movements--numerous
studies have confirmed the essential thesis that information from one sensory
mode affects the develorment of finterpretations of information from others
(e.g., Gesell, Ilg, & Bullis, 1949; Rock & Victor, 1964; Rock & Harris, 1967;
Hein, Vital-Durand, Salinger, & Diamond, 1979).

This broad perspective can help avoid misleading interpretations of some
aspects of intersensory transfer as it has been studied in skil1 performance.
Specifically, {1t keeps 11fe-long learning sets in the forefront when con-
sidering what are osted?TBT?“HidﬁTy“ situation-specific {instances of inter-
sensory transfer. As explained below, 1t also helps account for certain

empirical data that appear to be without explanation as currently viewed in
skill learning.

! Studies of adjustments to distorted visual feedback, discussed earlier, are a
case in point. It was found that subjects can adapt quickly to lenses that
give visual inversions or left-right reversals (see review of studies by Smith
and Smith, 1966, p. 419f); that these adjustments are retained without decre-
ment for at least two years (Snyder & Snyder, 1957); and that they depend on
the subjects' associating movements with the visual feedback involved (Smith &
Smith, 1966, p. 421). We add two other points. First, it has been clearly
established in these studies that subjects can readjust to normal visual feed-
back very quickly. The significance of thi{s point seems to have been over-
Yooked; it should not be when considering the value of low-fidelity training
devices, because negative transfer due to a poor visual simulation may well be
only transitory. Second, in contrast to earlier beliefs, Snyder and Snyder's
(1957) results showed that a subject can switch back and forth between dis-
torted and normal visual fields without affecting the adjustment to either.
This phenomenon should have been obvious to anyone experienced with a micro-
scope, but it was thought that a subject had to wear the d1stort1n? lenses all
the time to adjust to them. At most, differences between visual (and perhaps
other sensory) characteristics of devices and ectual equipment would probably
have only temporary effects on performance with either type of equipment.

These phenomena can be possible only {if derived from highly generalfzed,
highly discriminative, transfer systems. And their empirical characteristics
are precisely those of learning sets.

A related aspect of intersensory transfer that h&s been studied in skill per-
formance s termed “recalibration” (Howarth & Beggs, 1981). This, too, is a
process whereby cues from more than one sensory source interact to affect the

88

'
)
i
L]
1
1
]




i -yo s guaotaittWi R den ded AP A AR S R A ASRLCAL D RS B A SR T e Bl B R Tl A VL SR R o e R e i T A A A

NAVTRAEQUIPCEN 78-C-0113-4

informational content of one or more of the other cues. As the term implies,
subjects appear to adjust the metric of one (or more) sensory modes so as to
gain consonance among originally disparate information from multiple modes.
Studies of recalibration have found the process to be quite rapid, sftuation-
specific, and dependent on active movements. In addition, certain questions
regarding transfer of positional movements were raised. Howarth and Beggs
(fgal) discuss these questions, and the transfer difficulties appear to be due

. to forcing highly situation-specific recalibration. If this 4s the only
problem, i1t need not concern us.

As with other topics discussed in this section, this 1s not the place (nor
time) to explore the ramifications of intersensory transfer for device
training. Suffice it to say that the foregoing discussion focused on robust-
ness of cueing processes, a necessary component of skill robustness; and that
by capitalizing on related 1ife-long learning sets in students, part-task and
Yow-fidelity training devices can utilize existing complex discrimination
systems to promote skill robustness while ensuring transfer of device training
in cue processtng to operational equipment. However, it should be apparent
that transfer will not generally be observed on the earliest trials with
actual equipment if there is much difference in overall cue patterns. One
should expect adjustments to the new (operational) patterns first. At least,
the adjustments should be rapid with a minimum of resfidual {interference,
whether going from a device to actual equipment or vice versa. Minimal inter-
ference 1s one blessing of the specificity of the adjustments to specific cue
patterns. It is {mportant, of course, that habitual processes of intersensory
transfer be tapped, and that conflicts with habitual processes be avoided.

COGNITIVE ASPECTS

Although they frequently alluded to cognitive processes, the preceding -
discussions in this section focused on more or less mechanical, reactive
aspects of skill performance. Within traditional S-R theory in psychology,
the analysis of motor skills could well end at thfs point. According to
modern thinking, to stop here would be to {ignore one of the most important
aspects of skill performance. In ctting the position of C. Kelley in his 1968
book, Manual and Automatic Control, Moray (1981) stated, "Kelley argues force-
fully That the whole alm of control and all behavior associated with it is not
to compensate for the present state of affairs, for present or past error, but
i1s directed towards control of the future state of the system" (p. 32). This
statement implies that the performer has a goal, i.e., the future state of the
system, and that he can organize his behavior so that the goal can be achieved
within the constraints of the system. In brief, behavior §s purposive, and it
involves comprehension pursuant to the purpose,
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In these regards, two functions of cognitive processes are discussed,
establishment of strategies and executfon of actions. A third, verbal
formulations, are often mentioned, but the reader {is referred to Section 1]l
for a fuller discussion of language in information processing. Facets of the
topics below have already been discussed in this section and in Section 111,
so the treatments that follow are sometimes brief.
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ESTABLISHMENT OF STRATEGIES. This subsection addresses three topfcs: 1)
goals and standards of performance; (2; planning performance; and (3;
fnformation processing strategies.
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Goals and Standards for Performance. A strateqy implies a purpose, which in

turn implies a goal. Goals for skill performance in the military are set
forth in training and operational manuals. However, it 1is not often
recognized, at least formally, that there are idiosyncratic facets to goals,
especially as related to standards for performance, that are not covered fin
official statements. Speed-accuracy trade-offs, which have already been
discussed, are one such facet, and apparently an important one. A related
facet, which we simply dub “facilitatfon trade-off," an idea close to the
“utility consideration" of Navon and Gopher (1979), 1is often a topic of
discussion among the writer and his colleagues. We have noticed on several
occasions that thoroughly experienced pilots can have trouble during formal
evaluations meeting specific official performance criteria for various
maneuvers, even if they have been performing the maneuvers regularly for a
long time. Often viewed as a problem of retention, it would sometimes be more
apgrOpriate to consider these difficulties as imposed by the criteria them-
selves. It is not that the pilots cannot perform the maneuvers, and
skil1fully; rather, during long hours of self-quided performance they have
developed their own standards for how the maneuver should occur. There is a
difference between the nature of performance deviations on thoroughly prac-
ticed maneuvers and discrepancies on those that have been performed only
rarely. The latter maneuvers show true, often dangerous loss in abflity to
achieve the purpose of the maneuvers; the former reflect purposive departures
from official criteria, departures that may be as safe as the standards. 1In
making these departures, the performer has simply facilitated idiosyncratic
performance.

This is not to justify the idiosyncratic aspects in such an instance. There
are good reasons for standardizing the performance of flight maneuvers--for
formation flight for example. However, perusal of some military maintenan-e
manuals, or discussions with maintenance personnel, can reveal how arbitrary
standard criteria for adequate performance can sometimes be. Without taking a
stand for or against standardization, we simpiy point out that performers will
make facilitative trade-offs where possible. The trade-offs often follow from
idiosyncratic characteristics of performance such as harmonic patterns of
responses that underlie a given individual's skill., Furthermore, the trade-
offs develop along with skill mastery. An expert feels less bound to
externally imposed standards than does a novice.

This modification over time of criteria for adequate performance is common
(Hammerton, 1981). Sometimes it is for the worse. Experts can become sloppy
performers when there is no need to be otherwise. But thinking of the skill
"decay" as a problem only of retention can be misieading. The degradation of
performance in this case would result from compromising standards. In view of
the fact that self-set standards for performance are more enduring than those
externally imposed, and that performance to self-set standards 1s retained
longer (Laabs & Simmons, 1981; Locke, Shaw, Saar{, & Latham, 198!), {t fis
important that milftary standards be taught in a way that they hecome incor-
porated 1into the value system of the performer at the outset. It {s also
important that the goals be specific and, to the learner, challenying (Locke
et al., 1981). An obvious implication: a training device that can be
"pinballed,” and a training atmosphere that allows pinballing to occur, will
at best delay opportunities for many students to set realistic starndards fur
quality performance. At worst, fdiosyncratic standards will be adopted that
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will result in negative transfer in the short term, and in an attitude that
could have later, enduring effects on performance. (A moment's reflection
will reveal that what is often called a “poor attitude" in performers amounts
largely to their inadequate personal standards for performance.)

A related point concerns training deviccs that, because of low fidelity or

fncompiete provisfons for a task, do not allow for performance to a desirable

. standard. It would be important that, when such devices are used, the tasks

! covered during practice be restricted to those for which desfrable standards

. . could be communicated verbally, thus maintaining at least a cognitive basis
for later discriminatfon of standards.

= Planning Performance. The planning of task performance is usually thought of
! " 1n terms of deiiberate, conscious efforts to bring cognitive processes to bear
i on skills. In basic behavioral terms, the planning is to develop immediate
' and contingent sets for cue discriminations and interpretations and for
response selection and {nftfation. Deliberate analyses of the peculiarities
of gtven situatfons are to guide adaptations of the processing of this infor-
mation, including expectancies (templates) regarding the nature of feedback
during performance. These aspects were discussed at length in Section 111.

By design at 1least, military training and operational procedures provide
extensively for these deliberative aspects of task preparation. 1In practice,
the planning 1s sometimes slighted, perhaps most often in preparing students
to derive maximum benefit from training devices. Caro et al. (1981) discussed
this neglect in the use of aircrew training devices from several different
standpeints and explained how careful planning by the instructor, and judi-
cicus use of device training features, could enhance device success. Their
points need not be reviewed here. Suffice it to say that the implications of
their recommendations extend to training all skills.

0¢f more irmediate concern are the nondeliberative aspects of planning. These
largely unconscious processes are, if anything, probably more fundamental to
motor skill performance than the deliberative aspects. Of specfal importance
are the recalibration of cues, establishment of cue expectancies (recall from
Section 11 that cues as defined imply actions), and the establishment of feed-
back templates. The ramificstions of these factors, all components of sets
that goverr action, extend beyond task planning into the execution and moni-
toring of actions. The more general role of recalibration of cues was
discussed under Intersensory Transfer. The other two topics are treated later
under Execution of Actions. .

Information Processing Strategies. During the early stages of skil1 acquisi-
tion, pertormers seem to process information regarding individual skill com-
ponents independently of that relating to cther components. Depending on
sk111 complexity, they may even ignore several components at any given time
(e.q9., the focus on glideslope versus angle of attack versus line-up by navy
piiots discussed eariier). With practice, joint processing develops, appar-
ently with complex hierarchicsl reletions among cues, respirse contingencies,
menitoring cequences, and other foc1 of attention. The result is a dependerce
of k111 coordination on the {integrity and adaptability of entire hierarchial
precessing schemata.
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Yery Yitt’r. 4. known about schemata as they actually function during perfor-
mance of motor skills. Reference is often made to "motor programs” but little
is said about their functional structure beyond analogies to gross charac-
teristics of computers. Research has established, however, that processes
corresponding heuristically to these notions do exist (Summers, 1981).

Thers 1s one area related to strategies of information processing that has
been investigated to a constiderable extent, albeit with a restricted focus.
Certain aspects of these studies were discussed earlier as signal detection
theory and statistical decfsion theory. It was pointed out that with these
approaches, signal detection could be mathematically separated from signal
processing. In doing so, signal processing is often reduced to "likeltihood
ratios” (Baird & Noma, 1978). which are bases for computing speed-accuracy
trade-offs or response probabilities.

A related topic, stimulus encoding, has also been the fucus of several studies
of motor skills, but the concept s not as well integrated into motor perfor-
mance as it is in cognitive sH'lls. It was discussed at lergth in Section
111, so for present purposes, "encoding” will refer simply to cue discrimina-
tions. It is clear that encoding strategies--i.z., the process of discrimi-
nating cues--can change with practice. Rabbitt, Cumming, and Vyas (1979)
noted that their subjects acquired hierarchical processing patterns for iden-
tifying target letters mixed with distractor letters. From an original strat-
egy of considering each target letter an independent event, they developed a
two-step process in which a letter was first fdentified according to its class
(target or nontarget), and then as a parttcular letter of the target class.
The greater the complexity of a skilly the more significant such changes
should be. Complex skills fnclude numerous cues, and on logical grounds it
can be expected that hierarchical processing will result in more rapid cue
discriminations than a serial Gue-by-cue search of memory would. Rabbitt
(1981) especially stressed qualftative changes in encoding strategies that
occur with practice: “subjects do not simply retain and improve the same
strategies of signal recognition, but rather develop new ard more efficient
ways of dealing with particular discriminations” (Rabbitt, 1981, p. 160; see
also Schmidt, 1968). v

0f particular present interest are studies of verbal factors in encoding. To
a certain extent, these factors appear to parallel the hierarchical organiza-
tion of the process, if tndeed semantic organization is not on occasion the
basis for the nierarchical orgenfzation. Furthermore, semantic organization
can be taujht. For petter retention, {1t sometimes appears that learners
should be encouraged to -provide thefr own labels (Laabs & Simmons, 1981)
rather than to have them imposed, but this may not nhold true for all aspects
of complex cue systems. AL any rate, learners often need help at least for
sortirg out the major ciasses of cues.

With appropriate verbal guidance, part-task training devices can 2aid in the
sorting process. The part-tasks should probably inveive subsets of cue-
responsg systems that would eventually acquire their own hierarchicsl organi-
zation more oF Yesc independently of the organizational relations of the
subsets themselves *o other subsets not represented in the part-task device,
However, it seems that care should be taken not to mix cue-response systems
indiscriminately during oart-task training. It may delay or even prevent
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their hierarchical organization, or worse, lzad to organizations that are
inappropriate for full-task performance.

: - ~One more characteristic of efficient informatfon processing strategies should
- be mentioned. The schemata invoived should include definite "{1f-then" expec-
g ' tancies. Performers should be able to predict the results of their actions,
“.or of equipment functioning, in the sense thati they can anticipate what wi'l
. .follow from a given control input or state of the equipment. The anticicatfion
-.not only implies knowing what should be done and how; it also permits keying
" on selected components of feedbark patterns and response fnitiation processes.
As pointed out under Temporal Chaiacteristicc of Movements, reaction times to
indfvidual cues cannot be repid enough for some actions. There must be a
means of using certain cues that appear relatively early in a sequential
action to initiate movements that are not due until later. (For rapid move-
ments, “early” and "later" may be separated by only a fraction of a second.) A

% significant part of any efficient information processing strategy is an habit-
. ual set to anticipate and rvespond accordingly; and when motor skills are
ﬁ fnvolved it seems to be the anticipation that leads to efficient timing of
W response patterns (Schmidt, 1968, 1971).
-~ Such sets are necessarily complex. They involve temporal control of sensi-
;ﬁ tivities to cues, which vary with expectancies, and adjustments of speeds of
A reaction times to anticipated harmonics or other temporaily governed occasions
D for responses (Rabbftt, 1981). Furthermore, the sets must remain flexible
b throughout response execution.
! As is well known in the training community, understanding one's performance
;; requires the ability to predict what will folliow from control inputs or “e
status of equipment. Instructors often require students tc make such predic-
tions as a way of teuching understanding, and a varfety of training equipment
J includes featur:; to facilitate this {instructional practice. Pertaps,
however, there nas not heen enough emphasis on the autcmatic, nonconscious
expectancies that must develop for many sequential actions that require rapid
~ follow-througns cr adjustiments. (learly, these expectancies must be habitual
g to the point motor actions progress automatically (Keele, 1968), so any
E: training techniaue or equipment that fosters such habituation s to be
~ desired.

EXECUTION CF ACTIONS. The execution of skilled actions derives largely from
cognitive strategies and the motor mechanics of the movements involved. There
are alsc continuing monitoring of actions, and adaptations of movements and of
strateglies that are {adicated during monitoring or as conditions for perfor-
mance evolve. All of these aspects have been discussed, some more than once.
However, a few additiona) commz2nts are in order regarding two topics: (1)
motor programs and schemata; and (¢) monitoring of actions.
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Motor Programs and Scnemata. The purpose here is w provide perspective for
earifer plecemeal discussions of motor programs. First. motor programs can
be, and often have deen, viewed as mechanical systems that incorporate little
i1f any concurrent feedback. (nce activated, they progress to completion,
influenced only by forcible disruptions from external ~ircumstances. There is
an ohvious logical difficulty with such a conception when it is applied to
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o2 skills that can be performed in varying conditions. One must posit a separate
Y
N 32

ok ALY NS LAY ALY PLES PSP TR LIRSS |




'{Vfllhﬂf'f
.

'-«"'-

o« r f
v

N
.,

'y
T IS’ Ve B

EA LA

- 2

7

st -.._ St
's'a 2 RO

s v o e €.
OPRE - BN
P Y LY

wAa .

..AI. V" —l. '
< a

- . Ta e e e
RN
. R A ..

I

NAYTRAEQUIPCEN 78-C-0113-4

program for every condition in which performance does, or could, occur--in
short, an unlimited number of programs for each adaptable skill. where do all
these variations come from? A less obvious difficulty, but according to the
evidence just as real (Adams, 1977; Summers, 198l), is the fact that feedback
does affect the execution of even very orief, very rapid, seemingly fully
Jutomatic movements such as threwing a ball.

Schemata have been postulated to take care of both difficulties, and in doing
so invokes definite cognitive control of motor programs. As with cognitive
skills, a hierarchical schema for a given action determines a particular
strategy, establishes standards, adapts encoding of information and feedback
templates, and adjusts responsec to the requirements of a situetion. With
these preparatory adjustments, a motor program then takes over. instead of an
unlimited number of programs for each skill, there need be only a few at most,
perhaps only one, to be “edited" by higher-order schematic processes.
Further, the higher-order processes "constitute an executive control system
that is reedback dependent" (Glencross, 1977, p. 25), thus accounting for the
effects of feedback even on brief, rapid movements.

Nevertheless, a qualification is needed if motor programs and schemata are to
be useful training concepts. A rigid separation of schemata from motor
programs cin have restrictive, probably implausible implications. For
example, one might conclude that, being dependent on schemata, transfer of
motor skills 1is essentially a cognitive process; or that interference from
nonexternal sources is purely a cognitive matter. As important as cognitive
processes are for transfer of motor skills, this seems to go too far. (See
discussion of difficulties of separate linguistic and caxperiential LTMs,
Section 111.)

Similar criticisms could be leveled at training implications of separate sche-
mata and motor programs. However, the point is that a rigid sepacation of
schemata and motor programs should not be attempted in the first place. Of
more practical concern in truaining are the functional characteristics of
behavioral organization. At times, 1t may be desirable to view schemata as
programs, or vice versa, or to ignore the concepts entirely. The critical
issue for such decisions is the importance for given purposes of focusing
attention on mechanical aspects of skills, the role of feedback, cpecific
generalizations that lead to skil) robustness and transfer, or mechanisms
whereby sets or learning sets affect performance.

Monitoring of Actions. An obvious fact cbout the execution of an action is

that sensitivities to and interpretations of cues vary with progressive stages
of the action. In many instances, these changes result from a need to fine-
tune feedback templates to the requirements of particular conditions that were
not clearly anticipated at the outset. Experts typically make such adjust-
ments quickly and with a minimum of deliberation. On the other hand, novices
may need at least brief periods for deliberative analyses of conditions, :s
well as a night to "think it over” following an insightful debriefing by an
instructor. Training devices can allow tor deliberation as needed; ana pro-
perly designed, they car provide varied enough conditions to force the need
for, and thus practice ot, the process.
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Of equal concern are the changes in cue sensitivities and interpretations that
should follow the natural evolution of an action. What one should attend from
stage to stage depends on the stage. The good instructor guides the student
in this respect: "wWhen beginning, you need to watch for A, B, and C. Then,
at this point, notice this change in C as well as D and E. Finally, when you
are about through, check the status of X, Y, and 2."

Such successive cognitive encodings can be enhanced with training devices that
permit cue augmentation and signals to alert the student to feedback con-
ditions he may not be noticing. In some instances, dependence on memory and
other cognitive processes can even be increased during early training with
part-task and low-fidelity devices. Forced mental rehearsal (Wheaton et al.,
1976; Glencross, 1977) of what should happen, how one should recognize it, and
what one should do about it is perhaps the most efficient way to crystalize
this aspect of performance strategies.

ORGANIZATION OF MOTOR SKILLS

Two topics discussed under this head, 1integration of skills and
hierarchical organization of skills, address, respectively, the process of
acquiring skill organization, and an important characteristic of skills that
have been organized. Theories of cognitics (Section I11) fincorporate these
topics deliberately; theories of motor behavior have hardly addressed them.
Two other topics, the effects of interference 7ind the effects of fatique,
focus on factors that can lead to disruption of :xill organization.

INTEGRATION OF SKILLS. Integration of a complex motor skill 1involves con-
joint, precise functioning of numerous motor, perceptual, and cognitive pro-
cesses. Members of the training community appear to have good, perhaps
considerable intuitive knowledge of what is involved, at least in a general
sense. However, there has been no concerted effort to analyze the process of
complex integrations. Most logical and empirical analyses have focused on
simple skills as observed in laboratory settings. Even then, with relatively
few exceptions (e.g., Pew, 1966), the process of integration has not been the
object of study except in restricted areas such as signal detection. Models
derived from m>st other studies address performance of existing skills, not
their acquisition, In fact, in much modern work on motor skills, experi-
menters do not even start collecting data until subjects have practiced enough
for performance to stabilfze. Whatever new integrations were involved had
already occurred.

Earlier analyses in this section {identified a number of skill components that
must become integrated for the performance of complex motor skills. In addi-
tion, numerous factors, conditions, and basic behavioral processes that deter-
mine or otherwise affect the nature and progress of integrations have heen
discussed. Because of the urgency of everyday training problems, it is
tempting to throw caution to the wind and construct a speculative model for
the acquisition of skill integration, derived from the characteristics of the
behavioral components and processes.

There are alternatives, however. First, the implications of these analyses

are of considerable import to training with or without a comparable
understanding of how students finally "put it all together.” A second

95



TN P YL WY ey T TAw LSS T ST TS T TR TR T T T A TR A T L T TR R TR TR TR TN TR TR TR TN TN TR T T ETRI¥TYTNETN

Rl
Tt

Zﬁ'

)

N XXX AAS - SIS

'4‘ .-‘ './ '

L. ST

NAVTRAEQUIPCEN 78-C-0113-4

alternative is the development of a methodology for actually observing the
status and progress of skill integration. An adequate methodology for this
purpose which could be adapted to any motor skill would dispense with the need
for a theory of integration. Although a systematic methodology obviously fis
not represented in them, three examples will {llustrate the feasibility of
one.

Data from Martin and Waag (1978) provide the first example. Two groups of
subjects flew training sorties, ten by each subject, in the Advanced Simulator
for Pilot Training (ASPT). One group experienced platform motion and the
other did not. The performance of each group was rated on various tasks by
instructor pilots (1Ps) during five of the trials. The data points in Figure
1 represent mean ratings for each group on an overhead pattern. The points
are connected with strafight lines to provide a contrast with Figure 2 where
solid curves, fit by the least squares method, are shown representing the
logistic equation,

h

1 + ge-kx

Bearing in mind that the IPs used a 12-point rating scale, and that the
highest mean rating for either group was 6.56, what do the curves in Figure 2
suggest that is not apparent in Figure 1? First, it appears that the patterns
of data may well say more about the effects of motion than the data pognfs per
se can reveal., The curve for the motion group 1s still rising - the fiftn
evaluated trial, while that for the no-motion group ‘s not. The asymptotic
level A for the motion group, computed from the above ~quatfon, was 8.97, but
only 6.36 for the no-motion group.l The indications are that the motion
group, in spite of lower average performance, cculd have continued to improve
well beyond the plateau reached by the no-motion group.

Second, it appears that progress for the motion group was delayed because they
had to integrate the motion cues into the skill pattern. There was probabdbly
some interference at the outset, but assimilatfon eventually occurred. This
inference is supported by examination of the inflection points for the curves.
{The inflection points are the X [trial] and Y [rating] values, Px and Py,
respectively, at which positive "acceleration of either curve ceases and e
curve becomes negatively accelerated; see Section V.) While basic information
is first being 1integrated, a learning curve typically has positive
acceleration, with negative acceleration thereafter. For the no-motion group,

1To i1lustrate how As do not depend unduly on the nature of the equation
used, the data were 2also fit using the radicallv different Gompertz function,

Y = hgk* |

Essentially {identical curves were obtained, and the As were 9.0 and 6.38 for
motion and no-motion groups, respectively.
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Px = 0.90, while Px = 2.78 for the motion group. These are equivalent, respec-
tively, to Pys of 3.18 and 4.48. The inference is that (1) the motion group
used motion cues; {2) it took them more trials to integrate the additiona’
information; (3) once assimilated, the motion group was at a higher level of
performance than the no-motion group at the time of their assimilation of cues
available to them; and (4) the additionc1 motion cues may have resulted in a
higher level of performance had practice continued. (Data not discussed here
indicate that A can be highly predictive of continued performance; see Section
v.)

A second example, taken from Smith, Waters, and Edwards (1975), 1llustrates a
quite different process of assimilation of information, one i{nvolving the
direct effects of cognitive processes. They gave one group of student pilots
intensive cognitive pretraining to aid in recognizing flight segments and
landmarks, while a control group had only "normal” instruction. Figure 3
shows logistic curves fit by least squares to the mean number of flight
segments recognized on each of the first fourteen aircraft rides. Both groups
eventually recognized all segments, so As are of no concern. However, the
pretrained group started at a higher level,l and had an earlier inflection
point (Px = 1.88 versus 3.73}). The levels of performance at inflection were
comparabTe (Ex} = 2.09 and 2.04, respectively, for pretrained and normal
groups). The cognitive pretraining thus appears to have resulted in earlier
assimilation of information that both groups eventually completed,

The third example involves data from an exploratory study mentioned earlier
(Istey & Spears, 1982, Isley et al., 198l). Navy pilots practiced simulated
carrier landings. During early trials, percents of time in tolerance on
approaches generally correlated negatively for glideslope, angle of attack
(AOA), and line.up, both during the entire approach and across segments of the
approach, These correlations became generally positive later in practice.
Furthermore, for trials 32-48, average performance for all three components
was no better than for trials 1-16, (Thi{s statement needs some qualification;
for exploratory purposes, some simula*ted conditions were so 1nadequate that
pilots exposed to them could not perform at all at the outset, and one pilot
made no progress at all under his conditions.) However, examination of per-
formance curves revealed an interesting fact. A subject may begin with a high
percent in tolerance for one component, say AJA, and low percents for glide-
slope and iine-up. With practice, AOA percent would drop and the others rise
until they were essentially the same. Then curves for all three percents
would begin to rise together. The early negative correlations were due to
performance on one component deteriorating while that on one or both of the
other components improved. Later positive correlations resulted from parallel
improvements on all components,

Even though performance averaged across components was no better for trials
32-48 than for trials 1-16, 1t wss evident that considerable learning had
occurred. From extremely variable early perfuormance, midway through a common
level was achieved across components which was generally lower on the average
than originally. Then, performance on all three components Improved together,

18y setting X = zero 1n the logistic equation, estimates of performance
levels prior to the first trial were obtained, 1.49 segments for the pre-
trained group and 0.88 for the normally trained group. Again, see Section V.
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and with relatively little variation among components. The pilots apparently
started out by concentrating on one component at a time, then two, and then
a1l three. Thus, i1t was easy to track the integration of all three components
in the data.

Although the analyses discussed have no“ been employed earlier in any syste-
matic sense, these three examples illustrate the feastbility of a systematic
methodology for observing (and quantifying) skill integration,

HIERARCHICAL CHARACTERISTICS OF MOTOR SKILLS. Osychological theorists have
used the conceptual tool of hierarchical organization for some time in
explaining behavior. This has been especially true of theories of choice
behavior as involved in schemata. Beginning with Thurstone (1927) in
psychophysics and Hull (1943} in general S-R learning, hierarchical theories
of choice behavior became axiomatic and mathematical. Building especially on
Thurstonian foundations, other theorists (e.q., Luce, 1959, 1963) have
expanded choice theory and related mathematical techniques to embrace almost
any hierarchical system in which “dominance" is the essential characteristic
(see Baird & Noma, 1978, for a general review!. Today, theories of cognition
often posit hierarchical relations for almost all aspects of information
processing (see Section 111},

As pointed out on several occasions in foregoing discussions, a variety of
aspects of motor skills have hierarchical characteristics. These aspects
range from single component clusters such as cue discriminations to
situational adaptations of performance that can be ascribed to analogical
hierarchical schemata. As e¢mphasized in Section 11, however, to make maximum
use of hierarchical conceptions, it is necessary to fucus on functional reia-
tions as the organizational factors. They can include "levels" and
"dominance”" without being restricted tc these relations. Thus, for example,
cueing sequences as well as, say, levels of cue discriminations, can be
brought unber the concept of hierarchy. The shifts that occur with practice,

from waiting for a "new" (f1.e., next}) cue before responding to letting the
last response cue the next one, can thereby be analyzed within many of the
mathematical frameworks devised for dominance relations.

Versatility of this nature is required if the complexity of hierarchical
organization 1is to be brought to taw analytically. Control loops and tneir
governing schemata, for example, require not only feedback but feedforward
(Summers, 1981). Which component is dominant over another may change almyst
continuously.

Information now available in training literature--task analyses and empirical
studies of task performance--should prove very helpful in identifying at least
tentative hierarchical organizations for many skills. when the organizations
are viewed in terms of the analyses of cognitive and motnr skills as dis-
cussed, 1t should he possible to address training consideratinng 1nvelving
them, bor part-task tratning, for example, which task. are the hest can 1
dates?  How should they be grouped? In what order ohogld they he prasticed
and how far should mastery progress on each part seperatels”  What are the
requirements for whole-task integration and how shou’d trey be met?  Tne anal-
yses of functional relations that determine answers to these questions must
consider all components of skill perfecrmance, from kierar-hical structurce of
encoding to those of the complete skill,
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EFFECTS OF INTERFERENCE. Interference effects have been mentioned in connec-
tion with @ number of topics. It should be apparent that an advantage of the
analysis of skills as presented here and in Section [I] is that the complexity
of interfering processes can be appreciated. In understanding the complexity,
one can address issues of training and of negative versus positive transfer
specifically. It is not sufficient to know, for example, that training with a
particular device results 1in negative or little positive transfer. In
designing a training device and selecting tasks to be taught with it, one
needs to know the sources of likely interference and negative transfer. 1Is
the nature of movements the trouble? Direction of movemants? Loss of initial
position? Are conflicting harmonic patterns established? Do students adopt
inappropriate speed-accuracy or facilitation trade-offs? Are performance
standards compromised?

There is another aspect of interference whic.. has not been mentioned thus far.
In verbal learning, this aspec* is subsumed under proactivs and retroactive
"inhibition." The significance for present purposes of these sources of
interference is in the selection of tasks to be trained and patterns for prac-
tice. For example, a number of studies of motor performance have shown that
constant (mean algebraic) errors in one simple movement shifts in the direc-
tion of--is assimilated 1into--characteristics of prior (proactive inter-
ference) and interpolated (retroactive interference) movements. (See Laabs &
Simmons, 198], for a review of these studies.) In some cases, proactive
influences are effective only for very brief periods that can be measured in
seconds (Craft & Hinrichs, 1971). Furthermore, interference effects can be
highly specific. Distances of interpolated movements affect distances of cri-
terion movements; end locations affect end locations (iaabs & Simmons, 1981).

The review by Laabs and Simmons left out a significant point. While they
noted that the entire cue context is operative in interference, that inter-
polated mental activity is not particularly interfering in movements, and that
the usé of verbally encoded cues reduces cue conflicts, they failed to draw
the inference of most value in training. Interference is inversely related to
the degree of discrimination of cue-response systems. Yerbal processes,
including "mental activity," are not interfering to motor responses because
they are supreme examples of generalfzed discrimination systems.

Learning of complex skills requires practice of a number of components that
are mutually interfering to & novice. What the training developer needs to
know is how overal) detrimental effects of the interference can be reduced,
and the interference itself eventually accommodated or removed.

Discrimin: .ions facilitated ~y deliberate verbal encoding by the learner can
reduce detrimental effects (Diewart & Roy, 1978), as can achieving a reason-
able level of mastery on ore skill component at a time. Mastery implies
discrimination of cue-response systems, and the greater the mastery of one
motor skill component relative to another, the less tne mutual interference
(0sgood, 1953). But note the reference to "reasonable level of mastery."
0ddly enough, 1in the learning of multiple motor skill components, the
“vertical" transfer among components typically reaches a maximum prigr to a
high degree of mastery (Gagdé & Foster, 1949). Therefore, a trade-off between
positive and negative effects is in order, the precise nature of which should
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vary according to interactions of components characteristic of particular
' skills, l
e EFFECTS OF FATIGUE. As with interference, the analysis of cognitive and motor .
skills, of their components and organization, makes possible specific state- !
o ments regarding the effects of fatigue on performance. Although not espe- i
N cially pertinent to present purposes, a brief review of these effects will
" round out these analyses. More {mportant, the effects themselves can serve as
! indicators of inefficient training regfmens. 1If a training session or prac-
tice on a particular task is too long or intense, resulting fatigue can be
detrimental to learning. As explained below, unwanted alterations occur in
performance. 1f these alterations are practiced, they are likely to be
learned. At best, the unde.irable aspects would interfere with the learning
desired, and at worst replace it. A good rule to follow is to let training
progress to the point of noticeable fatigue only when the specific purpose for
the training is to accommodate the fatigue.
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Holding (1981) gave a succinct summary of fatigue effects on skills. First,
there is a deterioration in personal standards for performance. The deterio-
ration may result in lax monitoring (e.g., greater tolerance of deviant
readings on instruments) or in acceptance of less than adequate performance
outcomes., Second, there are lapses in attention, if not overall, at least for
cues and actions related to peripheral aspects of the task. In other words,
what are perceived as essential aspects may be attended, but not those pri-
vately considered non-essential. Third, performers become more easily
distracted, with consequent loss of acuity needed for monitoring performance.
Fourth, there 1is @& tendency to ‘“"cut corners" during perfomance.
Shingledecker and Holding (1974) reported that subjects who had first become
fatigued on a complex monitoring task tested fewer components on a following
fault isolation task. They were willing to accept the risk of not identifying
- the faulty component (facil‘iation trade-off with a new perspective). A simi-
lar reduction in effort wa: found by Barth, Holding, and Stamford {1976) in
subjects cranking an ergometer after running on a treadmill until tired.
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These last three effects of fatigue can all be considered variations of the
first one, deterforation of standards for performance. (They can involve
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s,/ '.: o '..

¢ different mechanisms and indicators, however.) Other effects relate to the
' breakdown of overall skill organization. During fatigue there is greater
o variability in responses, especially in timing. In some cases responses that
. would be correct at some points are simply made at the wrong time. In others,

response integration deteriorates. We might hypothesize that movement har-
monics are disrupted, probably due efither to inconsistent or delayed reaction
tines. Tnis seems to have been the case with the fatiqued runners studied by
~ Bates, Osternig, and James (1977). Ffoot descent became slower, forward swing
of the legs more rapid, while other components did not change in duration.

Holding (1981) also noted that 1{ntegrated skills tend to "separate" into
individual components during fatigue,

g M
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Finally, there can be a deterfioration in judgment. For example, Brown,
Tickner, and Simmonds (1970) found that during the last three hours of a
. twelve-hour driving stint, drivers attempted 50 percent imore "risky" over-
o taking maneuvers than during the first three hours. Brown et al.'s data are
" at odds with those of Potts {(cited by Brown et al.) who found that 'near
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accidents” decreased with time on task. However, ignoring the aifterence 1n
criteria, there can be significance in the apparent contradiction. Potts’
subjects were long-distance truck drivers and apparentiy Brown et al.'s were
not. (The latter subjects were identified only by ranges of age and driving
experience.) Either through safety trainien —-rograms or experience. truck
drivers would be more likely to learn to &c.(.modate f'atigue, to anticipate
its effects and correct for them. 1f this i< the explanation, perhaps it can
suggest ways to train for fatigue accommodation for 1long or tedious (or
boring) tasks.
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SECTION Vv

MANIFESTATIONS OF TRANSFER IN TRAINING

«
LRI
~
.
B
.
-I.
.t

The concept and mechanisms of transfer (and interference) have been
treated at length in earlier discussions. Section 1] attempted to set the
stage for later discussions by establishing (1) that transfer is a process of
. learning as well as a product; (2) that “common element" conceptions of
N transfer are truly as inapplicable to training as critics of this approach--
e including some who adopt 1t in practice--would have us believe; and (3) that

transfer can be reasonably understood only 1if its locus 1s seen as mediational
= processes.
N
i Section 11l expanded all three points at length, In fact, there f{s
nothing discussed in Section IIl that does not involve transfer. All short-
~ term processes draw on long-term memory (LTM)--past experience--for atten- -
- tional processes involved in signal detection, for encoding of 1inputs and
- their elaboration, and for retrieval of information. The executive processes
- are ipso facto discriminative, generalizing transfer systems. As analogical
schemata, they determine how a task is "recognized" (defined) in terms of
s situations, how task performance is comprehended and planned, and how ensuing
» actions are monitored, regulated, and evaluated.
! Section IV extended the discussion to cover motor skills. As in Section
X 111, the roles of transfer {(and interference) are seen to be complex. Facili-

tation or disruption can occur at numerous pofnts during processing, one com-

ponent of a skill may show effects of training the opposite of that for
another component.

,..,
DR
- o

But training devices, especially part-task and low-fidelity devices,
raise a further transfer issue. Trainees who learn skills using them must be
able to practice the skills with equipment, and in situations, that differ
qualitatively from those for training. It 1s not practizal for training
developers or the designers of training equipment to anticipate the myriad
possible transfer effects that can occur during, and as a result of, device
training. It is enough to recognize generally what might happen, at what
stage in processing, and why, and to provide for contingencies as best They
can. A later extension of the present effort is to develop definite quides
for these purposes. Neverthel<ss, there will usually be enough uncertainty to
call for empirical indicators of the nature of transfer of device training to
operational equipment and situations.
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The purpose of this section fs to present four such empirical indicators.
A1l are parameters of performance curves that can be readily quantified.
Three of the performance parameters, beginning level, asymptotic level, and
rate of learning, have been used in the experimentai psychology of learning
for some time. Also, their value for measuring transfer has been recognized
(cf. Deese, 1958, p. 216; Woodworth & Schlosberg, 1954, p. 736-738). The
fourth parameter, an inflection point, fs a derivative of rate. To the
writer's knowledge, it has not been uszd previously to measure either learning
" or transfer,
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Each of these parameters tis described in the discussions that follow,
along with training factors that can affect them. Their measurement {is

El {llustrated using data from studies of training. The examples are drawn from
. pilot training because these data were readily available. The points made
OB apply to all training, however, for the conceptualizations and quantitative

0 formulations originated ‘n hundreds of empirical studies of learniny of all

- kinds. While the focus is on transfer, the use of control groups shows that
the measures are generally applicable to both original earnina and
transferred learning.

There is also @ brief discussion of the significance of each parameter
vor studies cf transfer in applied settings. To simplify discussions, a con-
vention is adopted to distingui-h between the learning that is to be trans-
ferred and the learning or performance that is presumea to be affected by the
transfer. Foilowing the usual paradigm for studies of transfer, "Task 1" will
designate the skills practiced by a learner, the effects of which on later
performance or learning are at issue. "Task 2" will denote the skills whose
later performance or learnirg 1is the basts for inferring Task 1 transfer
effects. lask 2 would be the first task, of course, for a control group whose
skill acqu.sftion is to be used as a basis for assessing Task i transfer,

For example, an experiment:l (transfer) group could practice instrument
flight skills in a simulator (Task 1), and later be tested for prcficiency in
these skills 1n an aircraft {Task 2). 4 control group might practice only in
the aircraft (Task 2). Transfer of simulator learning to aircraft performance
could then be assessed by comparing Task 2 performance by the two groups. To
the extent that the experimenta: gro)p was superior tos the control group on
various aspects of, or at perticular points during, Task 2 practice, positive
Task 1 transfer will be said to have occurred. Conversely, to the ei%?ﬁf'fﬁ?
opposite is true, the inferior aspects of performance of the experimental
group will be termed negative transfer. Zero transfer wil) mean that Task 1
practice had no effecf either way on Task 7.

GENERAL COMMENTS REGARDING CURYE FITTING

Measures of the four parameters require the fitting of curves to learning
and transfer data, and discussions of the parameters will require fewer
digressions 1if seven points regarding curve fitting, equations used, and
interpretation of resultrc are clarified. First, curve fitting assumes that
learning and transfer are lawful processes. If this assumption cannot be
justified, all efforts to study variables affecting these processes are in
vain. A hundred years of research have shown uneouivocally that learning and
transfer are highly lawful, and highly predictable when extraneous influences
on the data are controlled. It is also well known that a number of equations
can describe the observed regularities. That s, they can relate observed
dependent (Y) values to functions of independent (x)} variabies within the
1imits of experimental control. Furthermore, the choice of equations can be
based comnletely on empirical considerations. No assumptions need be made

. re?arding the natu-e of learning and transfer, and no theory 1is involved
.. unless the researcha2r chooses to use theory.

}: Second, curve fitting permits the use of all data to derive measures for
E] each of tne four parameters. In contrast, consider customary methods of
105
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measuring rate of learning and Task 2 beginning level. Rate may be estimated,
for example, by comparing achievement on first and last trials, and beginning
level by measuring achievement on the first one or two trials. However,
results for individual trials are quite unreliable--notoriocusly so fo first
trials--so a .valid method that uses all data for each measure i1s necessarily
supersior.

The third point follows directly from the second. Individual trials in
applied training research are often subject to a variety of uncontrollable
extraneous influences such as weather variations during aircraft practice,
irregular spacing of trials, use of substitute instructors, etc. Curve
fitting cannot remove the need for experimental control, but by deriving
measures from the data as a whole, fluctuations due to uncontrollable influ-
ences on individual trials are cancelled out for each parameter to the extent
they are random across grouns. Curve fitting also permits reasonable esti-
mates of what would have oCcurred on a gGiven trial if the uncontrollable
influences had not been present. In other words, if curve fitting had no
other advantages, 1t would still be desirable for research in applied settings
where rigorous experimental control is not possible.

Fourth, all curves discussed in the following sections were fit using the
least squares method. That is, constants for the equations represented by the
various curves were derived so as to minimize the overall squared errors in
predicting observed measures of learning or performance from the independent
variables.

Fifth, to avoid having to interpret "goodness of {it" of the curves to
data by relating mean squared errors to variances Jf the dependent (Y)
measures, the closeness with which each empirical curve fits its data Ts
reported as the product moment correlation r between actual Y values and those
predicted by the curve. The rs tend to be very high, as they should be if the
data are not too irregular and the equations to fit them are properly chosen,

The sixth point concerns the possible statistical significance of dif-
ferences that occur in the examples. Data were not available in sufficient
detail to test for significance, but this is no problem for present purpsses.
The intent is to illustrate how parameters can be measured and their value for
interpreting learning and transfer data. Therefore, illustrative interpreta-
tions do not necessarily apply to the individual studies discucsed. Rather,
true effeccs of the sorts discussed are common in learning research, and it is
the fllustration of effects that is of concern, not the particular research
findings.

The seventh point concerns the designation of varfables and constants In
equations. The only experimental variables of concern are the measures of
learning or perfurnance, represented by Y, and the independent variable, X,
which can roprvesent =weasures such as namber of trials, hours of practice,
number ¢t reinforcements, time since practice (for studies of retention), etc.
Mes s~ =z; of parameters of interest such as B (beginning level), A (asymptotic
leveij, R (rate of learning), and P (infTection point) are répresented in
upper case as shown. Lower case constants h, g, and k are used in generic
forms of equations unless and until they are aéfé%ed as E; A, etc.
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BEGINNING LEVEL

Beginning level ¥ is defined as the level of performance before any prac-
tice on the task to be learned. This definition holds for either Task 1 or
Task 2 learning. B may well be zero, but such an assumption should not be
made without ample Justification. As has be>n stressed, even novices enter a
training situation with a background of experience that can help learning the
task at hand. In some cases, of cours., prior experience can interfere with
new learning. Sucl. interference can resuit in a low or even negative B.

B cannot generally be measvrod without fitting curves to data. An
example will illustrate why. The data represented in Figure 4 are from a
report by Prophet and Boyd (1962). An aircraft group practiced a set of cock-
pit procedural tasks in an AO-! afrcraft. The 2-C-9 and mock-up groups prac-
ticed the same procedures in a 2-C-9 procedures trainer and a photographic
mock-up trainer, respectively. The latter groups then continued practice on
the same procedures in the afrcraft. The data points in the figure represent
mean percent errors on aircraft transfer trials 1-5 for the 2-C-9 and mock-up
groups, and on original learning trials 1-6 for the aircraft group. There
were 10 subjects in each group.

The earliest data available for the complete trial 1 in the aircraft can-
not be assumed to represent §, tach trial required from 15 to 30 minutes per
subject. Unless the procedures involved were completely independent of each
other--a most uniikely possibility--the cumulative experience during trial 1
will result in the acquisition of new skill components, or the sharpening of
previously learned ones, that will affect performance later in the sama trial.
1t follows that errors in performance observed for tria’ 1 as a whole are
determined jointly by a beginning level B and :ate of learn/ng during trial 1.

The curves in figure 4 project each set of data back to the Y axis. Bs
are the points at which the curves intercept the Y axis, i.e., "achievement"

on the zeroth trial X gach curve represents the equation

Y = h+ ge kX

where Y is a measure of percent errors, X 1s the aircraft trial, h, g, and k
are constants to be determined by fitting the general equation to the data,
and € is the well known mathematical constant.

Table 1 shows these constants together with percent errors on the first
trial in the aircraft, derived Bs, and rs betw:on actual and predicted Ys. E}
were derived by letting X = 0,7in which case e-kX = e0 = 1, yielding § = Yo -

h + 9. Comparisons of first-trial errors and Bs show how greatly first-trial
measures may be contaminated by rate of learning. The 2-C-9 and mock-up
groups are not as similar at the outset as they appear at the end of the first
trial (10.3 percent errors versus 10.4 percent, respectively, as opposed to
14.9 percent and 19.2 percent for X = 0). Furthermore by comparing Bs for the
afrcraft and two transfer groups, the transfer from preaircraft™ (Task 1)

training is seen to be greater than comparisons ov first trial performance of
aircraft and transfer groups indicate.
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TABLE 1. AIRCRAFT FIRST-TRIAL ERRORS AND VALUES
DERIVED THROUGH CURVE FITTING

Percent

errors

on first Constants
Group trial B r h 9 k
Aircraft 29.5 50.3 .994 4.2 46.1 .147
2-C-9 10.3 14.9 .997 1.0 13.9 .359
Mock-up 10.4 19.2 .971 2.8 16.4 .273

Note: Original data from Prophet and Boyd (1962). Constants shown have
been rounded to too few digits to compute the tabled r exactly.

Much more could be said about these data if the implications of constants
h and k were explored. However, the purpose here is to illustrate a measure
of B that is independent of rate of learning, and to lay a foundation for

disCussing it later in relation to the other parameters of learning and
transfer.

UNITS FOR B. B can be stated either in units of Y cr of X. In the former
case, B represénts performance level prior to practice, as has been stressed
thus far. It is Jjust as easy, however, and for some purposes more appro-
priate, to express B in X units, 1.e., the number of practice trials, amount
of training time, efc., that, because of experience, subjects had "completed"
on an equivalent basis prior to Task 2 practice. In the Prophet and Boyd data
the beginning performance level of the 2-C-9 group of 14.9 percent errors was
equivalent to 2.4 aircraft trials, while the mock-up group's B of 19.2 percent
was equivalent to 1.8 afrcraft trials. In either case fthere could be a
substantial savings in aircraft costs for a sizeable group of trainees.

These trial equivalents were determined by setting the equation for the
control group equivalent to B for each of the other two groups and solving for
X. Another technique 15 to represent each X in the equation as (Xj + Xg)
where X 1s the trial number and X, the B Tevel 1in X units which Ts to be
determined during the fitting of "the curve. Estimating X, by the latter
method does not require a control group, and the X, obtaine&iﬁs not dependent
on the performance of a control group.

These alternative units for B can be valuable fcr studies of transfer in which
comparisons are to be made OF costs of alte-~native Task 1 training procedures
or conditions. For example, the amount of Task ¢ training effort saved can be
measured directly in termms of Task 2 dependent variables (level of beginning

performance) or independent variables (equivalent aircraft trials), whichever
is preferred.
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TASK 2 BEGINNING LEVEL AND TRANSFER OF TRAINING. As explained earlier, B is
an estimate of what learners can do on Task 2 before they even try. It is not
what they might understand, for example, that will help them adapt quickly to
Task 2 requirements after they begin practice. This careful specification of
the nature of B is important, for as will soon become apparent, how one eval-
uates facets of a training program, and decides what changes to make to
improve it, will usually require distinguishing between B and other parameters
of transfer, especially rate of learning. -

Persons who insist that simulator fidelity 1s required for transferable
learning apparently have B in mind as the primary measure of transfer. If a
learner can do the same things, in the same way, experiencing the same cues
and feedback, in a training device that .1e can using operational equipment,
then what he learns in the device 1s ipso facto measured by B. Grant for the
present that stimulus and response fidelity is one basis for transfer, and
that it affects Task 2 B level. 1t remains to broaden this conception so that
B can be seen as a more inclusive measure.

Specifically, to the extent that a learner can, through mediational processes
and especially imagery, construct a psychological realism that equates subjec-
tive Task 1 experience to actual Task 2 conditions and actions, Task 2 B level
will be affected regardless of objective stimulus and response similarity of
the two tasks. The study by Prophet and Boyd (1962) just discussed showed
this clearly. In a more general vein, Wheaton, Rose, Fingerman, Korotkin, and
Holdy~rg (1976) concluded after an extensive review of research literature on
learning and transfer that “imaginative," i.e., completely cognitive, practice
could be substituted on a one-to-one basis for some practice trials even in
motor skill learning. The only requirements are that the learner be able
already to perform the motor acts fnvolved in Task 2 but that cannot actually
be done during Task 1 (e.g., positioning switches in a photographic mock-up),
and that the learner's past experience be sufficient for symbolic cues and
actions to have precise meaning. Under these conditions. B measures can
reflect transferable Task 1 learning of any sort, including some aspects of
purely cognitive learning acquired during academic instruction. Note,
however, that some aspects of fruitful cognitive learning during Task 1 cannot
improve B, and may even depress ft. The positive effects become manifest
Yater in training. This will soon be apparent.

B can also be affected in a negative manner, especially when sets established
during Task 1 training restrict adaptability to performance requirements, or
when motor coordinations are learned in a device whose dynamics are different
from those of the equipment that is to be used operationally. In such cases,
Yask 1 interference (proactive inhibition) can occur. As illustrated in a
later section, Task 2 rate of learning may well render such negative B
transfer inconsequential. Nevertheless, for diagnostic efforts directed at
training program improvements, it would be well to know whether B does in fact
reveal a negativz Task 1 effect. Typical measures such as percent transfer
may show that transfer {s substantial overall, but isolating a negative aspect
makes possible specific instructional or equipment changes that can result in
tven better overall transfer.
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ASYMPTOTIC LEVEL

The asymptotic level of performance A is a mathematical conception that
one may have qualms about at first glance. As will be demonstrated, however,
A can be a very revealing measure of learning and transfer. The reason for
possible qualms will be discussed first, and then valuable uses of A which
such reservations do not affect will be explained. -

A {is defined as the limit for Y (achievement) as X (the independent
variable) 1increases indefinitely. In the equation used earlier to fit the
Prophet and Boyd data,

Y = h+ geskX |

one conceives of X approaching infinfty. As 1t does so, e-kX —» 0 for a
positive k, s0 Y — pn, the asymptote for this equation.

In practice, X rarely becomes even sizable, much less infinite, Further-
more, A can be a Timit of performance only for conditions as they exist. Not
cnly will conditions for skill performance change with time, but changes
within the learner while undergoing training can affect ultimate possible
achievement levels. The well known "plateaus" in learning curves illustrate
this phenomenon. A subject may improve during practice up to a point at which
progress appears to stop, only to accelerate again as the learner makes new
adaptations to the conditions for performance or new 1integrations of the
skills involved. Each plateau represents a temporary A. Bryan and Harter
(cited in Woodworth & Schlosberg, 1954) found this to be true in one of the
earliest experimental studies of skill learning, and it is illustrated in data
from Smith, Waters, and Edwards (1975) shown in Figure 5. In the latter
study, an experimental group received intensive cognitive pretraining for a
T-37 overhead traffic pattern, while a control group received only the
training “normally" given undergraduate pilot trainees. Both groups were
tested during 14 subsequent aircraft rides to determine the number of flight
segments and landmarks they could recognize. Figure 5 shows the mean number
of landmarks recognized by each group on each of the 14 rides. The plateaus
are too regular to ignore. Indeed, to sort out all the effects of the cogni-
tive pretraining, we need measures of all four parameters--B, A, rate of
learning R, and inflection point P. A is the present concern, and the purpose
of introducing the Smith et al. data at this point is to 1llustrate that pla-
teaus do occur in research on training, to point to their significance, and to
emphasize that A relates to them.

Their significance was summarized succinctly 1n McGeoch and Irifon's
(1952) influential text on human learning: "The conditions under which such
variations as these [plateaus] take place, as well as the conditions which
determine the rate and limits of improvement, form the proper subject matter
for a large portion of this book" (p. 29). In passing, it is pointed out that
patterns of plateaus such as these are typical when (1) successive integra
tions of elements are necessary to progress in a skill, and/or (2) cognitiv-
processes must te interfaced with the perceptual and motor realities of skill
requirements. Thus, the points at which plateaus occur, and the levels of
achievement they represent, can be 1{indicative of i{mportant processes and
stages of training in ways that reflect traininy effectiveness and efficiency.
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Computed for each segment, A can yield a stable estimate of the performance
level at which a plateau occurs.

To lay a foundation for a discussion of A as an indicator of transfer,
two other uses of A in training research will be illustrated. One concerns
its predictive value in training, and the other its potential for deriving
tmplications of data that usually are not apparent.

The data in Table 2, taken from Prophet (1972), represent percent errors
in performance during each of the first five days of aircraft practice
following simulator training. Groups are identified by checkride grades
assigned on approximately the 28th day of he .<opter trials, except for 16
subjects who washed out either befcre the checkride or on the checkride. Each
group of data was fit using the equation

where Y is the cumulative percent error, X the day number, A the asymptote,
and k a constant related to the rate of learning (see below). B8 = 0 for all
grou3§.1 Table 3 shows As, rank ord-r of As, and rs between actual and pre-
dicted Ys for the varfous groups. Note that threé curves were fit for each
group, one using only deys 1-3, one using days 1-4, and one using all five
days. For the four groups at the bottom of Table 3, the ranks of As correlate
perfectly with ranks of checkride grades assigned some time lafer after an
adgitional 20 or more aircraft trials. The rank correlations are less than
perfect when the groups are broken down into smaller grade ranges, but they
are still high: .93 when all five or four days are used, and .86 for three
days.

Of course, in this example {(but not generally) the correlations are just
as high if cumulative errors are used rather than As. However, as will be
apparent when these data are considered further under rate of learning, As
provide pctentially valuable predictive measures in combinations that are
impossible to obtain without them.

1Hhen cumulative data represent Y values, it 1s customary to assume
B = 0 because, to use the present example, no aircraft errors could cumulate
prior to aircraft trials. This argument is arbitrary in that a decision could
have been made to project errors back in time to preaircraft performance.
However, either of two conditions, both of which are satisfied here, justify
ignoring B so long as it is not of interest. First, can the data be fit
closely {F B 1s assumed to be zero? The rs in Table 3 show that the answer to
this questfon is yes. Second, if Bs had been estimated for the groups, would
the Bs differ? The data in descending form (i.e., not cumulative) shown in
Table 2 were fit to an appropriate function, and Bs were found to be essen-
tially the same across groups. Therefore, the cumuTative values may be viewed
as having a constant B subtracted from each Y, which would not affect the form
of the equation or the goodness of fit. -
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TABLE 2. PERCENT ERROR FOR SEVEN MANEUVERS

DRI Y — N BRI N

BY DAY OF TRAINING AND CHECKRIDE GRADE
Training Day

Group N 1 2 3 4 5 )
Precheckride W/02 13 63 62 60 57 57 ﬂ
Checkride W/0 3 60 51 58 45 55 o
70-74 6 66 54 48 34 35
75-79 10 42 40 36 30 40
80-84 8 50 35 34 32 23
85-89 7 49 40 29 28 22
90-94 9 45 3 29 22 24
A1l W/0 16 62.4 59.9 59.6 54.8 56.6
70-75 16 51.0 45.2 40.5 31.5 38.1
80-89 15 49.5 37.3 31.7 30.1 22.5
90-94 9 45 35 29 22 24

Note: From Prophet (1972).

aH/O identifies groups that washed out.

TABLE 3. ASYMPTOTIC LEVEL A FOR CUMULATIVE ERRORS BY CHECKRIDE GRADE
AND NUMBER OF DAYS USED YO FIT EQUATION

Days used to fit equation

1 -3 1 -4 1 -5

Group r A Kank r A Rank r A Rank
Precheckride W/0 1.000 6334 7 1.000 5296 7 1.000 5031 7
Checkride W/0 .999 1264 5 .999 1384 6 .999 1006 6
70-74 1.000 713 4 1.000 678 4 1.000 676 4
75-79 1.000 1356 6 1.000 1101 5 1.000 1202 5
80-84 999 346 2 999 398 2 999 421 2
85-89 1.000 422 3 1.000 424 3 1,000 425 3
90-94 1.000 372 1 1.000 366 1 1.000 378 1
A1l W/0 1.000 3811 4 1.000 3629 4 1,000 3739 4
70-79 1.000 852 3 1.000 780 3 1,000 809 3
80-89 1.000 378 2 1.000 410 2 1.000 423 2
90-94 1.000 372 1 1.000 366 1 1.000 378 1

Note: As (cumulative errors by group, not percents), and rs between actual
and predicted Ys, for curves fit to data 1n Table 2.
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Some data from Martin and Waag (1978), discussed in Section 1V,
11lustrate the value of A for pinpointing possible skill integrations during
training that may not be readily apparent. Recall that two groups of subjects
flew training sorties, 10 by each subject, in a simulator. One group
experienced platform motion and the other did not. The performance of each
group was rated on various tasks by instructor pilots (IPs) during five of the
trials. The data points in Figure 1 (Section IV) represent mean ratings for
each group on an overhead pattern. The points are connected with straight
1ines to provide a contrast with Figure 2, also in Section 1V, where solid
curves are shown representing the logistic equation,

h .

Y- —————————

1 + ge~kx

Bearing in mind that the 1Ps used a 1Z-point rating scale, and wnat the
highest mean rating for either group was 6.56, what do the curves in Fiqure 2
suggest that is not apparent in Figure 1? [In brief, it appears that the pat-
terns of data may well say more about the effects of motion than the %ETE
points per se can reveal. The curve for the motion group is still rising on
the fifth evaluated trial, while that for the no-motion group is not. Recall
that in the previous example, As derived from error counts were good predic-
tors of subjective checkride grades after more than 20 additional aircraft
trials. A for the present motion group was 8.97, but only 6.36 for the no-
motion group. The indications are that the motion group, due to continued
integration of motion cues, could have 1improved well beyond the plateau
reached by the no-motion group. (This conclusion is supported further by an
analysis of the inflection points in the curves. See later discussion.)

ASYMPTOTIC LEVEL AND TRANSFER OF TRAINING. The relation of A to transfer of
training is quite different from that of B and transfer. ~ B measures Llhe
extent to which Task 1 learning is immediateTy manifest in Task 2 performance.
Intuitively, one might say that B represents the portion of performance
learned during Task 1 that 1s functionally congruent to Task 2 requirements
wilhout a need for adaptations to Task 2 conditions. On the other hand, A
builds on B, but in doing so represents effects of Task 1 learning during Task
2 that cannot be manifest at the outset because it is not immediately
congruent to Task 2 requirements.

One example of delayed effects of Task 1 learning is their influence on suc-
cessive integrations of skill components during Task 2. Both cognitive and
perceptual-motor aspects of Task 1 learning are 1ikely to be {nvolved. Proce-
dural tasks, for example, become less and less rote in nature as skill com-
ponents are organized i{nto patterns and hierarchies--Greeno's (1977)
“comprehension” criterion discussed in Section 1I1. Task performance becomes
more stable as a result, and is more likely to be retained {Prophet, 1976;
Schendel, Shields, & Katz, 1978). Recognizing that such skills, depending on
their complexity, may follow a sequential pattern of plateaus as shown earlier
in Figure 5, A represents a dependent variable for both Task 1 and Task 2
learning that can identify the point at which a given stage of integration is
completed, and the level of achievement at that stage. Given a particular
level of achievement, how early in trainfng it is approximated can be readily
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determined by noting the X value at which Y approximates a given percent of A.
Or, given plateaus for two or more groups, A can indicate the level of, say,

~~

skill integration that has been achieved by each. !3
~ Another value for A was pointed out by Woodworth and Schlosberg (1954, p. -
665-666). The difference between A ind beginning level B 1s a basis for y
viewing what is or could be accompl{shed during training. By fitting a curve -
to the data (which they recommended), answers can be obtained to questions =
such as, How much of the possible learning was achieved in the first X trials? ’4

At what point during practice was a given proportion of the possible“ﬁearning
achieved? Answers to these questions could be important for defining ontimal
levels of Task 1 practice prior to attempting Task 2, especially for part-task
devices; or if optimal leve.s are already known, for {identifying achievement
levels short of "mastery" to be used in comparing training methods.

RATE OF LEARNING

AP § T

Rate of learning R is widely recognized as an important measure of effi-
ciency of training. Decisions regarding the allocation o’ time, personnel,
and materfal resources to training depend heavily on how rapidly trainees
learn.

Because rate of learning has been a, if not the, primary criterion for
decisions regarding training allocations and practices, most researchers in
training studies attempt to measure it, and existing measures are quite useful
for a number of purposes. However, they are ofter crude, and they frequently
confound R with other variables, especially beginning level, in wiys that pre-
vent measures of R from providing the information they could. Furthermore it
is likely that uses of R in evaluations of training more often than no' are
governed by the nature of R measures conveniently available rather than by
what would be desirable for the purposes of the evaluations. The fact that
cost analysts bemoan the inadequacy of measures of rates of learning is a case
in point (cf., Orlansky & String, 1977).

fi

Rate of learning 1s defined as the change in achievement per unit of
change in the independent variable. Stated symbolically,

R=DY
A x

where the deltas indicate “"change in" Y or X. To explore the meaning of R,
however, and to relate it tu learning processes, it is necessary to examine
A Y/ A X in relation to the equations used to describe learning data. The
task is much simpler if A x is considered to approach zero as a limit, for
then the differential calcuTus can be used. Using the standard notation,
dY/dx will be substituted for A Y/A X as A X — 0.

.'::
P
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The dependence of R on the nature of the equation involved can be seen
readily by comparing two functions frequently used to describe learning data.
(They are also two of the oldest.) One, the exponential yrowth equation (also -
termed the monomolecular equation in chemistry), is 'Y
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Y = A(1 - e-k%)

where A and e have their usual meanings. If this equation, after suitable
adjustments, Ts differentiated with respect to X, the result is

= k(A - Y) =R,
dx

This differential equation has a straightforward intuitive interpretation. A
is the asymptote, the maximum to be learned, so (5.- Y) is the amount not yet
learned, and k is a proportionality constant.l “Thys, the rate of learning
R (=dY/dX) on, say, a particular trial 1is a constant proportion of what has
Tot yet been, but can be, learned.

The second 1llustrative equation was used earlier, viz.,

y= 0
1 + ge-kX

For {ts differential form, the so-called autocatalytic monomolecular (AM)
equation,?

%{_: kY(A = Y))

will be used because it permits direct comparison with the one immediately
preceding.

While for the first equation, 5_was, s0 to speak, a constant proportion
of the learning yet to go, in the second equation R is the same except that
the proportion is multiplied by the amount already learned. In other words,
learning catalyzes itself; it “snowballs.” The more the learning, the faster
learning occurs. In view of vertical transfer processes that can occur during
training, it is especially important to be able to identify their effects.
More on this below.

1In most discussions of learning curves, k is referred to as a measure of
rate of learning, which it is provided As are the same, and the same equation
is used for all groups. Otherwise,']£ is not 1linearly transformable to
dy/dx = R.

2Apparent1y, it {is not generally recognized that this equation is one
form of the more general equatifon. Compare Lewis' (1960) statement that the
AM equation has had no theoretical basis in psychology {(p. 465), and Estes’
(1963) criticism of {1ts uses, with Estes’ (1950) earlier employing it in the
logistic form given above for theoretical purposes. If k in the logistic
equation 1s transformed to k' = k/A, the AM differential €quation holds for
the logictic equation. - -
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An example using data from Brictson and Burger (1976) will {llustrate the
need for measuring R in & manner that it does not becume confounded with B.
One group of subjects first practiced night carrier landing training in” e
trainer, Device 2F103 (NCLT group). A cecond gr-up practiced only in the A7E
atrcraft. The data points in Figure 6 represent mean ratings by a Landing
Signal Officer of landing performance of each group on the first eight
attempts in the A7E.

The data are highly irregular, due almost surely to variations in flight
conditions and to {nstabilities in performance that characterize early
learning of carrier landings (Isley et al., 1982). Order is brought to the
data, however, and clear patterns emerge when curves are fit to them as in
Figure 7.

Each curve in Figure 7 represents three radically different equations,
the exponential growth function, the logistic function, and the Gompertz func-
tion, a double exponential equation (see Lewis, 1960). Tne reason for using
three equations, even though the fits are essentially i{dentical, will become
apparent.

The first thing to notice is that the transfer (NCLT) group was superior
overall, even though its B was clearly below that for the control group. The
overall superiority was due to a rate of learning that overc.me the original
handicap before the 4tn trial, and continued to a higher A level. The impli-
cation is that the device training resulted in negative Transfer as far as B
was concerned, but at the same time laid a foundation for unusually rapid
progress once the transfer group transitioned to the aircraft. A training
program or device designer might well want answers vo two questions: What is
the source of the negative ¢ransfer as regards 2?7 Whai were the charac-
teristics of the device training that led to rapfd skill acquisition in the
atrcraft?

There is rot enough information available in the research report to
answer oither question, but two points are pertinent. First, had there not
been a basis for differentiating R from B, the questions would not have even
been asked. One might suspect from Figure 6 that two different types of
manifestations of transfer were evident, but the possibility did not demand
attention until curves were fit to the data as in Figure 7. Now that the dif-
ference is obvious, one can narrow down possibilities for program improvements
to factors that led to a negative B effect. (See earlier discussion this sec-
tion of Beginning Level and Transfer of Training, and Intersensory Transfer in
Section IV.)

Childs, Lau, and Spears (1982) provided an excellent example of the
complexity of transfer with respect to B, A, aad R. Half of a group of pilots
transitioning from a single-engine afrcraft to a multi-engine aircraft had
prior practice using a training device of very low fidelity. The other half
of the group practiced only {in the multi-engine aircraft. There was a
substantial negative transfer effect on B that dissipated completely after the
first aircraft day. 1In fact, the negative effects held only for maneuvers
p.acticed on the first aircraft day. Maneuvers that were practiced in the
aircraft for the first time after the first aircraft day showed no negative B
effect at all. Furthermore,” there was a positive transfer effect on A as
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represented by performance on the final checkride following aircraft training.
1t was also evident that early aircraft practice on one maneuver in particular
generalized to performance while learning other maneuvers (vertical transfer),
resulting in a higher rate of learning R. (Childs et al. explained that the
low device fidelity forced cognitive learning during practice with it, thus
enhancing A due to better cognitive organization. However, B was depressed
because the original cognitive representation of tasks was not adequate for
immediate implementation in the gaircraft. With practice, however, the
perceptual-motor interface was quickly achieved. (Their data were not ade-
quate to explain why early training on one particular maneuver had a substan-
tial vertical transfer effect on R, though the effect appeared due to the
precise discriminations needed for the maneuver. See discussion of structural
characteristics of movements 1in Section 1V, specifically Simon's [1956]
finding +that amount of transfer depends on the number and type of
discriminations involved.)

The second point concerns the analytic possibilities of R for the
Brictson-Burger data. Recall the differential forms discussed earlTer,

R = k(A -Y)

for the exponential growth function, and

R = KkY(A - Y)

for the autocatalytic function. The first equation implies that Jlearniny
simply accumulates, while the second implics; that learning not only accum-
ulates, but utilizes previous learning (vertical transfer) to speed up the
process. In other words, learning becomes a tool for subsequent learning.
Therefore, the fact that these two equations fit the data equally well--so
nearly equivalently that one curve represents both equations--is of con-
siderable signiticance to one concerned with the design of training programs.
That is, with respect to the second alternative above, an equation that
assumes learning only accumulates fits the data as well as one that assumes
the accumulation is enhanced by successive levels of achievement. Therefore,
whatever NCLT training contributed, it did not facilitate using successive
stages of learning as a tool for subsequent progress. Had one or both
patterns of data yielded a sigmoid (S-shaped} curve, implying a snowballing
effect, only the autocatalytic equation could have fit the data. (Sigmoid
effects are suggested by the data points. put apparently they are due to
chance variations.) Had a sigmoid curve been obtained only for the NCLT
group, for ecample, the infterence would have been that NCLT training resulted
in a "learning to learn" phenomenon while aircraft training did not. This kind
of analytic distinction reveals what has been, as opposed to what might be,
accomplished in Task 1 training.

Another use for 2 is {llustrated by the predictive value of related ks
for the data from Prophet (1972) that were discussed eariier. T7able 4 shows
ks and their ranks for the various groups defined hy tinal checkride grades.
Data are given separately for fits of the equatinn using days 1-3, 1-4, and
1-5. Recall that the equation used was
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y= A
X + k

so the smaller the k, the faster the progress toward A.

TABLE 4. RATE CONSTANT k FOR CUMULATIVE ERRORS BY CHECKRIDE GRADE
AND NUMBER OF DAYS USED TO FIT EQUATION

Days used to fit equation

1 -3 1 -4 1 -5
Group L3 “Rank 13 Rank 13 Rank
Precheckride W/0 99.51 7 82.99 7 78.78 7
Checkride W/0 20.14 5 22.16 5 25.94 5
70-74 9.81 4q 9.28 4 9.24 4
75-79 31.26 6 25.17 6 27.59 6
80-84 5.95 1 7.01 1 7.50 2
85-89 7.59 3 7.65 3 7.66 3
90-94 7.26 2 7.15 2 7.4] 1
A1l W/0 60.09 4 57.15 4 58.97 4
70-79 15.72 3 14.28 3 14.85 3
80-89 6.65 1 7.31 2 7.59 2
90-94 7.26 2 7.18 1 7.41 i

Note: ¢Equations were fit to data from Prophet (1972); compare with Tables
2 and 3.

The rank correlations between grade group and k are perfect for 4 and 5
trial-days when the larger groupings are used. When broken down into seven
groups, the correlations are .79 for days 1-3 and 1-4, and .86 for days 1-5.
That the predictive information from ks does not duplicate that from A is evi-
dent 1in the less than perfect correTations between ks 1in Table 4 and As in
Table 2. (A and k must correlate highly with each other for these data,
however, because each correlates so highly with a third variable.)

It was mentioned when the Prophet data were discussed under asymptotic
level of learning that a regularity existed that coul- oe observed only
through curve fitting or comparable techniques. This regularity is revealed
in two different ways. In Table 5, percent errors for each group on the 28th
day were projected from curves fit only for days 1-3, 1-4, and 1-5. Y values
were cumulative percent errors, so the projections were made by entering X =
28, and X = 27, 1in each equation and taking the difference.l The general
trend shows that the differences predicted from equatfons for three, four, and

1This approach was used rather than a differential equation for dv/dx
because the change 1n l_of one day is not near enough to zero forA lfﬁxl_to
approximate 91/31:
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five days increase slightly in stability as final checkride grades are higher,
but that predictions vary very little for a given group regardless Jf the
number of days used. This suggests that performance observed early fin
training can reveal what will eventually be accomplished.

TABLE 5. PROJECTED PERCENT ERRORS ON DAY 28 BY CHECKRIDE GRADE
AND NUMBER OF DAYS USED TO FIT EQUATION

Days used to fit equation

1 -3 1 -4 1 ~5

Percent Percent Percent
Group errors Rank errors Rank errors  Rank
Precheckride W/0 39 7 36 7 35 7
Checkride W/0 11 5 12 6 15 6
70-74 5 4 4 4 4 4
75-79 13 6 10 5 10 5
80-84 1 1 2 2 2 1.5
85-R9 3 3 2 2 3 3
90-94 2 2 2 2 2 1.5
AYY W/0 30 4 29 4 30 4
70-79 7 3 7 3 ) 3
R0-89 3 2 2 1.5 2 1.5
90-94 2 1 2 1.5 2 1.5

Note: Equations were fit to data from Prophet (1972); compare with Tables 2,
3, and 4.

A question remains, however. The values shown in Table 5 are indepen-
dent of levels of error occurrences. That is, differences between performance
on days 27 and 28, predicted from three, four, or five days of observations,
are quite small, but what about the stability of p ‘ictions on day 28 alone?
The answer is obtained by measuring the varfabilities of cumulative errors
predicted from equations for three, four, and five ocays.” For the 90-94
checkride grade group, the standard deviation was 2.86, while the standard
deviations were 11.3 for the 80-89 group, 11.9 for 70-79, and 7.4 for all
washouts. The 90-94 group 1s significantly less varizble than the other three
whose standard deviations do not differ significantly. (But note that al)
standard deviations are very small compared to the magnitude of cumulative
errors for Day 28.) It 1s apparent that, for the groups whose™ checkride
grades fell within the 90-94 range, a curve using only data from the first
three days 1s ecsentially the same curve as one using Five days, but that the

curves diverge siightly tor Tower checkride grades.

variability in performance has been recognized previously as an important
indicator of level of skill {integration, and it was demonstrated to apply in
one study of simulator training for carrier landings (Isley and Spears, 1982;
Istey et al., 1982).
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RATE OF LEARNING AND TRANSFER OF TRAINING. The discuss’ ~ he data from
Brictson and Burger (1976) revealed an important re’ .ween R and
transfer. In that case, Task 1 experience, although r n some nega-
tive transfer at the outset, provided an impetus for Task . aing that more

than overcame the original deficit. Being able to measure su.n an impetus, or
the lack of it, is necessary for analytic evaluations of training programs--
what trainees achieved, how they achieved--as well as research on transfer of
training.

A broader picture of the value of R can be obtained by an understanding of the
mechanisms of transfer. A few brief comments will illustrate the value of the
analyses in Sections III and IV.

First, any behavior can be viewed as a complex of components, some of which
are facilitating, some interfering or disruptive, and some neither. In skills
requiring psychomotor coordinations, it is important to gquide the learner at
the outset to practice facilitative components and avecid those that produce
disruptive interference. Training devices offer excellent opportunities for
tratning in this manner. Guidance and feedvack can be specific to actions,
and tasks or parts of tasks can be learned in hierarchical sequences that
maximize rate of progress (Caro et al., 1981). In other woras, training
programs can be designed to optimize learning and instructional processes
rather than to conform to the exfigencies of operational equipment. Rate of
progress during Task 1 learning thus is a criterion for training efficiency,
and during Task 2 learning, for confirnning training effectiveness.

There is another aspect of transfer which has not been studied formally as a
transfer phenomenon per se to any great extent in military training. As
demonstrated in Section IIl, it should be, and R together with A would have to
be the primary variables of interest. Specifically, all cognitive training to
support motor skills necessarily depends on transfer. With a few notable
exceptions, cognitive training in military programs has not been evaluated
within a transfer paradigm. Pencil and paper tests are used instead. Yet,
one of the earliest studies of transfer by Judd published in 1908 (cited by
Woodworth & Schlosberg, 1954) showed how purely “academic" training can
transfer to performance of a motor skill. The study 1s worth reviewing
because 1t has clear implications for using R during Task 2 to evaluate cogni-
tive training. (Judd's study was repeated by Hendrickson and Schroeder [1941]
with similar results.) One group of fifth- and sixth-grade boys were taught
principles of light refraction (Task 1). They and a comparable control group
then practiced hitting a target sutmerged twelve inches under water (Task 2).
The groups nerformed equally well. Next, the target was raised so that it was
only four 1nches under water, and the subjects tried again. The transfer
group was clearly superior the second time. Knowing about refraction did not
help until the knowledge had been interfaced with an action.” Transfer of the

conceptual knowledge, once interfaced with psychomotor skills acquired in the
first Task 2 effort, was evident.

Hundreds of learning studies could be cited to support the point: Cognitive
training can provide a framework for adapting motor actions to the require-
ments of the situation, but the framework cannot be assessed until after the
motor elements are acquired and related to the framework, Thus, 8 carnot
measure many contributions of cognitive training to skill performance. It is
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restricted to those components which do not require the learning of an inter-
face. R can measure such contrib-tions directly. If the use of cognitive
training during skill performance, as indicated by R, 1s evaluated according
to the nature of the cognitive training, manner of instruction, etc., signifi-
cant improvements can be possible in cognitive instruction. (Also, because
comprehension provides a broad scope of possible uses of skills, as well as a
basis for self-guidance and self-correction in skill performance, good cogni-
tive foundations can be expected to result in hign asymptotic levels of
performance.)

The exceptions alluded to earlier regarding the use of transfer paradigms 1n
applied training studies to evaluate cognitive training typically involved
what is termed either "cognitive pretraining” or “dynamic observation.” Both
types of studies have merit, but as implied in Section ill, they have hardly
scratched the surface compared to what could be done. (A cognitive
pretraining study is examined in the next subsectfion.)

The versatility o° R for research on transfer is illustrated by its value for
deducing mathematically measures of transfer commonly 1in use, The various
ratios for estimating percent of transfer (Gagne, Foster, & Crowley, 1948;
Murdock, 1957; Ellis, 1965) and transfer efficiency (Povenmire & Roscoe, 1971;
Roscoe, 1971, 1972) all incorporate a rate concept. The advantage of R fis
that, being derived from all data, it provides reliability not possible for
measures based on only pairs of observations. Furthermore, if Task 2 B
levels, A levels, or Rs obtained! for different amounts of Task 1 practice (as
in Roscoe's incremenfal transfer paradigm} are fit to equations, Rs derive:
for the incremental functions can measure rate of change of Fs, As, and even
Rs as a function of amount of Task 1 practice. Incremental fransfer can thus
Pe analyzed into separate types of components, with a reliable measure of the
rate of change.

INFLECTION POINT

The inflection point P of a learning curve is that point at which a posi-
tive acceleration changes to negative, or vice versa. In a sigmoid (S-shaped)
curve, for example, it is the point at which the rate of learning stops
increasing and starts slowing down, even though progress continues on the
whole. Mathematically, it is the X value for which the second differential of
the equation for the curve equa's zero.

P apparently has not been uied as a parameter for studying learning and
transfer. From a logical standpoint, it could be a valuable measure. The
sudden bursts of progress that occur when skill integration occurs, when skill
elements "fall 1nto place," or ithen cognitive understending becomes interfaced
with skill performance, will produce a curve like that in the first part of
Figure 8 where rate of progress is f{increasing. As shown, the 1nflection
occurs at X = 8.79, for beyond this point rate of progress becomes slower and
stower.

Rs can be unreliable when #s or Bs are not known a priori, but there fis
a strategy for getting around the problem. See Fstes {1950:i.
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As shown in the figure, P can be measured in units of either X or Y. The
formal definition of P just Qiven is 1in units of X, i.e., Py. The level of
achievement corresponding to a given Py can be determined by entering Py into
the equation for the curve and solving for Y. This latter value ifsl be
referred to as Py. -

A study discussed earlier {fllustrates how Py and Py can aid in inter-
preting learning and transfer data. Recall 1n Section that the data from
Martin and Waag (1978) appeared at first to favor o no-simulator-motion group
(see Figure 1 1n Section IV). However, curves fit to these data as shown in
Figure 2, also in Section ]V, projected an A for the motion group substan-
tially higher than the A projected for the no-motion group. Ps for these
curves support the validity of these projections. For the no-motion group,
Py = 0.90 and Py = 3.18; for motion, Py = 2.78 and Py = 4.48. It is evident
T‘ht the period of positive acceleratfgﬁ was briefer for the no-motion group,
and that rate of progress began to decelerate at a lower achievement level.
Tonsidering that acceleration and deceleration patterns can reflect underlying
integrations of skill components, it is reasonable to conclude (tentatively)
that (1) motion cues in addition to those shared with the no-motion group
comprised a larger set of stimuli to be integrated; (2) that the integration
required more practice; {3) that when integrated, the more complex set of
stimuli permitted a higher level of performance; and (4) building on the
greater amount of information in the more complex cue patterns, skill achieve-
ment can be expected to continue to a higher A level than would be the case
for the less complex (no motion) set of cues.

R e e e L, .
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Some data from Smith et al. (1975) illustrate a different pattern of Ps,
one in which only Py differed. As explained earlier, they gave one group of
student pilots intensive coynitive pretrainiig to aid in recognizing flight
segments and landmarks, while a control group had only "normal" instruction.
Recognition of landmarks during later aircraft rides showed a pattern of pla-
teaus as discussed earlier under asymptotic levels cf learning. The pattern
of recognition of flight segments revealed an instance where P can provide
useful information.” Figure J in Section IV shows logistic curves fit to the
mean number of flight segments recognized for each of the first 14 rides, and
Table 6 gives the As, Bs, ks, and Ps for each of the two groups of data. The
fits of the equatidns are quite good as indicated by the rs in the table.

TABLE 6. CONSTANTS FOR CURVES FOR
NUMBERS OF LANDMARKS RECOGNIZED

Group r A B k Ex- _P__Y~
Pretrained .998 4,17 1.49 .31l 1.88 2.09
Normally trained .999 4.09 .88 .347 3.73 2.04

Note: Data from Smith et al. (19375).
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The Py show that the control group probably did not have the full advan-
tage of autocatalytic learning, of building learning on learning (see earlier
discussion of R), until just before the fourth aircraft trial, while the
pretrained group reached this point just prior to the second aircraft trial.

The Bys alone might indicate that the pretraining group "topped out" too
soon; but 1n view .f their superior B levels, and the fact that Pys are essen-
tially the same for both groups, ft appears that the cognitive framework for
recognizing flight segments did not affect what would be integrated as in the
preceding example, but it did permit a degree of integration of pertinent cues
during Task 1 and/or very early in Task 2 that the control group did not
achieve until later. Note how quantifying several parameters facilitates
interpretation of each one in terms of what orcurs during training.

INFLECTION POINT AND TRANSFER OF TRAINING. The examples just discussed reveal
an important relation between P and transfer. By pinpointing when learning
curves change from positive to negative acceleration, it can indicate the
point during practice where certain {integrative processes are completed.
Stated in units of Y (achievemant level), P can be related to the proficiency
level of transferred skills. Such indicatfons can be of value when the Task 1
Yearning at issue is of a cognitive nature. However, as illustrated in the
analyses of Martin and Waag's data, the value of P is not likely to be limited
to purely cognitive Task 1 learning. Many mctor skills involve noncognitive
integrations, and develop 1in a sigmoid manner regardless of cognitive
components. P might just as well indicate, say, when a pattern of part-task
practice resuTts in a superior integration of skill components early in, or
prior to, Task 2 practice.
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- SECTION VI !

.- VALUE OF ANALYSES FOR TRAINING AND TRAINING RESEARCH !

-
- _a

This section summarizes the value of the foregoing analyses for the
design of training programs and related equipment. It also suggests three
research topics, arising from the analyses, that would help the value to be
realized.

. PSP
N

o
sads

ASSESSMENT OF SKILL ANALYSES FOR TRAINING

Sections I1] and IV reveal an ontimism regarding the potential value of
modern conceptions of cognitive and motor skills for guiding training design.
While these conceptions are often criticized for slighting instruction, as
they have been on occaston in this report, the fact remains that there is a
difference between a theory of learning (or performance) and a technology of
instruction. By far, most of the investigators whose work and ideas have been
cited in this report were concerned with theories of performance, but with the
implication that the theories set forth the foundations of learning. That fis,
they specified the nature of what is to be learrned. At the same time, their
methodologies, in isolating individual processes, for example, resulted in
extensive analyses of roles of processes and conditions that can facilitate or
interfere with performance and learning. This last statement is true even of
research in motor performance, an area where learning has been especially
ignored in recent work.

PSR IIDIDI WAL

The development of a training technology, to a great extent, involves
nothing more than insightful extensions to instruction of what is known and is
continually being clarified regarding the nature of skills. Suggestions as to
what is involved appeared often in preceding sections--an operational language
for manipulating variables (Section I11); equating processes of skill acquisi-
tion to those of problem solving (Section 1Il); the integration of tasks
comprising skills (Section IV}; etc. Thus, the richness of mod-.rn conceptions
of skill performance has much to offer.
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interest for decades.) Bruner (1966) was a relatively early major figure, as
- was Gagne (1962, 1965, 1968) whose impact on military training is evident in
- 1S0. Glaser's emphasis on finstruction, ranging from programmed learning to
modern cognitive theory, has also been evident since the early 1960s (Glaser,
1962, 1965} and continues to the present (Glaser, 1976, 1982). But increas-
ingiy, there have been reports of analyses and experiments by a number of
theorists that bear on the adaptation of cognitive theory to instruction.
Compare, for example, the nature and scope of articles in Cognitive Skills
and Their Acquisition {(Anderson, 1981) and the reviews by Resnick (19817 and
WIttrock and Lumsdaine (1977).

~

" At the same time, the concerns of a few cognitive theorists for an
o instructional technology, dating to the 10960s, are now supplemented by a
(| growing emphasis on instruction. ({Ccncept formation has, of course, been of
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This concern with dinstruction apparently 1s not characteristic of
investigators of motor skills (Newell, 19815, Part of the lack 1s almost
surely due to the 1lag, reiative to cognitive skills, of theoretical
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SECTION VI

VALUE OF ANALYSES FOR TRAINING AND TRAINING RESEARCH

This section summarizes the value of the foregoing analyses for the
design of training programs and related equipment, [t also suggests three
research topics, arising from the analyses, that would help the value to be
realized.

ASSESSMENT OF SKILL ANALYSES FOR TRAINING

Sections III and IV reveal an optimism regarding the potential value of
modern conceptions of cognitive and motor skills for qguiding training design.
While these conceptions are often criticized for slighting instruction, as
they have been on occasfon in this report, the fact remains that there is a
difference between a theory of learning (or performance) and a technology of
instruction. By far, most of the investigators whose work and ideas have been
cited in this report were concerned with theories of performance, but with the
implication that the theories set forth the foundations of learning. That fis,
they specified the nature of what is to be learned. At the same time, their
methodologies, in 1isolating individual processes, for example, resulted in
extensive analyses of roles of processes and conditions that can facilitate or
interfere with performance and learning. This last statement is true even of
research in motor performance, an area where learning has been especially
ignored in recent work.

The development of a training technology, to a great extent, 1involves
nothing move than insightful extensions to instruction of what {1s known and is
continually being clarified regarding the nature of skills. Suggestions as to
what s involved appeared often in preceding sections--an operational language
for manipulating variables (Section I1); equating processes of skill acquisi-
tion to those of problem solving (Section IIl); the integration of tasks
comprising skills {Section 1V); etc. Thus, the richness of modern conceptions
of skill performance has much to offer.

At the same time, the concerns of a few cognitive theorists for an
instructional technolcgy, dating to the 1960s, are now supplemented by a
growing emphasis on instruction. (Concept formation has, of course, been of
interest for decades.) Bruner (1966) was a relatively early major figure, as
was Gagne (1962, 1965, 1968) whose impact on military training is evident in
1SD. Glaser's emphasis on instruction, ranging from programmed learning to
modern cognitive theory, has also been evident since the early 1960s (Glaser,
1962, 1965) and continues to the present (Glaser, 1976, 1982). But increas-
ingly, there have been reports of analyses and experiments by a number of
theorists that bear on the adaptation of cognitive theory to instruction.
Compare, for example, the nature and scope of articles in Cognitive Skills
and Their Acquisition (Anderson, 1981) and the reviews by Resnick [1981) and
Wittrock and Lumsdaine (1977).

This concern with Jdinstruction apparently 1s not characteristic of
investigators of muror skilis (Neweld, 1981). rart of the lack 1s almost
surely due to the 1lag, relative to cognitive skills, of theoretical
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development of the processes involved {n motor performance, and to the fact
that academic researchers of motor processes--except for a few in departments
of physical education--do not have a training context for their research.
Even so, as explained in Sectfon IV, some conceptions of motor skills (e.g.,
c¢losed-loop or cybernetic theory, Adams, 1971; Smith & Smith, 1966) lead
naturally to a training technology. Furthermore, as one ponders the logically
necessary roles of schemata in motor performance, it is evident that what
holds for the training of cognitive schemata applies in some fashion to
teaching motor skills.

The conclysion is that a training technology, derived from present
knowledge, can be available. Although far from complete, the technology that
could be derived promises much beyond the oversimplified, yet significant
pioneering work of a Thorndike. The question is how to proceed in the devel-
opmernt of the training technology. The next subsection addresses this
question through illustrative examples of research and development efforts
that are sorely needed. DOeliberately omitted as an example is an extrapola-
tion of earlier analyses of skills to the design and use of part-task and low-
fidelity training devices. This 1is a loglical enterprise that should be
pursued in a subsequent study. The research suggested below would add
empirical substance to the logic.

TLLUSTRATIVE RESEARCH PROJECTS

There is no way to conceive of the number of research projects that could
develop from systematic applications of modern theories of skills to problems
in skill training. Every processing unit, cognitive or motor, can be a canai-
dat> °°r applied research on any skill, component task, and mode of training.
R 4+ + of this nature will eventually be required. However, the duplication
oy ¥ ~ from skill to skill can be drastically reduced by adopting a strat-
eqy at answers as many fundamenta)l questions as possible on a general, and
generaiizable, basis. For example, the nature of stimulus and response simi-
larity as related to device fidelity requires a cognitive analysis for ade-
quate understanding of what is involved. For each skill, one could go through
the mapping procedure suggested in Section I, incorporating the processes
detailed in Section III. But there is a logically prior question that, when
answered, could render comprehensive skill-by-skill, device-by-device, anal-
yses of cognitive similarity completely unnecessary. What is the nature of
the cognitive representation of the skill, of its analogical correspondence to
situations for its performance? It is desirable to know the analogical
correspandence 1in any case, s0 cognitive similarity, being one aspect of
correspondence, would be analyzed only to the extent necessary to underst.nd
correspondence.

The strategy would not be to develop a comprehensive methodology for ana-
lyzing cognitive similarity, for such a methodology would probably go into
issues of no particular importance. On the other hand, a methodology for
detemmining correspondence would encompass any procedures for analyzing cogni-
tive similarity that might be needed, and in the process define userful goals
for those procedures, thereby limiting them to what is needed for training.
In 2 broad sense, this strategy is implicit in the {llustrative research
topics discussed below. The topics concern (1) procedures for learning
analyses; (2) examination of the nature and process of skill integration; and
(3) providing for interpretable manifestations of transfer.
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PROCEDURES FOR LEARNING ANALYSES. [t was stated in Section I that learning
analyses are needed to guide the design of training programs and related
equipment. Discussions in Sections !I-IV reveal just how far learning anal-
yses should go beyond ordinary task analyses, and employment of ISD proce-
dures, for deriving training regimens. Task analvses are needed to identify
elements oi correct skill performance. However, in and of themselves, they do
not lead systematically to a training regimen because they make no allowance
for the development of the host of separate executive, short-term, and long-
term processes that are the essence of skill Jearning and performance.
Furthermore, 1SD procedures recognize these processes only intuitively in that
ISD focuses primarily on training inputs and response outputs, ignoring what
happens in the processing of inputs to produce outputs.

The research suggested here would develop e prototypical methodology for
comprehensive learning analyses that would guide the training analyst in
applying what we know about discrimination and generalization learning to the
processes involved in skill learning and perfomnance. There would be three
main facets to learning analyses. First, task analyses would identify skill
components and conditions and criteria for performance. Procedures for task
analyses are, of course, already well developed. Nevertheless, a precaution
often cited should be observed: What one gets from a task analysis depends,
whether consciously or unconsciously, on the purpose the analyst has in mind
at the time. To be useful in learning analysis, the task analysis should
clearly pursue the goal of identifying task elements, performance conditions,
etc., that can have representation in the cognitive-motor processing that
underlies skill performance. For example, task analyses do not ordinarily
designate completion of certain subtasks as subgoais to be achieved. {ne can-
not exploit what is known regarding the roles of subgoals in the cognitive
organization of skills unless they are recognized as subgoals, including their
interrelations with other tasks in the overall comprehension of skills.

A second facet of learning analyses is what was termed cognitive analyses in
Section IIl. A cognitive analysis would focus on all the executive and long-
term processes discussed in that section, together with short-term processes
that comprise the training interface. Especially important would be the
cognitive differences between experts and novices in a given skill, for the
differences would identify what must be learned. Similarly, when applicable,
there should be a comparable analysis of purely motor processes as detailed in
Section 1v. (One may or may not wish to call these latter processes
“cognitive.” 1t does not matter what they are called, however, so long as
they are recognized as essential elements in information processing.) Again,
task analyses as ordinarily conceived can often be inadequate, even as task
analyses. For exampie, when skill elements must have harmonic interrelations,
it is not sufficient to identify only the cues, responses, and performance
criteria for task elements. At least the broad nature of the coordinations
required should be specified so as to quide the analyst 1in identifying
patterns of harmonic consonance during information processing.

The third aspect cof learning analyses is applying prin_iples of learning and
behavior to the development of the cognitfve-motor processing of information.
With the knowledge derived from cognitive task analvses, the targets for
training would thus become the entire matrix of inforngtion processing, not
Just output variables.
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Because the intent is to establish a prototypical methodology for learning
analyses, at least two types of skills should be considered, one dealing pri-
marily with procedures and one requiring problem solving as in trouble-
shootira. 1f feasible, a third type of skill that involves coordinated motor
pe-tornarce should also be included. For each skili, the three aspects of
learning analysis just discussed would be pursued, more or lesc in order.

The approach to the cognitive-motor analyses needs special comment. At the
outset, tine organizational structures of the cognitive-motor systems cnarac-
teristic of experts in the skills should be determined. Scveral kinds of
information are of interest, depending on the skill: (1) patterns of cogni-
tive representations of tasks comprising a skill, including higher order
equiralence of hierarchical structures that vary in details from one expert t>
another; (2) relations among task requirements, perceived goals, and the
cognitive representations; (3) relations of cecgnitive representations to
characteristics of various situations fo: performing the skills; (4) sinilar
relations with other skills that accompany or must o*herwise be coordinated
with the skill at issue; (5) patterns of encoding (attentional factors in per-
ception, renearsal strategies, etc.) of sitiitional inputs and monitoring of
actions; (6) subgoals and checkpoints that a. e established and the contin-
gencies for actions related to each; (7) the backlog of information in long-
term memory--its content, organization, and "rules" for actions; (8) patterns
of task integration, focusing on timing and intra- and intertask coordina-
tions; (9) variations in timing and coordinations together with factors that
lead to them. .The list is not exhaustive.)

Considerable idiosyncrat.c organization of these structures can be expected,
even in experts. iowever, this need not be as formidable a difficulty a, it
may seem. For example, it was éxnlained in Section IV that speed-accuracy and
facilitation trade-offs are subject to habitual processing patterns that vary
with individuals. Thus, harmonic patterrs in mctor performance can also be
expected to be idiosyncratic, as was observed by Westral for pilots practicing
simulated aircraft carrier landings. Further, as discussed in Secticn 1V,
Irley and Spears (1982) and Isley e al. (1982) found that patterns of attend-
ing subtasks during simulated lan.ings varied from pilot to pilot, and for a
single pilct from one trial or trial segment to another. Although the data
are not as clear-cut, there 1s also evidence that the same thing happens
during field carrier landing practice (Isley et al., 1982) in which pilots fly
the carrier landyng approach and touch down as if they were landing on a

carrier.
j} But regardless of idios/ncratic patterns in harmmonics and attention, the fact
. remzins that there should be commonality in patterns of integrated perfor-
' mance. Recall from Section IV *ne¢ need to establish an overa armonic pat-
e tern to which separate movement harmonics are consonant. It follows that
ii ' while experts may differ in harmonic timing per se, their performance should
o reveal similar patterns of task elements that are in hermonic consonance.

These patterns would identify task components for which consonance 1s to be
develuped. Such information can go a long way toward defining - avice
characteristics. DOynamic fidelity, for example, is needed in a device to tho
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1westra, D. Personal communication, November, 1981,
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extent harmonic patterns of separate movements are to be integrated in a
manner that will not produce interference when the trainee practices with
actual equipment. This is not to say that the timing cf movements must be the {
same for the device anu actual equipment. Because compression of actions,
i.e., performing a task 1in a shorter time period {sce Section IV) is appar-
ently no problem, th2 requirement is that devices foster the same relative
timing in the two situations. -

The next step is to complete similar cognitive-motor analyses for novices in
the skills. Where do trainees start with respect to each of the kinds of
capabilities of experts? tor many skills, novices may have almost none of the
capabilities except long-term habits and understandings of a generalized
nature. Even so, it would be well to analyze further the expert's long-term
knowledge (item 7 above) to determine what it has in common with that of
novices. Thereby, one can identify what novices begin with that can be built
upon, what needs expansion, etc. For some kinds of long-term knowledge, it
will be evident that cognitive pretraining is desiralble {in the broad sense,
not just what currently goes by this name in applied training). For other
kinds, it will be apparent that concurrent or prior perceptual and motor prac-
tice are desirable to provide expeviential meaning for cue-response discrimi-
nations and concepts. The natu—e of and criteria for prior and concurrent
perceptual-motor practice shou'd also be fairly clear.

AL 2 U ba ¥

Next, well establishea principies of discriminative learning should guide the
design of practice so that novices' skill structures, such as they are,
progress to the cognitive-mctor organizations characteristic of eaperts. As
discussed in Section Il and 1llustrated throughout Sections 1[I-1V, the
discriminative lYearning should target generalized discriminative systems
{schemzta), so varied practice snhould be introducec accordingly. Feedback
during training should vary in kind and occasion, sometines process by pro-
cess, sn as to (1) maximize discriminations; (2) minimize disruntive
interferance; and {3) promote eventual skill stabilization and integration.

Quite a bit of introspective data will be necessary during coor tive task
anelyses. It is quite easy to go astray in gathering and inte ng such
data (cf. Nisbett and Wilson's [1977] criticism of verbai reports ricsson
and Simon's [1980] attempt to clarify the 1issues involved). [n.. Lpective
analyses have clearly heen fruitful nevertheless (see references in Section
111 to cognitive task analyses under Manipulation of tncoding for Training).
The point is that these analvses must be done right f they 3re to provide
guidance for trcining.
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As for other methodoiogies, 1SD provides a suitable framework for viewing task
structures vis-a-vis training, provided 150 is used as a general gquide for
relating cognitive-motor structures to training issues. I%D should not be
substituted for an understanding of these structures, nor its prescriptions
for a discerning application of what 1is known regarding discrimination
learning.

BRIV i

The research snggested here would develop protctype: of learning analyses that
inccrporate tnese various methodologies so as te optinize the design of
training programs and equizment. In the process, the skilis involved wou'd,
of course, be wunderctood sufficiently for i{mmediate implementation of
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training, or for the design of training equipment to use in teaching the
skills.

NATURE AND PROGRESS OF SKILL INTEGRATION. A key part of the :1-1lysis of skill
learning is knowledge of the intra- and intertask integrations that occur, how
they occur, and when they occur. There has been almost no research on this
topic either 1in the laboratory or in applied contexts. In fact, the work
cited above and in Section IV on integration of carrier landing tasks (Isley &
Spears, 1982; lsley et al., 1982) has few if any precedents.

Because of the central role of skill integration in performance, there is a
need to determine how it develops and factors that affect its acquisition.
Such is the research suggested here. The effort could be combined with the
development of procedures for learning analyses, and eventually should be
because the learning analyses will define clearly not only the tasks to be
integrated but the nature of their organization. However, it will take time
to complete the learning analyses and implement them in training. Much
groundwork could be laid ahead of time through expansions of the analyses of
skill intzgrations as done by Isley and Spears and lsley et al.

Because so 1little 1is known regarding how skills are integrated, original
research efforts should probably focus on the topological properties of skill
crganizations, and how topological relations develop with practice. Topo-
logical properties refer to those characteristics of information processing
that are common to a variety of separate skills. For example, the pilots
studied by Isley et al. appeared to have set subgoals in that one component
such as angle of attack (AQA) of the carrier approach was first brought into
tolerance. Then attention shifted to a second subgoal, say, altitude in
tolerance, etc. It is likely that the integration of a large number of skills
follows such a pattern of alternating subgoals. Further, topological analyses
would likely reveal the establishment of consonance in movement harmonics,
development of hierarchical schematic processing (e.g., which is easier, to
base altitude control on a maintained AOA or vice versa?), rehearsal
strategies for remembering cue matrices and selecting and initiating
responses, etc.

As stated in the discussion of the preceding topic, considerable idiosyncrasy
can be expected from one performer to another in the details of integrative
patterns. Yet, topological properties should be common across performers, and
even across at least broad classes of skills. Hence, as with the preceding
topic, at least two, preferably three, types of skills should be represented
in the study so as to permit common properties to be identified. Depending on
the skill, the nature and progress of integration would be sought in the
cognitive representations of the component tasks as discussed in Section I1I,
short-term cue processing and experiential (memory) bases tor cue interpreta-
tions, and/or the coordination of motor actions. Analytic methods would range
from introspective analyses by the performers and logical reconstructions of
cognitive processes inferred from observed performance, to empirical analyses
of what the gerfonner is doing from time to time. However, provisions for
empirical analyses should be more systematic than was the case with Isley and
his colleagues. Their findings were somewhat a serendipitous "fall out" of
another set of analyses. Specifically, a "time-line" is needed against which
to plot successive aspects of performance on tasks comprising skills, thereby
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making possible more adequate time series analyses. For this reason, early
work should probably focus on skill learning using training devices that per-
mit computerized records of performance on each task and subtask along a time
dimension.

INTERPRETABLE MANIFESTATIONS OF TRANSFER. Transfer of skill learning from
training devices to operational equipment is a critical concern in any device
training. 1t becomes problematic to the extent that the training equipment
differs in scope (part-task devices) or is low in fidelity with respect to
actual equipment. For this reason, there have been numerous studies of
transfer of tasks learned in devices with a variety of characteristics to pur-
formance with operational equipment. However, as worthy as these studics have
been, almost all fall short in one respect: They focus only on input
variables (device characteristics, amount of practice, etc.) and output
variables (performance with actual equipment). It should be evident from
Sections II-1V that one cannot understand the roles of inputs without allowing
for how the information they provide is processed. In brief, there is a need
for an empirical methodology that permits assessments of effects of infor-

mation processing, and hence of training practices and device characteristics
that govern desirable processing.

The question is how to design evaluative transfer studies so as to yield data
with unambiguous implications for assessments of information processing. For
example, Section V illustrates the kinds of inferences that could be made from
parameters of performance curves. As was evident, however, unambiguous
interpretations call for experimental controls, and/or manipulations of
variables during training, that are not now considered in the design of
transfer studies.

Building on the examples in Section V, and on the quantitative empirical tech-
niques for isolating signal (cue) detection, speed-accuracy trade-offs, etc.,
as discussed in Section IV, a general methodology can be readily developed for
isolating effects of most processing factors in transfer., The methodologies
would incorporate four kinds of considerations: (1) training variables to be
manipulated and general rules for the manipulations; (2) variables to be
controlled experimentally (or statistically), and/or varied in such a way that
their interactions with training variables clarify the effects of the latter;
(3) measures of pre- and post-transfer performance that could reveal interpre-
table effects of training variables; and (4) formulations through equations or
otherwise of the measures such as to reveal particular dependencies of
perform:-nce variables on training variables.

Because of the availability of a variety of data concerning information pro-
cessing, this research problem would be primarily a logical enterprise. The
first step would be to determine how processes discussed in Sections 111 and
IV would affect transfer, positive or negative. Second, empirical indicators
of transfer effects would be identified. Third, more than one process are
likely to affect some indicators, so factors would be identified such that
their control or systematic manipulation would permit unambiguous assessments
of separate effects of variables at issue. Fourth, techniques for quantifying
and comparing indicators of transfer would be developed (e.g., equations for
learning curves, for 1likelfhood ratios, hierarchical scaling, etc.). And
fifth, convenient computational and interpretative schemes would be outlined.
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INTEGRATION OF RESEARCH. These example topics not only illustrate the variety
of worthy research that can be done, they also suggest how topics can be
selected for programmatic efforts. A methodology for learning analyses would
lead to the design of training programs and equipment; analyses of skill
integrative processes would provide criteria for assessing the proyression of
learning and level of achievement at various stages; a methodology for iden-
tifying the roles of processing variables in transfer would reveal specific
strengths and weaknesses of the training equipment and the manner of its use.
Whiie many other recearch topics could, and eventually should, be proposed,
these three focus on the major phases of any training. They would integrate
the design, monitoring, and evaluation of training into a systematic
conceptual framework.
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