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I. INIRODUCTION

A. BENCHMARKING DATAEASE MACHINES

Benchmarks have lcng been a means £or making effeactive
compariscns of Adiffering hardware configurations and hard-
vare architecturss. As 2arly as 1970 ins=ructicn 2ixes werws
formed and tested over varying configurations o ©provids 2
means c¢f comparisoa Lketween installa=ionxns. The carly works
included the Gibson [Ref. 1], anl Plynr ([Ref. 2], wmixas
which corsistad of machine instructions ordersd by irsti-uc-
tion class. The Gibsch mix was based on data colliac+zd £-on
IBM 7090 installations, while ths Plynn aix us<d pregrams
run at IBM Sys+tea/360 installations. Thers has be=2n scam2
wozk done with similar approaches a+ <+he language 1lievsl,
predosirantly tha work of Knuth [Ref. 3], who used a aix of
Portran sta+tem2nts to0 obtain his besnchmark parameters. All
tkes2 approaches iavclved *he Tunaing of some s+«andardized
aix of instructions, either machine instructicns or ins+ruc-
tione in some high-lavel language. They used th2
experimantal resul*s frcem thase ruas %o ccnduct an analys
cf the ccupn*ar systz=m performancs.

1. A Dafipisioean

Benchmarking is a term used +<hroughcu* +he indus<cy
in a amyriad of differing contex:s In each case *he ul+i-
sat3 goal is to make an -ndependent measurs? Cr ev 3n*
comparison of nmachine capabili~-ies. These compa:isons 0
seasures could be any*hing f-oa <the <hrougkpu:t <c the spead
of calculations by a certain internal compcnzn®, but in the
final analysis scae seasur? or 2vaiuation of perfcrmance is
desired.
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There are mary different ways of 2valuating machine
psrformance. Many manufactursrs provide <+hz capakilizy of
attaching ecnitoring systems +o thei- eoquipamernt. Thess may
te either hardvare monitors, which paysically sensas <=h= :
action occurirg in the system and keep szatistical r=sccris,

cr they wsay be software nmonitors which attsmpr tc perform
, the sams function with scftware hcoks that k2¢p :rack of ths
4 systes operation and give the operator a statistical
v analysis c¢f +he machine action and perforaaacsz. Sof=wace
moniters have *he disadvantage of using a gosd 3zal of +h:
systes time just for +their own operation. Thcugh hazdware
gonitcrs do not suffer from *his disadvar+tags, <hzy rfequirs .
the wiring of the mcnitor system into the hardware. The
kiggest disadvantage o *hese <types of m=sasurements,
kovever, is the inability ¢c make comparisons »n diffsring
machine cerfiguraticns and between different manufac-urers.
Eenchamacks attempt to solve <*his problem by fcrming some

R
%
et

standardized testing methodology that is easily t-anspor- ;
table froa one sachire to another wmachiae, Mos*
- importantly, the measur<ements mad2 must be relev=nt regard- .

less of the machines benchmarked and give an accurat? m2ans

cf cosparisonr between these machinss. ‘
Therefore, banchmarks are defined *o be certaia sats !

¢f instructions that will “+est all +he capabilitises of a

sachine and yield some generic set of data that will qive ar :
i accurate measure of that machine in its <tested cenfigura- i
tion. This data will then give the <c¢bs=2rvar svecific

f: guidelines for making relevent and general comvarisons with
: similar sachineg and configurations.

2. Database Machice Benchmarks

. With the advent of spzcial-purposs database machinas

and tackend database nmachires, a new £i2ld of applica=ion R
. for benchmarks exists. Previ. usly, benchmark routines have
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g been used exclusively for the *testing and perfeormancs 2valiu-
) a~ion of large general-purpose mainframes. With %*hs proli-
| foration of backend processors to unload spscie
from the pmainframe, thess benchmarks havs bazn in-= c

f,é bacausé the computer system's capabilities of pec-foraiag <he
specialized %tasks are not benchmarksd. our pr-imary ccncecn

',—l
.J.
th N &

is with the benchmarking of spvecialized backends known as
‘a dataktass pachines. In <+his contsxt we msan a spscializad
g processcr externally 1lirked to a2 maiaframe, with i+s cwr

special-purpcse hardware arnd software for 4dazabase m=znage-
ssnt. Backend refers tc this sxternally-lirnksd anid
specially-built machine.

3. Ckiectives

At present the backend database2 machinz Iis ir i4s

infancy in the ccmamercial markatplacae. Nevar+<heless, <=h?2
é database system Iis extensively u+ilizsd iz various fcr-ms and
- for different tasks, axclusively in some sof<wars configura-

tion cperating on a larg? general-purposs machine., Iz crder

57 to prcvide effective database functions <ths scfswars-ladzsn
"E «atabase system consumes a reat deal of <hes mainframe's
% rasources which severly 1limits th2 usefulnsss of <+h2
i mainframe for other functions.

¢! This has started a trand towards the backsznd da*a-
i bas2 machins, on2 that can reduce +the “ime <h2 host sreands
ff in searching and upda+ing data in respons2 <=oO user qusries,
- Thiz greatly increases th2 ultima<3s usefulnzss o2f +he host,
'ﬁ since “hes2 backend databas@ machines are only a small frac-
ﬁf tion of the total sys*tem cost. The database machinss aow on
% the market have been implemented nsing microprecessor *“2¢h-
. nology rather <*han fuliy-specialized hardware, thzreby
kM keeping their costs Jdown. As <h2 ma-ke+t expands and more

¥ progress is mmde in VLSI technolcgy, e can =2XD2ct “C s=2e¢
more spacialized hacdware a+ even lowar cost.

5
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Cur objective here is to Jevelop scme basic =zs=ing
procedures *c benchmark relational dazabase machinses, This
thesis also gives account of “2st results performed o2 3
specific tackend database machize, <+he RDM-1100, and i*s

various configurations. I* is limizted <*o =hz =rzzsul*s of
tes~ qu2aries in +tha operations of selaction 2nrd prcjec=iox
and crdering capabilities, In additiorn +*c =his +%hesis,

h dascribe

+here are three other theses, [Refs. 4,5,6], whic
in de*ail <he teast rproczdures and =2sults cf *
tions, the g2neration o©f <+he databases us=
exparimen+ts, and the other test procedures and res

ultimate goal of the entire projec= 1is tc dszvelop and iden-
tify some sets of queries thz2* can be used irn avaluazing

databas2 machine parformance.

B. THE BENCHMARKING ENVIRONMENT

<
-

our pripary omphasis is *o evaluate “he performancz o
the system/machine wunder typical opera“ing condi*ions. I
this sense a standardized worklcad model mus* be dzvslcpzd.
This includes th2 use of =ypical ussr quaries (transaczions)
in addi%+icn to =he design of a database. In “=2:ms of the
dacabass, we davelcred a paramatasrizsd database cangratcT
+hat will generate our databases with +%ribu*z2s zccerding
to a svecified format and with values frocm wz:ll-de€ined
domains according to specific distribu<ions. We chese <=his
approach so tha+ we could Tedict or in+2rp-et accura*=ly
tha results of any given query. Moras details are given o
“he ccntext and design of thes database in Chapzer II.

Query stra2ams are daveloped o t2s< <he full range of
possible user operatioms. All queries are in forms of
selecticn, projection, c¢r join opsrations as may be mads by
a typical user. The actual guery syn+ax and selszc*icn of
query streams is discussad furzha:z in Chapts: III.
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In addition, the environment available %o us for :ch=z
test runs is vecy restricted. Thers are no hardwarzs o:
softvare prcbes available a%* the time of <testing, 1oz eny
sta~istical informaticn ~n *he backand machire. Cur ozly
recourse is %o use a built-in retrieve functiorn <ha*+ will
giva 2 readout of the daizabasse machire cleock.
Onfortunately, <+he clock has a low re2solu+tinn, 1/7€60 of =2
sscond. A system call is executed to retzieve <+hes “ime
before and after each test query, thereby pzeviding a crude
yet ccnsistert time measure,

1. ZIle

I3

st

The actual testing is dcrne using a UNIVAC 1100,42
hos+ systen, The systam is located at the Pacific Missile
Tes* Center, Point Mugu, California. The basic da<abase
machine used is <he RDM-1100, which is a Brir+on-Lee 1IDM-S00
modifie? to run as a tackend o UNIVAC 1100 compu*ers by +he
Azperif Ccrr. of Chatsworth, California.

The testing is done using rua-stream queries in an
interactive environmen+*. These queries ar2 runr e&ither on
site at Pt. Mugu, cr from a <cemote terminal se* up a+« the
Naval Postgradua*e School, Monteray. We prefar tec run ths
¢2st queries in a stand-alone, single-user mode in order %o
minimizas the effects of workload variability of thkz hos*
machire, 1In the event <+that the queriss are 20* rum szand-
alone, the number of coincidantal users is very 1low ani
little or nc difference is observad in the measurament frona
one run tc another.

2. The Host Interface

The irterface betwean Univac and +he RDM is vwvia 2

wvord channel; *he E[CM is *reated as an I/0 dsvice by zhe
ONIVAC mainframe. Tha standard IDM devicz 3
commuricating over an RS-232 serial iaterface or an IEEE-uU88

capabls of

n




-k LBl SN Y

-g"aﬂﬁff

>y
o Pl
Rl

parallel interface. The communication board cf +he IDM a=

Y
o

4

*

\.‘

L}
A
Ly

<. Mugu has been mcdified +to be compatible wi<h <+he Jnivac
system. It supports tyte/word chacnel ianterface with a 200K
byte/seccnd capacity.

The driver <rcutines on the Univac host handle che
parsing c¢f the user queriss, and translate them intc “he IDM
internal formt. The host also handles +h:s cnamunication
protocol with th2 backerd machine. Ths backend, in addi=ion
to performing <the necessary handshakes, «:ll op2-fcrm the
raquired error <checks ard cause +he host to ===

the event that an errcr is de+ected.

o3
;45 3. DMachine Corfiguratiors
AH
&H The IDM-500 <system comas with differsnt amcun“s of
S internal cache memory, ard has an opticnal accelacator
.
,:% board. The accelerator is a high-spe2d processor designed
ﬁg +0 perform certain common relational functions ir ordec to
VN increas2 the sverall system performance. Thz machine can be
. 3 configured +*o hold 1-6 megabytes of information. We have
. f .
12¢ run tes*ts on the follcwing configurations:
et

0t .
*ﬁﬁ (1) 1/2-megabyte cache withcut accelzra=zer;
i (2) 2-megabyte cache with acc2lerater;

23

s‘
,ﬂg (3) 2-megabyte cache without accelercator.
ot

Y The first cf these cenfigurations is no longer marketed.
e The standard package con+*ains 1-megabyte of cachs mamcry and
po nc accelerator. In addition, the machine usad in our =+asts

is lirked exclusively to the Univac 1100, and is squiprped
&l . with only one disk controller, with access <0 *woe
600-megakyta disks.
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C. THE BENCHMARKED BACHINE

:i' We chcse to restrict our work ¢to the ID%-500, 2 r:la-
X5 tional Jatakase machine. This typs of machine is relazively
i;: new on the database markst. Although i« is a0+ clear <ha+
?:; . i+ will be the predcminant database @machine acchitecturs,
: the latast literature and current trends appear to indicate
n that i+ ms2y play an important rolz2, at least 3in *he shsr+
S run.
%{ The relational wmodel is intuitively easier *c¢ use arnd
bR undsrstand than cthar da*tabase modsls, and it appears “ha+
5 i+ will significantly cortributs %o lower sofiwarsz devzlop-
.ka men< costs. Neverthelass, fully~implemented scftware
P relational database management systeas have severe perfer-
s mance prichbleas. Tte high cost of perferming celaticnal
iy opsrations, aost strikingly <ths Jjoin and prcjection
33' operations, underlies the prcblenm.
3% , With the great int2rest in the r2lational da<zabase
modals and the advances in technology tha*t permit “ke us2 of
%ﬂ v special ~-gurpose processors and backend systems tc¢ vperform
<) the majority of work, we fsel that the rela<ioral da<tabase
7<) machine will play an importan% rcle in the database manage-
ment parket. The Britton-lee IDM-500 is ons of <h2 firse
R machines to take advantage of “his tschrnclogy 2z2nd incerpo-

rate it iptc a relaticnal da*tabase system which can be used
as a tackend to a varisty of mainframas.

1. HNcdular Design

The Britton-lee IDM-500 is a backend relatioral
database machine *hat carn be linked +o ore eor acrs hest
computers. Amperif Corp. markets this systzm under an CEM
agreament as the RDN-1100. Pssentially, +he system 4is a
Briztcrn-lee IDM-500 with Amperif providing <he host and
backend interface software *c ccamunicate with the Univac
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1109 ard 2 host-interface module. Figure 1.1 depicts tke

architecture of the Prit*on-Lee machinas. From ncw c¢n we
vwill use IDM-500 and RDM-1100 interchangeably.
The backend is a modular, expanrdable,

sicrcprocessor-bas9ed systam crganized arourd 2 central high
speed bus. Fach module is functicnally oriencted.

2. Jechpolcgy apd Punctionality of Modul

The RDM-1100 is made up of six basic modules organ-

A

ized cn a central high speed bus ( see Figure 1.1 agairn ).
The mcdules pec-foram the fcllowing functions:

a. The datalase processor

The datakase processor, a 28000-based micropro-
cessor, supervises and manages all system rsscurces. This
processor executes mcst of the software in the systen.

b. Thée da*atase accelzrator

The dataltase acceleratcr (an cptional processor)
is a high-speed processor with an instruction se* specifi-
cally desigred *¢o perform ard op=imize certain furctions.
I+ is activated by the J2a<“abase processor as apprepriats.
The accelerator has a three-stage pipeline which exacu*es
instructicns at up tc 10 MIPS. This processor can ini+iate
disk activity and process data at disk transfsr rates. The
accelerator and *he RDM software are so cornfigured tha* the
majority of database werk is perform2d by the accelerator
under the direction of the database processor.

¢c. The main pemory

The RDM main memory, or cache aemory, is
composed of 64k-bit dyramic RAM chips. The RDM car be
configured with £from 1-megabyte =0 6-dnegaby%ss of mesory.
This semcry is utilized for RDM system code, disk buffering,
indices, and user cosmands.

15
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d. The 3internal bus

The entire system usss a common interral rus

system fcr inter-prccessor communication and datz transfer,
€. The disk/“ape iazerfacss

The system car be corfigured wizh up =c 4 disk
contreller mcdulas. Bach con<zclizr can manaj? frca cne %¢
fonr disk drives. The disk ccntroller moves data be<waen
axternal disks ard ~he RDM main memery. Th2 disk ccr=ccllers
is desigred ¢¢ work with ths accelerator whick can p-ccess
data a= édizk <tr-ansfer rates. An cp=ional *aga contIol
module surpcrts up to eight tape drivas, which can b2 ussz
for direct disk-to-+ape backup, data loading, 3nd RDM
eoftvare lcadirg.

[a7]

f. The hos“- interface

The 3DX ard the hcs+ (s) communica<e via <he hos+*
interface module. This modula accsp«s commands frcm cne »r
more hests, pecforss ercor checking, causes “h: hos- %c
retransni« If an error is de+ected, and informs the da<tabase
processor “hat i+ is moving a command in=o the cache. EBach
hes+t int2rface module can handle up <o eight hecsts. H=2nce,
with th2 full 8 intarfac3 modulss, a maximum of 64 hosts carn
te acccmoda“ed by +“he RDM. The standard interface mcidule
suppor+s both RS-2327 serial inate-faca oz 2an IEEER-488
parallsl inzerface.
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II. IHE DATABASE
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L

In our benchmark measures on the RDM-1100, it is impor-

g

tant 4o mod2l the queriss or tramsactions +¢ be prccassed,
and tc acdal the databasa. The parformance of arny database
sys-2s depends not only on <he chactactoristics of *hz data-
bass systen, but also on the size and s-rtucturz of =<ae

P A 2

database., Considering this “wo-dim2nsional prcblszm, w2 wan+*
to build da*tabassess whera the valuses for =sach az+¢riltute nay
be selected from well-defined dcmains. In additican, we £zel
that +thase wvalues shouléd have specifiad and well-fcrmed
distributions to aid in the prediction of +ks -zsctonse se<+
for any given guery.

We have built =z paramaterized relation gsaerato:z, a
k‘ . softwares system to generate rela+icons for synthetic data-

i e el e
et ey R

basas. These synthetic databases ara then usad by sur quzry
strean tc simulate the activity of actual users on +he
K sytam., Saveral of “~hese databases are built, vac-ying <+he
E tuple widths as wvell as the number c€ <%upl:s per celation.
h We +then attsap: to distributz the databases on the disks %c
1 force specific actions on the procsssor, such as fcin opera-
tions between relaticns on ths same or saperate disks. Tn
Eﬁ this sanner we seek <o find any sigaificant difference due
- to the distribution and lcca*ion of the data on disks.

s
é A. THE USE OF SYNTHETIC DATA
b

As wvith any system model, it is important *ha* *he
synthetic data adequately revcesent “he a2ssen+ial charac%sr-
istics c¢f real databases. By utilizing <the synthe+sic
databas2a, ve can rapresent a subsat 2f “he r33:@l-wo<ld data-

- base and save time and space for 15+ accommcdating tha full
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g2t ¢f the real-world database. Howaver, the crgzniza<+ion
is geraral endsugh to rrovide 2n emulation cof *<he 231 wccoid,
The synthetic databases we have designed izclud =h

data <*ypes *that would exist in a real-world 2a<zabase:
integer, character, and so on. Por aitribute values we havs
incorporated bcth ssquertial and randoa orders, as well as
groupings according to specific discrete dis+ritu+tions.
These are more fully described in the next s=ac+icr. Using
this format we can not cnly accurately predict +hke cu«core,
i.e. amcur+e of data returned by a query, but we can alse
easily reproduce the databases cn o+-her systems fcr furthar

tasts.

B. GENEBATION OF THE SYNTHESIZED DATA

When designing the database, our first concern is with
the physical sizes tha*t should bz used. The relaticrns mus+
ke larges erough to test the full capacity of the systen,
and meanirgful enough to include various a~+tributes. For
examrle, we choose turle widths of 100, 200, 1000, and 200¢C
tytas with ¢the maxirum tuple width being limited 23 2000
bytes and thLe disk access being pesformed in 2k tlocks.

Our seccnd consideration is how lazge the relations
should be, i.e., how many “uples per ra2la<ion. Again, in
crder to test the system for both largz and saall rela<iors,
ve decide oz relations with 500, 1000, 2500, 5000, or 10000

. ¢uples. Tkh2se are arbitrary decisions. Ths relaticr sizes

are sul:iples of the smallest number in or-der %o facilitate
compariscns ¢f the test r2sul:s.

Our next considera*ior is the actnal desigan ard buildizng
of the da*a ganeraticr tocl. We envision a great many data-
tases with differing configurations. Thus, an interac<ive
interface tc a géneraticn program appeacs *o b= <+ha most

effective apprcach. Using the locally available TIBM 3032-
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V4/CHS installatior and PASCAL/VS as the language, an ir=ar-
ective systen is bulilt. Por mors infcrmatior cn the design,

ptograsming, ard operation of this <001, pl2ase see

[(Ref. 6].
L . Osing tte irteractive system, tha user is allowed <o
o define the format cf a relation in rcssponse *o sytenm

proapts, on an attribute-by-attribute basis, The <*uple
width and relation siza are dJefined. The user is then
%é alloved ¢o 'add' attribu*es to tk2 cuplies on2 after ancther
h until he reaches the desired limix.
The user can chcose from several methods of at=ribute
value generation. Integer values can bz sequential or
ijf randos within a epecified domain. Uniquerness of +*he randon
" integer can b2 assured. The integsr can be either cne, =wo,
cr fcur bytes, Character-strings can alsc bas chosern, eithar
ccapressed cr uncoaprassad, in a ccllating segquence or in
some randca ordser. Character string values can alsc be
selected froa enuserated domains either randcaly oT
according to a specific discrete distribuzion. In our
protctype the discrete distributions are limited +c multi-
ples cf 5%. Tha user is also givern ths oppcrtunity %o set
+the naaing convention for each relation and i+ts a*tributes.
The proto“yre is designed and isplemeated with a limitad sec
of alternatiwves, It is hovwevar modular for aldirg alterna-
: tivas +o the prototype, such as 2xponsential or norsal
- distributiors.
R We use a standard <taemplate for sach tuple wiish. A
porticn cf +his template is standard for z2ach relation ( see
b Pigure 2.1 ). Bach rela*ion contains: a sequential-intager
' astritute, a U-byte-integer,‘'key'; a character-a+tribute

‘mirzer?, which is idan<ical in numerical value <o 'kay' bu<
stored as a charac*er s*ring and 10+ as an in*egar; 1
. randos~intager~-aztritute 'rasd*' of 4-hyt2 in+zgers; 113 a
character-string-attributs ‘chars’, vhich con*ains

s : 20
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I 100 BYTES | 200 ABYTES | 1000 oYTES | 2000 BYTES |

- . =Fla_D TYPE : FIELD T YPE : FIELD TYPE : FLELD fYPt:
i ! xEv 14 | KEvY I | Kgy 1a ! KEY (s |
N {MIRRGR Ctt | MIRROR 211 | MIRROR Cif | “{QROR C11 |
}q | RaND [ | RAND 1a | RAVD fa | wrand 1e |
Y & JUNIQRAND t& | UNIURAND I8 | CHARS C63 | CHARS C79 |
A ! CHARS Ce | CHARS Cl1a | »S co | PS 9 |
{LEVFIER Cl )} LETIER ct 1 Pr0 cC?» { P10 co

_ t &5 c9 | PSS c9 1 P2 cC?» | P29 c9 |
t 219 c9 | pr0 cC9 |\ P25 C? { #2> c9 |

{ »>20 €9 ¢ P20 C9 § 930 cCs? t P3O (I |

§ ovzs cC9 |} P25 cC9 | P35 c9 t Pag co

1 235 c9 { P30 C9 |} Pao cCy | PSSO c? |

t 250 €9 § PR35 C9 | Pea> cC9 | Pp6n co |

{1 P75 C9 t Pag cC? | PSSO cCy 1 270 co |

\ P80 C9 t Pas cC9 | P6d cY i P75 c9 |

{ PpPSo cC9 | Pes C3 { P80 o !

! PSS €9 | Pro c?2 | P9Yg co i

! »60 cCo | PIS €9 { 2100 c9 |

t pP6S C9 | P8O cv { uP10 uc2ssl

{ e7o0 C9 | Pus c9 {1 uP29 uc 255t

f p7sS cC9 | PP cY i ve2s uc2ssi

! P80 c9 | P100 cy | uPsy uc 255t

i P8s €9 | uPLo UC2s5 | uUP7s uc2ssi

§{ P90 Co | uP2s uc2ss| uP8o uc2s5!

! P100 €9 | uPsO UC2s551uUPL 0V uczsal

FIELD TYPES

C- COMPRESSED CHARACTER STRING
{MAXIMUM OF 255 CHARACTERS)

I . UZ - UNCOMPRESSED CHAIACTER STwING
P (MAX{MUM OF 255 CHARACTERS)
By {6 - FOUR-BYTE INTEGER

THIS FIELD MAY CONTAIN ANY INTEGER VALUE JETWEEN
~200187+483.648 AND ¢2,147.,583.647

&g
e

< Pigure 2.1 Tuple Templates.
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characters in a colla+ting sequance. The number ¢f chaczc-
t2rs in 'chzrs' is depesnd2nt on th2 tuple wid<h, in crder *o
ernsure *ha+ +tuples are exactly 100, 200, 1900, ard 2030
bytee wide. The lengthk of 'chars' is set «2 <th i
number of characters required to ensurs <hLat the *u
the proper width, The random fizld is presern« ¢
randosizing the order of the tuples and “he purpcse of the
mirrcr field is to compare +the performance c£ idsntical
retrieve orperations based on querias gqualified cn <tk=
saquential-integer-attribute,'key?, and the chacacter-
attritute, ‘sirror’. The 100-byte aad 200-byte *uples also
con*ain a sequential-unit-letter field of 1-byte charac=er
in colla%+ing sequence, letter?, and a anigue
randos-integer-attritute of U4-byte in*agers, 'unigrard®’.

Each tesplate is thern filled ou+ with atéribu+tes for
vhich +he values are chosern from a ruamber of enumerazed
values. Por example, the P10 attribuce specifies at4ribute
values vith a uniform distribution over *enr urique valuss.
A retrieve sta‘ement with cne qualifier could <+han be
woitten tc retrieve 10% of the tuplss in the -elaticr. The
nuaber »f such fields is dependent cn the tuple widrh.

Oonce the dasign cf +he databasses is complete, wmul<zigla
instances of each relation are buil% using =<he interactive
generaticn +«col on the IBMN 3033. The rela~ions ac2 “hen
trarsferred %0 tape storage fcr tTranspor- to P+. Mugu and
+he UNIVAC 1100. The data is lcaded ontc <he UNIVAC 1100

isks and +hen loaded *o the backand da“abas= machirne using
a bulk-load utility.

Testes are plannad on the basis of an assumed capability
to ccntrcl the distribution of the data on +the RDM 1100
disks. The capabili*y +o direct a rela<icn <o a specifi
disk is nct implemented, althcugh +he space allocation for a
databas? can be 3pli*+ across mul+ipls disks. The pat%e:n of
block allccation for relations withir thé database is conat-
rolled vithih th2 database machine, and is no= predic*able.

®
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III. THE QUEBY LANGUAGE

The irteraction tLecween +*he user and <he RDM-1100 is
through <he softwvare interface, RQL (rz:laticra2l query
languag?), provided Ly Amperié. The inzerfaca =ransla<ss
the user's RQL command into the back2and-machizne's intsonal

)
-
-t
<
(=
[}

format and sernds the formatted command +“o “he RCH E
The scfiwars requirement £or the host is wmizimal, 234 =he N
tackerd wmachine is independent of <he host.

When pecforming <the tes* runs, <the tes: gueriss are
grouped irtc run-streams in crder “o makz amor= zffician* use
of the availabla +ime. The +ime provided f£or our *“zs< -un
has been very rastricted. Since we prefar %o make ouc

k]

n

o
[t
)

1]

runs in a s-and-2lone, single wuser environmzn+ tc¢ minimiz
+*he hcst werkload variability, we ar2 forced “¢ execute cur Ny
Tun streams during the evenings and on weskends. In a23d4i- :
tion w2 want to rnur ssts cf tests over several systcenm
configurations. This again reduces thz ovarall <ime f£or us ;
+*c run cur performance *asts on each configuration.

Addi+ional constraints are imposed by <the pra2
interface software provided by Amperif and by “he cecnfigura-
+icn cf the pmachine a* Pt. Mugu. Pre-compila*ticn of +<hs .
queries is not supported. We therefore have chosen %c us2

~ure of tha

the s+oved-commands facility of the backend machine <o
reduce varability in the parsing time. The stored-coamands
facility allcus the user to s+tore “he parss-trees produc=d
by the interpre“er 2s named commands in a relation in *“he -
user’s Aa‘abase. When these storzd coammands a2re invoked at g
a later ¢ime, ¢the parsing is reduced to a mitinmum. Usin ,
the stored-command facility also elimipates the =ime :
required to look up targat-list and gualifica<ion a-+ritutes
ir the data &ctionary.
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A. SINTAX AND SEMANTICS

The tasic operations invclved in rs+«riaviang da<a ix
relational system are selaction, projecticn and doin, This
section will provide a basic overview of the =syntax of the
Relaticnal Query Llarguage (RQL), with per+inent examples.
Por a more dstailed explana<ion of *hs largquags as well as
*he da*atasa admainstzator £funczions, pl2ase =refer <c
{Ref. 5]. This thesis focuses exclusively »r the =selec-ion
and projection operations. Th2 interested rsader is 2ancour-
aged to read {Ref. 4], for an explanaticn and evalua*icn of
the join ocperations as performed on <he RDN-1100 and i+s
varicus ccnfigurations.

Simple selec+tion in RQL is axpressa2d as fcllews:

RETRIEVE ( A.ALL ) WHERE A.CITY = "CHICAGO"

The keyvord to the selecticn operation is RETRIEVE. The
relaticn referred 40 in <his case is A and ¢th2 gualifie=- ALL
indicates “hat all a++tribute values, i.e. ¢thz entire tup
ara to be returned for seach quaiifying tuple. In +hi
example an cptiomal gqualifier consisting of a single predi-
cate has baen added, WHRERE A.CITY = "“CHICAGO™. This
qualifier rastricts <the tuples returned tc oaly those tuplss
in which ¢he city a~+ribute Las a value of "CHICAGO"™. The
qualifier cculd have pul*iple predica<es, relatad by any of
+he kcclean operators, such as AND, OR, = (EQUAL), != (NOT
EQUAL), etc. An exansmple is:

(L
j
»

'.‘
n

RETRIEVE (A.ALL) WHEZFE A.CITY="CHICAGO" OR A.CITY="MCNTZIREY"

24
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In this cas: the backend machine will rezurr 2ll +he “upl

ir the relation A in which the ciiy attribute has eithar *he

e value "CHICAGO" or ttks value "MONTEREY".

';4 The =selecticn cperatien res<ricts the <“uplz2s %o be
! raturned, The projectien cpera*ion rastricts the a%tribute
Y values c¢f a tuple: only a portion of +the a++-ibu=ze valuss cf
$” each tuple are returned. For example:

&
5
;,%; RETRIEVE (A.CITY,A.NAME)

oo i
;sa In this case, the targe*t list (A.CITY,A.NAME), specifies the
§F1 attritute values *c be projected out of “he <«uple and
R returnad to the user. Only the values of at+-ibu*es CITY

and NANME for each of the tuplas in the relation A will be
returnad. A qualifier (rno+ shewn) could be addzd z3 in a
previcus example to limit the rumber of tuples ra<urned %0 a

specific subsat of tte relaticn.

e Ccmnands 1like these make up ths bulk of th=z queries useqd
e in the selecticn and projection tests, with va-ying quali-
ia fisrs attacted. RQL has many more capabilities, such as +he
aggregate functicns and “he BY clause. For fur+her d=+ails,
;fq again rsfer to [Ref. S),
5
i’{:‘, B. TBEST QUERIES
T. The test guerias used are all selection =and projaction
%:, operations in the form of the pravious two examples.
gi Qualifications are wused on <these queri2s <=0 select given
RS percentages of the attribute values, as well as given
f: percentages of the tuples in each relation. As described in
;é Chapter II, single qualifiers 2 used on *he att-idut2
e values having discre+e distribu<icns %0 select cnly a aqivern
,éﬁ parcentage cf each rela<ion. Comparisons zre made on *the
'
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fackend database machine's performanacz as th=s percenta2gz cf
data retrievedq is varied, This variation covers *wo dimen-
sions: +he percentage of <*uples in a r=lation and <he
percentage of a+tritute values in a turple. addi+icrnal
testing is dene on single-tuple retrieves and queries using
range predicates on <the kay field. Each 0f *hess zxperi-
ments is described in further detail in Chapec-s IV z2nd V
along with a detailed descriptinn of *he commands used ¢
retrzieve +the data.

1. Iiming Considerations

3
§oe
o)
2

As mentioned tefore, the most critical res+ri
placed on *te performance tests is “hs lack of measursmen
tools. There are no moni*tors available *c keep “rack of CPU
or I/C activities in the backend database machine. The cnly
available measur2ment capability is a msasuremen*t of elapseild
time tha*t cculd be extracted from the backerd da*abase
machine clock, which has a rssolution of 1/60+h cf a2 second.
Oour ©prime concern in <this performance evaluation is +>
Jetermine the effec+s of varying certain pzarameters cn 3
kackend dJatabase machin2 and gather some gross cverall
maasures. In this sense, therefore, we feel *ha*+ *he rough
a2asurements afforded by +“he backeni machine are
accegptable fcr our purpose.

Ir crder to determine the 2lapsed ti
a query, a retrieve command to =2xtract zh
tackend database machine clock is exacuied b=
sach quary. The re*rieve command is of the fo

€ rcm ths

e ard aftec

L2 B
o]
[ B -]

RETRIZVE ( TIME = GETTIME()) GO

GETTINE is a system function of the backend machine. This
command is cvsed ¢to print a time, in 1/60 second increnerss,
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before and after our queries. Using this <+hrougacut ocur
experiments ve can get gross, yet consistent measuremerts of
total time required toc execute *he quaries. Evern wizth <hi=
poor resclu+ion, tte comparison of idertical gqus2ries will
yield r-elevent psrformance comparisons of ths responsa “ime
of the backend machine.

2. Cbjectivas

The finali cltjective of these tes<s is rno+ <o
gensrate large volumes of da<a with figures ¢f retrieval
times for particular gquerises, Our primary goal is *o make
relevent ccmparisons of +he machine perfcrmarce as =<=khe
queries are varied irside specific parameters. To this erd
we hope to make some judgements of <hz cverall verformance
cf this particular backend da+abase machine, but mor2 impor-
tantly *c gair some insight into the testing methodology for
tackend database machines in general. 1In tha rext chap+srs,
exaaples of the run-streams used in +ths expe-imentz are
givern alcng with graphical rapres2ncations of +*he tast

rLasul+*s.
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IV. PERPORNANCE EVALUATION OF THE SELECTION OPERATION
X A. TCEPINITION OF A SELECTION
¥ :
! Selection is a means for the us=2r to reirievs and
N exanire per+tinent infcrmation from a rslation. The user may
N eslect <he entir2 relation 2T he may restrict th2 informa-
3 . . . s
A +ion returned to him in two ways. He may limit +he rnumter
’ of “uples returned ty adding a qualification to *he salec-
g tion cperatiom. The qualification will limit <the *uples
g retrieved tc *hose whose attribute values sa+isfy the cerdi-
» tiones of <+he gqualification. Qualification consists of
B

predicates, asserticns or the attribute values of <he <ufle
¢r tuples. Mul*iple predicates may be combir=2d wi+«k Ekcolean
cpsrators, such as AND, OR, EQUAL, NOT EQUAL, e*c. The yser
ray alsc restrict %ts at*ribute valuss returned by 2xpli-
citly 1listirng those attributas which he desirss, a

% projec+tion of the relation. This is further described in
X the fcllowing sectiors of *his chapter.
A
' B. SELECTICNS IN THE QUERY LANGUAGE
%ﬁ In RCL the us3r is given considsraole powar cf selec-ior :
:
21 through use of the RETRIEVE ccamand. OUsing <he 100-byte
g relation describad in Table 2.1 as a format for a relation
A, a typical RQL selection coamand migh*t be:

:f RETRIBVE ( A.ALL ) WHERE A.KEY = 25

y In this command <the keyword RETRIEVE is used to signify
§ selecticn, ¢the A.ALL izdicates <+hat all 2<+ribu+z valuss
L

i.e., entire tuples, acze to be r2turned, 2and the keywerd

28
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WHBRE idertifies the gquanti fier. The A.ALL may be resplacs
vwith an explicit listing cf <“hose attributes izsired.
a=tributes may be listad ir ary crder <the user dssic

"

[11]

(=)
n
m

Using the key word WHERE and a qualifica+ion, =<hs u
then indicate wkich c¢f the tuplss are to be returrei. Ir
this exasple, only those in whick the KEY field is equal +c

n
[{1]

8
[+

25 are returred, Theé user may use other cpecatcrs such as <
cr >, and is given *he option to use more *+han ons pradi-
cats, Por exampla:

BRTHIEVE ( A.ALL) WHERE A.KBY > 25 AND A.KEY < 100

would return all <tuples with the XEY £fi=ld in the rangs 26

through 99. Tha user ‘s given gr2at latitud= in d=1limi+ing

the subset ¢f ¢the relation he Jesires. For more de+ailed
informaticn concerning the capabilities and syntax, “hs
reader is encouraged +*o read [BRef. S5].

C. AN ENVIRONMENT POR THE MEASUREMENTS

The results discussad in <his chapisr are from “asts

L]

parformad or *he systea configuration with 2-megabyte cach
memory and “he cptional accelerator. Lack of time prevsnted
a significant number of tests on alternats ccafigqu-a*ions
for ccmparison. However, <these “a9sts can be ccnduc*ed on
cther configurations without modificatiosrs.

As described in Chapter III, +he timing m2asur2aments are
the Ltackend systam's response to a restrieve for its intzrial
system clock time in 1/60-second rasolu*ion. In most cases
+he measurements are based on single queries due %o *he time
involved, Some measuresmsnts are averages cvsr sevaral gquery
rssponses; thaeasa are diffaraatiaza2d in the sec+isns wnich
follow. In all cases *he =ests are runs p2-formed in +ha2

29
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evenings and wveekends with vi-<ually no other users or *hsz
syten.

D. SELECIICN MEASUREMENTS

The figures in the first section c2presen%: results ga<th-
ered for selections with and without indici-es. Th2 number
of tuples returned is restricted <¢to a £ixed prapcr=icn of
the total number of <%uples in “he rela+«ion; nc projec+ticr is
involved. The final sections give coamparisons of the systen
ordaring capabilities on <+he frontand as well as the
backend, and the affzcts of da*a compr=zssicna.

1. The Percantage of Seisction

Figures 4.1 ard 4.2 show tha systam response time
for selactien. Pigure 4.1 shows measuremen<s on a Jarabass
with no indicies; Pigure 4.2 shows ameasurements on a data-

‘- base with 2  non-clustered indsx on the PS5 and P10
a-trituzes. As described in Chapter 1II, +he PS5 and P10
attritutes ave attritutes whoss values are in a uniform
distribution over the corrasponding percentzge. The PS
attribtute values will be 20 unique values each appearirg irn
¥ of +the tuples and <+hs P10 values are 10 unique values
each appearing in 10% of “he =zuplas. The gueries ussd ars

qualifisd on the PS5 a+tributsz, Thersfore, fcr each guery
the system will return exactly 5% of the <*uples In the
relation.

As evidant ir Pigure 4.1 <the system <response *ime
increasas nearly 1linearly as the amount of data rsturnsd
increasas. As oxpacted, *he larger is the tuplz size; the
staeper is “he slope, since *he volume of the data increassas
more rapidly for the larger %uple sizs.




1

*SS8TOJPUI OU Y3 A sidetes ardmys

8z}s uo}1e|ad

L°n 3inbilg

0000T 0006
—

0005

T'

Brmovescsenned

p-~~

00T
ott

3ozt

0l

X

ovt

0ST

091

e

et

61
02

JOL1BJBL 8298 ULiA 84O80 83Aqelen-2

Py

31

(J8s) au}1 asuodsad




ACal

]

TV

PChal -

Y

- B

DU St Wl Sdi i o

.

-y

I s i N
SooTLEER TR T

T . e

I

ce

e T e T e T aNe T 8 & k.8

¥y~
-

.

L i 20
o )

-.-\
01d PU® G4 UO XIPUL POIIISDII-UON YITA S3IDITIS-%S T °h 3Inbyy ,.w
~
3Z|s uojiIvidy :
0000T 0006 0008 000¢, 0009 0006 ooorv 000€ 0002 000t 0
v T ‘ﬂ v ey T \m L4 y v . 014 . u
| RS B S
w : |
B —— - =
‘I.'.l"ll.‘"“ -.“‘.." \\\ l.\
P >~ .....:
=y it \.nw..\ “
v\\\\\\ .\s\
o~ -
A o n
g ‘\\\\\\t \.\\x L~
\\\ i \\\\ Q. u
B -
\l\f\\\\ - \.\L. m
'
‘L\v\\\l\ \-.\\\\ m m
:\\ .\..Lw.\ ]
!.t.\\ Im.
uL\- Q 3
rd :
-~
P
=0t

JOlRJB 8208 Ul im B3Yyded 81Aqelew-2




Figure 4.2 shcws the rasul-s of tkes same qusriss rin

against a darabase with irndicies on the PS5 and P10 a*-c-i-
butz2¢. Comparirng Piguraz 4.2 and 4.1, we »2o+ice *hat <he

\ig ove-all timses ar2 greatly reduced. The graph szt21ll shews
fﬁg ] neacly linear relaticnship of *the irncreasing cTespcnss *ims
& ard of ~he increasing volume of data. Furthsr discussions
b cf the effects of indiciss follow in the nex= saczicn.

';ﬁ The linearity of the response time appears +o Indi-
:%; cata tha+t +he system performance is bourd by the spesd of
=ty the chkannel tetween +he hos*t and *he Dbackernd. The larger

the velume of 3ata is to be Ieturred; the longer “az channel
vill ke active in owder “c transfar the data.

2, Effects of Clustered aad Norn=-Clustersd Indicisas

The BDM-1100 suppcrts *wo ¢typas of irndicies, <clus-
teread ard ncen-clustered. Cceating a clus*terzd index causes
the tuples to be ordered by KEY f£or storage. A sparse index
containing cae entry per block is built. A non-cl
index, on the other hand, <c¢ontains a unique eniry foo- ezc
+tuple in the rela%icr. No ordering of tuples within <he
rela+tion is implied.

Figure 4.3 =shows response times fo-r “he retrizval
Y query with ro qualificaticn, bu*+ with an crdering specifica-
é%j tion. The querias aze of the form:
o
N

RETRIEVE (A.ALL) ORDER BY A.KZY

. where A is “he relatior rame and KEY is an a*tcibu in A.
- In an ordered retrieve, the tuplas ara sorted in *he acken&
fi sachine and +hen sent *“o the host for isplay. Similacr
L queries are run agaiast a relation with no indsx, a rela<ion
%E vith a nca-clustered index on tha K3¥Y at«cibu%sz, and a £=21l2-

tion wi«h a clugs*ered index on *the KEY a<=ributs, Ths

* 33
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respcnse times are similar throughoutr <th2 range cof tela<iorn

sizes. The indicies, clustered or noa-clustered, provi
1a

-

ne

)4
s Ll
aft

" significant improvemert for this range 2f =zela<icn sizas,
'ﬁf The expec*ed results would have showr a sigrificant ZapTove-
§f ) mept for +he <c©a3lation wi=h a clustared indax. The
§ﬁ similarity in responee times may indicate that “he RDM soczts
” +he the tuples, even though the tuplas have been in sor<eil
}? ordar due <+o0 +hs use of a clustered index on +he c-dering
'if a-trituze.

i Figure 4.4 shows the rasults of %tes:t runs cn c=la-

) tinne with and withcut non-clustered indiciss or *he P5 and
f‘ P10 at*zibu<es. The graph shows a sigrificart improvement
;% ir response +times £fcr the relations with <the non-clustered

index. 1locking at Pigurs 4.5, the improvement ratio is mads
. sore evident for simply qualified retrieves wher +he index
w{A is on the attributes used in <he predicates cf the qualifi-
cation. The largar is *he “uple size; +he greater baccmes
the imprcvesen<=. The 200-byt2 <cupla shows a nearly 959%
iacrease in the respcnse time. The other ztuple sizes show
similar iasprovemants.

3. Effacts of Data Compression on S2leczior Queries

e The backend 3Jatabase machine has the capabili+y of
:Q; storing character strings in either comprzssed or uncecm-
'g pressed forwmat. A character striné in coapressed forma% is
— stored on the disk with no trailing blanks. The advan-age
N i3 a savings in disk space. The tradecff is the increased
§§ CPU ¢tima required to compress and uncompress *th2 s“rings as
5 data is mcved ¢to and from the disk. Pigure 4.6 shcws *h2

rasults of test runs on relations haviang only uncoaspressed
4 at«ribute values and on relations having only ccmprassed
%é ' at¢riltute values. In the iritial *23st runs <he C-elations

hava koth compressed and uncomprassed a“<ributes as speci-
fie4 1in Table 2.1, in crder to 2nsure the correc:t by%e-width
of the “ugle.
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Mcr= specifically, Pigure 4.6 shows thn» Tezul=z =f
the tes-s fcr tha relations of 109-byte tupliz =ize axd zhs

2000~-byte tuple size, respectively. For the 10J-by+= *“upl=

the storage raquirement is rediuced by apornximately 50% wher

all at+ritutaes arze €ully ccmpresszd. In ~he casze 9% +he
2009-kyte +tuple size, tha savings in storags is

approximately 90%.

The graph shcws a major improvement in the -ssponse
time fcr compressed relations. From th2 st:zzp slcps of *h=
line it appears evident tha:t *he gresatest impact on systam

spesd is +he amount of data +hat must pass over +he in%ernal
kus. Tke large raductions irn +uple size for *he comprassad

zalation shcws a clear advantage over thz uncompressed rzla-
*ion. The delay tecomes inc-sasingly significant £or
relations of larger *uple sizas, Approxzima*ely, a dzlay

facecr ¢f 10 for the larger *uple size and 10000-tuple r=la-
+ion is otservabls.

6. Effects of Crdering and Randomizing the Databass
ntzze

(3]

Figure 4.7 shows the rasul<s of tests * asure =he

o W

rfackend sys*em's sor+ing capabilities. The ¢ icns us2d
ar2 stoced In the backend; their tuples are order
KEY attributes. The graph depicts re:riaves with and
withcut crdering spacifications on the KEY az=ribute. There
is a slight inccsase in the responss :=ime for the ordered
retrieves, as naigh+t be expected. The differen+ial line
d2picts tke extra time necessary for the ordering, which
increasas as the relation size increases.

Pigure 4.8 shcws the cost of performing th2 ordering
oz the tackend versus the host. In this case batch rurs on
the hcs: are used to perform the queriss. In ganeral, <=he
batch ratrieves show a marked improvsment in response “ims2

for identical queries over the run-stream queries used in

39
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Pigure 4.7. This may b2 due 4“c th2 decreaszd cvzrhead ccs<
for batch versus an interactive anvi-cnment. Figurs 4.8
also shcws tha+ for smaller-siz2 relations +kz backsnd
perfcras a pore efficient ordering than the host dces. Even
for larger relations the sort time of the hos*t 2nd the soz+
time ¢f the tackend are comparable.

Finally, PFigure 4.9 shows the effecs cf r-ardomiziag
the order cf the tuples in +he relation. Osing the -ardom-
number attribute to scatter thsz tuples in =h: rela*ion,
similar retrieves are performed on “ha ocrdered 2z2nd c-andcam-
ized relaticns. In this case thar2 is a non-cluster:d irlex
on “he KEY attribute for the rselatioms. The graph shcews
ainor variances in respcnse times betwaen the “wo, cleacly
indicating “hat the crder in which +*h2 tuples ar=2 s=ored is
rot a significant factor in response “ime for *+he ordered
retrievas.

B. CONCLUSIONS

The resgcnse times are generally linear, 3increasing as
+he amount of da*a tc be zeturned is increasing. The amoun%
cf data may be varied as the number of “uplss in a r2la*ion
or +he width of the ¢tuples.

The <creation of indicies on tuples shows significan+
improvement in response times whe: th3 retrieve ccammand is
qualified on the indexed at+tributss. The indicies preovide
marked i{sprovement as the tuple size increases.

The effects of data comprassion shows some in*erasting
results. Pigure 4.6 has shcwn a very large improvemen* for
coapressed tuples., This improveament is most likely a++ribu-
table *tc the decrease in the number of dAisk blocks accessed.
In fact, +“he AJdifference in time is propoz=icnal *o +he
decrease in the rnumber of blccks used for the tuplas.
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Finally, ths ordering *est shows tha< <he b2
eor:t tuples at least as fast as the host ca:z. Nz+urzlly,
the major pcrtion of th2 time is spent in transfesrring *he
data frcy “hke disk tc either +he host or th
revarthsless, “he tackerd proves more =2fficiant

snaller sizs of ralations.
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V. EEBPORMANCE EVALUATION OF RROJECTION OPERATIION

At

A. DEFINITION OPF A PROJECTION !

;_v..ﬁ‘.;, ,

Py

Projection is a wmeans to restrict the amount and +to
order the sequance of informa*tion returned <o *he ussr in a

retrieval operation. More specifically, projection will f
restrict the at+ribute values that will be returred from :
each <+urle selacted. Projection and selsction can be

combined to limit <the range of values re+urnsd. In addi-
tion, a user can rearrange <the ordaring of +he a=tribute
values as the relaticn is displayed by varyiag <he order of
the attribtu*e nases in thes target list. This is a0t ¢c say
that the actual order of the stored ralation is altered bu*

gi tha< the suteet disglayed *to *he user is ordar2d accoriing
lﬁ to his specifica*ions.

B. PROJECTIONS IN TEE QUERY LANGUAGE

In BCL the user is given considerablie 1latitud= to }
describe rrecisely which at<«ribut2 values that h2 wan<s %o
ke returned. Using *he 100-byte r2lation described ir Table
2.1 as a fcrmt for a relation A, *he RQL coamazni:

RETRIEVE ( A.KEY,A.MIRRCR )

will re“urn “o +he user only those at:ributs values in the i
zelation A whose attribu*e names are KEY and MIRROR. The
user can 1list as aany attrzibute 22395 as he desires and
place “hem in any order in *ha target list of the RETRIEVE
ccasand. In the case whera all attribute values cf z :-21a-
+ion arse to be listed, +he usar may simply us2 A.ALL. All
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attrikute values, i.3., 3sntir2 +yplas, will be rs-u-n:d iz
order as they are stored. Tke user can also add gualifiars
to restrict the number of tuples raturned. Thesz qualifiers
need not te on the attributes listed. Por exampls,

RETRIXVE ( A.KEY,A.MIRROR ) WHERE A.PS5 = "RED®

vill again zeturn to the user only those attribute values in
the relaticr A vhose attribute names are KEY 2nd4 MIRROR. 1In
alddi+ion, tre qualifier will restrict the *uplses re“urned to
+*hose wvkhcse PS5 attribute valua2 is RED. This RETRIEVE
command alsc illustrates <the means to perform a p=3Tcentag2
selection. The PS attribute values are color-z selec+ed from
an enumerated set, Bach differeat color value ir <hs PS
attribuce is present in 57 of <+he tuples in <he A raslation.
Using these known percentages, the PS gqualifica%tion will
selact axac*tly 5% of the tuples in relation A.

C. AN ERVIBRONMENT POR THE BEASUREMENTS

The rrciection s=measurements discuss2d here ar2 all or
the same svstam configuration with 2-megabyte cache memory
and the optional accelerator. Lack of time has prsvanted us
froms obtaining measurements on o+<har configurations.

~ The rrojection measurements are conducted for fcur tuple
sizes, i.e. - 100-byte, 200-byte, 1000-byte, anrnd 2000-by+2,
in +hree parcentages of returns, 25%, 50%, and 75%. These
parcentages refer to the nuamber of a*tribute values in <he
+uple that is returned. With the sxception ¢f zhe 100-byt2
taple size, these are exact percentages; in <the 100-byte
cas3, <*he number of attribu%es returned was 29% and 71%.
This is due to the tuples in “he 100-byte relaticrn hkaving 14
attritutes, A strict percentage of 25% and 75% was not
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\ﬁ attainable. Nevartheless, they ars still refsrred +c as 257% X
¥ and 75% projections, Purt her, the retrieval ccmmarnds ars
qualifisd by 5% and 10% selections 4in crder +*c =ceduce |

n

further tte amount c¢f data to be raturn=ad. Each guery i
axacuted 10 times, 2ach time with a different gualification.
This is dcne to 2liminate any effects dua *o -he location of
the data in th? raelation and providss a betzer average

A

respcnse tire.

DMK G MR T LAk o ar

D. PECJECTIOY MEASURENENTS

- The *est queries used are qualifizd on *he P5S and P10

_; fields of the relaticn to perform «“h2 aforemarntionad sslec-

¢ion. Bach query is then repeated 10 times with a Jdifferen-

gualifisr. The figures represent the average response +ime

,5 for those ten tests. Bach graph shows the rassponss timzs in

: seconds ploctted against the nuamber of tuples <h
relation,

Py

»
=)

._l
]
D

1. Eercentage of Prodactions on Non-Key Attributes

Ir general tte 2ifference in —raspons=2 times for *he
five-percent and ten-rerceat selections is negligible, <“his
is particularly true for +he smaller-size relations.
Doubling the nuamber cf tuples returned in a query can resul*
in approximately a 20% increase i.€., 1/3 second increase
in the respcnse time cn the average) in the smaller tuples
and a 10% increase (i.e., 7 seconds on the average) in +he
£ larger tugles. Pigures 5.1 and 5.2 show the r2a2sults of a
25% projection over varying tuple widths, with Pigure 5.1
for a 5% selection and Pigure 5.2 for a 10% selecticn. As
can be seen, <*the graphs in these ¢two figures are nearly
identical. 7This is also the case for the graphs on <he S0%
and 75% projectioms, Por example, in Pigures 5.3 and 5.4,
similar graghs fcr the 5% selection wicth 50% and 75%
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projections are display2d raspsctively. In sach g:-

a

the aforementiconed figures respoas2 timss Iincrzass almost

™ lingarly as th2 relation size incraases, and 1increzass

é% dramatically as the number of at:ribute values <Te“urned
increasas,

Pigurez 5.5 and 5.6 give a iifferent perspsc=iv2 on
the s=ams data, In this case the “ime for differing prciec-
tion sizes is graphed over a ccnstant <=uple wid+h, As
expected, *he greater the numbe:r of a“tribute values

raturned, the larger <the resporse <inme. Again a2 amuch
steerer slore is evident in Pigura S.6 for *he bigger-width
tipls.

2. ccmrarison of the Egquivalent Quaries 2n Selection

Pigures 5.7, 5.8, 5.9, and 5.10 show *he differences
in the respronse <time as the number of at<ribute values
returned pec juery is varied. In sach graph, “h:s turle size
ramains constan<. In addition to the varied prcjaction
parcantages, a fourth line rapre2senting a selec+ion, in
vaich all a++ribute values ir each :uple, (i.e., tke entire
tuple) are returned, is added. Tha test gqueries used for
the line marksd 'full sslec-' use tha ALL specificaticn +o
raturn all attributse valuses 4in sach tuple. As in +he
pcojecticn measures, a3ach such quary is repesat=d 10 “imes.
The 5% selections are dore on the PS5 fizld and a differant
value is used in *ha gualifisr for each of the 10 gueries.

¥
&
e

£l

gﬁ As would be expected each figura shows a marked
ﬁg diffsrence in the response time as the number of a=“ribute
ﬁg values returned is increased. The smaller-width %tuples in

Pigures S.7 and 5.8 shovw a nearly 1linear iacrease in ths
rasponse time as the relation size (<he number cf %tuplzss of
+he same +uple width) increases, and an incz2ase in the

o siope of *“he line as +*ha projec-ion size increases. In
Pigure 5.7 the rasponse *“ime for full selec*t is stric*ly
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o smaller tbhan any projection +ipme, which indicates =ha< fnr
v the smaller +*uples the backend does a strict selecticn prio:

t0 extracting ths attribute values specified in +he prcicc-
fﬁ tion qualifier. As the tuple w:dth increases, +tha fall
é{ select may take mors time than that of the p-ejecticn. For
i

Y

“*he 200-byte tuple in Pigure 5.8, <the full seolsct time is
again nearly linear, and the times are sliqhtly mecre +han
the times for a 25% projection. The differsnce in response
between *ths full select and +*he 25% projzcziorn s+=adily
increasas 2= the relation size increases, but even so the
full select is faster than the 50% and 75% proiections.

Pror muach-bigger-width tuples, Pigures 5.9 arnd 5.19
shov that the full selec: time is higher than the projec+ion
tipme for the small percertage projections. The full sel=zct,
hovever, has a much smaller slope, thereby crossing <he line
of *the rprojection tise and eventually =howing a <+rerd of
quicker resconse as the relation size increases. lso of
particular rote is <the uniformity of the curves for <+he
varying profections in the 1000-byte and 2000-byte tuples in
B Figures 5.9 and 5.10. In contrast, £or the smaller tuples
éi the lines are nearly linsar with increasing slopss. The
. lines for +he larger tuples ar?2 ro¢t linear 2nd the slopes
are very even.

3. CONCLUSIONS

In genaral, ¢the projection resul:s are very predic+able
in that the response %ime is nearly linea: and the response
tine increases as tke amount of data returned irncreases.
The amount cf data may be deterained by eithar “he relation
size cr the projecticn size.

. The full select compariscns in Pigures 5.7, 5.8, 5.9,
ar4d S.10, on the other hand, show scme urnanticipated
resul ts. Instead of showing a clesar advantage in the
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response time for full selact in all rela“ion sizes, as
sight be =xpected, *he results vary with the “uple wid+hs,
In the smaller <+uple width as depicted in Figure 5.7, *he
full s2lec* 2ppears tc run faster evan thcugh the amcun: of
data raturred is greater. For +he 200-byts tuples as
dspic*ed in Figure S.8, <+he relatiorship is markedly diffe-
rent. Fcr the largasr “uples as graphad in Pigures 5.9 and
5.10, the full select regquires more time £5r =he smaller
relaticns. Nevertheless, its advantage become2s zvident as
the relation size increases. In summary, <*he full-select
operaticn is sensitive to the width of the tuples. In cther
words, <the greatar is the tuple width; the higher is +he
select tipe. The full-selec* operation is alsc sznsitive %o
the size of the relatiors, although irn an ecpposite way.
That is, +*he larger is the relation; the smaller is the
salect time in proportion tc the projaction time.

It is difficult to determine what effect <“he cache and
acceleratcr with other comnfigurations may play ir <*haze
tasts. A need exists for more ressarch in this area to
verify the figures and ccllec~ mcra data over a wider rarge
cf tuple widths ard relation sizes in hopes of obtainiag a
clearer trend to the relationship of <he full select and the
projections as the wvid+*hs and sizes varies.
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VI. CONCLUDING REMARKS

A. CVERALL OBSERVATIONS OF THE MACHINE PERFPORMANCE

The experiments described in Chaptess IV and V show scme
predictalle rasults as well as scme urexpected surprises.
Gen2rally the simple selec: nperatioms, witk oz without
indicies, display expected +rends. The Tesponse <ime
increases as *he amcunt of data to be returnsd <*o tha2 host
increases, as shown in Pigures 4.1 and 4.5. A similar =rend
is seen for rela“ions with compressed attribu*e valuss, As
Pigure 4.6 illus*rates, reduction in the response time can
ba significant for the large tuple widths where the degree
cf ccapression is high. The relations with indiciss also
show expectad improvements in ¢the —respcnse time f£or
ratrievaes qualified cn these attribute values.

Scse unexpected results, howevar, are seen for the test
resul<s A¢aling with ordered retrieves, Figure 4.8, The
backend shows an uneaxgected superiority in scrting over the
host for smaller-size relations. Even for %+he larzge rela-
tionsg, up to 10000 tuples, <the backend maintains a rasponse
tim2 comrarable with the host. On2 would sxpec*t that the
sainframe wculd have a significant advantcagz in ccmputing
powser and show a major 4improvemen* whern <the relation is
crdsred in +he hest instead of in the backend.

Another interesting resul*: is <+the effect of clustered
and ncn-clustered indicies on ordered retriaves. Creating
a clustered index on a ra2lation will cause the tuplas *o be
stored in a specific crder while a non-clustered index does
not iaply any ordering of the tuplas. Figure 4.3 shows very
sisilar response times <*“hroughout <the =range of r2lazion
sizes, regardless of vhether the index is clus=sered or
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non-cluster=d. This implies thas the rTetrieved *uplss ars
sorted even when a clustered index exists fer the quzlifier

. attrilutes.

¥

5 The *ests ccncerning projection of tuple at*ribtutes ir
Eu®

‘f} Chapter V again show predictable results. Thrzough all <he
LS

hy figures fcr differirng projection percentages and tuple
vid+*hs, the graphs display near 1linsarity in bo*h dimen-
sions. The response <time increases as the +*uple wid+h or
tha number of tuples returnad increases. But suzrprising
rasults are evident when comparing proajaction +*e¢ full
selection.

Censider Pigures 5.7, 5.8, 5.9, and 5.10 again. As
explained in Chapter V, ¢the overlay of the full selac:t on
the varyirg projection sizes shows rno positive =rend. Ths

,é@ projecticn weasuremernts are consistent throughout +<h=
R4

g% figures, yet the full selects rela<ionship to the projec-
gg +ions variss from one figure to the nex+:. T™wo of the four
."{..vl‘ 4 hd

figures diadicate that it is cheaper *o retrieve entire
tuples =har to project a+=ribute values from <he <upls. One
figure indicates that beyond a fixed rela<tiocn size, it is
cheaper tc retrieve entire tuples. The four*h figure s29ms
to indicate that some degree cf projection is always cheaper
y than re+rieving the ertire tuple. No clsa: conclusicrn can
ey be drawa. More *ests over a vider range of tuple wid‘hs are
t,} required to identify an overall ¢trend or relationship
—_ betwveen prcjection percentage and the  full selaction
retrieves,

b B. DATAEASE AND NACHINE LINITATIONS

Vhen considering the test environaent, +two specific

> limitaticns stand abcve all else. The first of these is the
lov <resclutiorn of +he clock from which measurements are

. ‘aken. The standardized uase of <+he GETTIME function
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<hroughcut the testes has made ccaparison of various *es*
results over differing pariods meaningful. Even so, the low
resoluticn wmkes the need for average <+tim2s over many
similar test runs a recessity, This grea*ly liaits the
amount of tipe *that cne can spend in running mo-e m=aningful
tes+s and in verifying pravious results. A greaz effort has
been made tc f£ind some o-her timing mechanism. In the end,
GETTINE rprcves to be <*he easiest to usz, *hs mos=
consistert, and, most impcrtantly, th2 easiest to contrel,

The second limitation concerns th2 system configuration
and the ipnability ®c control the environment of both the
host and the backend. The performance of <*hese tests has
not teen a very high priority of the parent command at FBt.
Bugu. This is to be expected, since the host machine is in
a producticn environsent. Gaining exclusive use is vary
difficult and extremely cos<tly. With this restr-icticn, cur
tests are lisited to weekend and eovening runs, at times of
relatively low activity. This significan*ly reduaced the
tine cf system availibility. Also, in terms of “he environ-
ment, <he Fackend system we used is a ralatively newvw piece
of equirmen<. Lastly, the sytam configuraticn has beern
changing frequently during the expsrimantation period. The
tine each configuraticn becomes available has baeen short.
Consegquantly, not enough data car be collected “¢c make any
significant compariscns.

C. RECCHEENDATIONS FOR FPUTURE BENCHEARKING EPFPFORTS

In light of “he test results discussed here, the direc-
tion of future work should be toward effects of varicus
indicies and ordering capabilities. The results of tests on
various types of indicies and the ordering of relaticns show
the mcst startling results. In addicion, some work is
tequired over a wider range of <tuple widths to —refine

previcus results.
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“0 simulate a more realistic system load, specifically
y with multiple us=ars cf +he backend ard a mors realistic hos+
worklcad. The tasts in this thasis are funs on an unl=aded
systes. In actuality, the use of +the system will mcs*
likely cccuxr closer to peak loadirng. Perhaps different
+rands may develop vwhen <*he host and/or backend are
sutbjectad tc different load conditions.
?7 Even though “*hese tests are o¢n a specific system, +they
are genscal enough in nature to provide insight for tasts on
other relational machines and #0o aid in making a comparison
cf different backends.
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