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ABSTRACT

\¥ointing srror standard deviations for two theodolites,
the Wild T-2 and Odoms Aztrac, were determined under condi-
tions closely approximating those of range-azimuth or
azimuth-azimuth hydrographic surveys. Pointing errors found
for both instruments weres about 1.3 meters, and were inde-
pendent of distance. No statistical difference between the
errors of the #wo instruments was found. The accuracy of
the interrolation m2thods ysed by the National Ocean Service
(NOS) for range-azimuth positioning were investigated, and
an average inverse distance of about 2.5 metsrs was observed
between interpolated positions and corresponding observed
positions. The overall range-azimuth position errors of +he
two theodolites were then compared to positioning standards
of NOS and the International Hydrographic Organizaticen,

using assumed ranging standard deviations of 1.0 and 3.0
meters. Bo+h instruaents met all standards except the NOS
range-azimuth standazd for 1:5,000 scale surveys.
Interpoclated positions aay fail tc meet more cf the stan-
dards because of additional inherent error\
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I. IBIBODUCIION

A. THE RANGB-AZINUTH POSITIONING NETHOD

The fundamental purpose of a hydrographic survey is
defined by Ingham (1974) as being to> "iepict the relief of
the seabed, including all features, natural and manmade, and
tc indicate the nature of the seabed in a manner similar ta
the tcpographic map of land areas." He goes on to describe
two factors defining a single point on the seabed:

ho izont ane i for example, latitude
%gng " r d co-ordina es or andles
stances

1) ”rh‘if tion of the point in the
tule
known coatrdl points.

(ii) The depth of the point below the sea
surface, corrected for the vesrtical
distance between the point of aeasurement
an uater 1evel and for tha height of the
ie above the datum or tefsrgnce level xo
vh ch depths are to be relata
Thus the hydrographer must answer the tvwo primary ques-
tions of "“how deep" and "where" for 2ach of the thocusands of
soundings acquired on every survey. Because every area to
te surveyed has different gecphysical characteristics and
levels of use, the hydrographer must possess a suite of
tools and techniques to accomplish aach survey. A survey of
a large metropolitan harbot requires different equipaent and

seasurement precision than one for a deep ocasan area.

Only the first of Ingham's two factors cited above is
considered, and it is further narrowed in scope to *echni-
gues used in the most precise surveys. Such a survey asight
be one of a winding, narrov river carrying deep drafe
vessels, or perhaps a very large scale survey of an inner
harbor. Both areas require the highest positioning accuracy
and a sinimum of shore control stations.
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Any method of positioning employs the intersection of
lines of position (LOP's) to comstruct a fix. Although
advanced methods may use multiple LJOP's, traditiornal hydrog-
raphy uses the simple intersection of two lines to fix the
vessel's position. The vessel is located somevhere along
each of two lines of position, and the only point satisfying
these conditions is the intersection of the lines.

The error associated vith one of the simplast posi-
tioning methods, tha* of the two LIP range-aziamuth fix,
which is illustrated in Figure 1.1, is analyzed.

range J /

and azimuth

Pigure 1.1 Illastration of Range-~ Azimuth Positioning.

Also called the rho/theta maethod, rangs-azimuth positioning
consists of the observation of a distance and an azimuth to
a vessel froa either one or two known locations {Uambach,
1976 ]« An example of this method is the use of radar aboard
ship. A relative position for a radar contact is deterained
by observing a radar range and azimuth, or a radar range and
visual azimuth, to a contact. The twvo lines of position

E e amy e
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always intersect at right angles because the observation is
rade from a single point, and this concentric gzometry
provides the strongest fix possibls. Marirers also krnow
that the fix obtained via a visual azimuth is stronger than
the one using a radar azimuth, because the visual bearing is
more accurate.

This example shows the advantages that make the range-
azimuth methed popular for hydrography. It provides the
gecmetrically strongest possible fix, and oanly one location
on shore need be occcupied to contrsl the survey. Such a
positioning method is ideal ir harbors or rivers where
maximum accuracy is needed but where obstructions make cther
types of fix geometry impractical. In 1982 the U.S.
National Ocean Service (NOS) ob*ained twenty thousand linear
nautical miles of launch hydrography, and sixty percent of
this was controlled by the range-aziamuth method [Wallace,
1983 ).

There are limitations associatel with this methcd just
as with any fix geometry. It is labor intensive and
requires more radio communication (to sstablish fix timinag)
than mcst other methcds. 1In totally nonautomated situ-
ations, distances to the survey vessel are recorded manually
aboard the vessel, and azimuths ar2 recorded ashore by the
theodolite observer at prescribed intervals. These fix data
are later put into ccmputer compatible digital form via a
process called logging. Manual recording of these fix data
are generally toc slow to position avary sounding.
Therefore, individual sounding positions must be
interpclated from the observed fixss.

Systems have been designed that have an intermediate
level of automation. The NOS Hydroplot System is an example
of this type _Wallace, 1967 ]. When used in the range-
azisuth nmode, the vessel is usually steered along arcs of
constant range froa the theodolite station, and the :

12 il - S o
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Rydroploct System autcmatically records a distance measure-
sent for each sounding. Azimuths are not telemetered to the
vessel but are relayed over voice radio and are manually
entered into the csaputer system. Since the maximum data
rate is akout two angles per ainute, the interpolation of
angles for sounding positions between fixes is necessary.
Recently 2 digital theodolite, the Odom Aztrac, has been
developed which can record and talametar angles with great
speed -- up to ien angles per second [Jddom Offshore Surveys,

Inc., 1982]. A computer system aboard the survey vessel can
thus record aad plot an observed position for each scunding.
This rapid position fixing, combinei with a compu<er's
ability to provide cross-track error indica*ions to the
helnsman, enables the hydrographer to systema“tically cover a
survey area with maximum efficierncy by running straight and
parallel sounding lines.

The Aztrac system is still considered a semiautomated
system because an observer is required to manually track the
vessel with the theodolite. Two fully automated range-
azimuth systeas which feature fully automatic tracking have
been devolcoped. One is the Polarfix system developed by
Krupp-Atlas Elektronik in Germany [Smith, 1983}, and <he
other is the Artenis system develop2i by Christiaan
Huygenslaboratorium in the Netherlands { Newell, 1981].

B. HYDROGRAPHIC POSITION ERROR STANDARDS

Historically, most national hydrographic orgarizationms,
as well as the International Hydrographic Organization
(IEO), have used linear plotting ercor at the scale of the
survey to be the standard for sounding position accuracy.
Prior to 1982, the standards recomaended by IHO [ IHO, 1968)
vere:

"The indicated regoatability of a fix
(accuracy of location referred to shore

12




ggggrg%& %n the opecating area, whether
Caniied slth piott fng seror  shall soldsa
exceed 1.5 mm (0.05 in) at the scale of
the survey."

The IHO recently published new recoamendations for error
standards [ IHO, 1982] vhich are:

"... any probable error, measured relative
te10e tha alnints plortadis ofrer st tne
scale of the survey (rormally 1.0 am on
paper) ."

Neither of the IHO standards make any reference as to
vhat probability level they apply. MNunson (1977) inter-
preted the words "shall sel dom exceed"™ ir +the above state-~
sents to mean "less than 10% of the time", which seeas
reasonable. TIhe 1982 IHO standard is somewhat confusing due
to its use c¢f both the termas "seldom exceed" and "probable
error", The latter term is associated with a 50% prob-
ability by most statisticians including Greenwalt (1971).
Houwsver, the author ¢f these standards, Ccamodore A. H.
Cooper, RAN (retd), has stated that he intend2d no statis-
tical significance tc¢ the term "probable error" [ Wallace,
19€3 ].

The NOS has not yet incorporat2d tha latest IHO stan-
dards, but suck acticn is being considared iz some form
{Wallace, 1983]. Current NOS standazds have been developad
to ensure that "accuracies attained for all hydrographic
surveys conducted by NOS shall agual or exceed the specifi-
caticns® of the 1968 IHO standards [ Umbach, 1976]). Ualike
the internatidnal standards, the NOS standards for all elec-
tronic positioningy systeas use the concept of root mean
square error (d,..s or rmse) , vhich has a somevhat variabdble
probability of between 68.3 and 63.2 percent. The NOS stan-
dards for fully visual and for hybrid (coabination elec-
tronic and visual) pcsitioning have no explicit reference to
probability.
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Specific operational standards for range-azimuth posi-
tioning have been neglected by many hyirographic organiza-
tions. However, NOS [Umbach, 1976] requires the following
observational procedures be followal for a2ll range-azimuth

positions.

“Objects sighted on should be at least 500
» ftom the theocdolite... the azimuth
check should not exieed one minute of
arc... observed aziauths o5r directions ¢to

the sounding vessel for a positiorn fix

shall be read to the nearest 1 ain of arc

or better if necessary to produce a poasi-

tional accuracy of 0.5 am at the scale of

the survey.*”
Since the range-azimuth msthod is classified as a hybrid
positioning systeam, i+ is not referanced tc any particular
probability, but a reasonable assumption may be made that
the &,.¢ concspt also applies in this case.

The U.S. Naval Qceanographic Office (NAVOCEANO) also
requires that its surveys meet the standards of the NOS
Hydrographic Manual. The Army Corps of Engineers presantly
have no formal positioning requiremsnts that must be met by
all districts, although draft specifications are being
written at this *ime [Hart,1983)]. TIhe range-azimuth tech-
nique and its applicability to Corps of Engineers sugrveys is
discussed in Har+ (1977) . VNo specific requic-ements for
range-azimuth positiconing could be found for either the
Canadian HBydrographic Service or tha British Hydrographic
Service. Palikaris (1983) also repsrts no published stan~

dards for these organiza+ions.

C. OBJECTIVES

All position error standards using an explici+ prob-
ability are based on the idea that an observation is a
normally distributed random variable vith zero mean and
standard deviation ¢ . These standards require a value for




the standard deviation of the component lines of positiecn
that make up the fix. The standarl deviation is a value
such that there is a 68.27% probability of an observation
falling within £1 ¢ cf the mean. It is unfortunate that
often the 1 d values of a hydrographic measurement are
simply not known, or known only for ideal conditions and
provided by manufacturers who have a vested interes+ in the
measuring instrument.

This paper and experiment, then, has as its primary
purpose the determination of a pointing error standard devi-
ation for tvwo theodolites used to mesasure azimuths under
hydregraphic socditicns. One instrument (the Wild T-2) is
the standard used by NOS field units. The other (the 0Odonm
Azzmrac) is a new digital talematering theodolite, which nay
prove useful in automating the presantly tedious marnual
methods. No 3stimation of standard deviation has ever been
made on these devices under typical range-azimuth
conditicns.

The T~2 is the standard instrumsnt used by NOS surveying
pa-ties for land surveying and, to a lesser extent, hydrog-
raphy. It is a very precise instrumant used ian third-order
horizontal coatrol and provides an angular resolution of one
second of arc. However, it dces possess features that are
lass thanr ideal for range-azimuth work. The horizontal
tangent screw of this instrument is awkwvard for range-
azimuth surveying because it is not an infinita gearing
device. The observer often encountars the end of the drive
mechanism, stopping the instrument's movement while tracking
the vessel. A soluticn to this problem for aany observers
is to track the vessel with the tangent screw unclaaped,

than clasp the screv cnly seconds before the fix occcurs.
The inverted image feature of the I'-2's in use by NOS
siaplifies the optical systeam and reduces optical arror.

This is satisfactory for land survsy vork but creates soame
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coafusion when tracking a fast soving vessel. Ihis is
bscause the observar sees an image >f tha survey boat upside
down and soving apparently in the opposite direction from
its actual moveament., Another disadvantage is that the mech-
anisa for reading the horizontal circle of a T-2 is more
coaplicated than desired for the rapid observations neces-
sary in hydrographic survey work. The operator is reguired
to stcp tracking the vessel, remove his eye from +the tele-
scope, and uss an auxiliary eyepiece to read *he angle.
Thare is a practical liait of about 30 seconds t5 the speed
vith which successive angles can bs observed and read. The
pacticular unit tested vas serial namber 30504.

The Odom Aztrac theodolite is 1 seai-automated,
line-~of-sight angle measuring systesm. The Aztrac systenm
consists of a Wild T-16 theodolite (serial number 2534880
va3 tested) which was modified for infini+e tangent drive
and to provide angular information in a digital format. The
shore unit decodes the observed angle, deteraines the direc-
tion of rotation of the instrument and displays the angle on
its front panel. The angle is then converted to binary
coded decimal (BCD) format and used to frequency shift key
(PSK) an PM transmitter to link ths 3data with the survey
vessel. The lata is transmitted at the rate of 10 angles
per second. On bdard the vessel the Aztrac receiver
converts the received data to parallal form and displays i+
on the front panel for manual recording., Por automated
recording or processing by onboard computer a serial data
oudut is provided. The Aztrac has an angular resolution of
0.01 degree (36 arc seconds) (odom, 1983].

With the notable exception of angular resolution, this
theodolite is more appropriate for range-azimuth hydrography
than the Wild T-2. It has an 3srect image and infinite
tangent screv which allov the vessel to be-constantly
tracked. Its digital output requiras no action on the
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Pigqure 1.2 Illustration of Aztrac Shore Station.
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operator's part to record observed angles. An additional
positive feature of the digital output is the abilicy =o
rapidly zero the instrument on an initial pointing. This is
done by pressing a manual reset button on the instrumsnt
control panel, Figures 1.2 and 1.3 show photographs of the
Aztrac equipment. Pigure 1.2 illustrates a typical shore
station. The observer is adjustingy the Aztrac ins=rumsent,
and the transmit<er unit is on the ground to ths righ< of
the aAztrac tripod. The distarce m2asuring equipmen<* is
mounted on a tripod behind the observar, and %*he Az%rac
+ransmitting antenna is at the *op 9f a pole on the extrene
tight of the photograph. PFigure 1.3 shows the Aztrac trans-
mitter unit, with its digital angular display in hundredrhs
of a degree. Bo*h phctographs wer2 provided by Odom
Offshor2 Survays, Inc.

A secend objective of this papar is to evaluat2 the
interpolation methods used by the NIS for raage-azimuth
work. The availability of the digital <hecdoli<e, with its
direct measur2ment of all positions, 2nabled a comparison of
observed and interpolated fixes to b3 made. This anade
possible an estimate of whe*her intarpolated positions meet
required accuracy standards, and whather dirsct measurzamant
of all positisns is needed. The estimate presented here was
not made statistically rigorous so that *he thesis could be
kept to a manageable size. More thaoretical statistical
vork is needed to fully reduce the intarpolation daca.

The final objective of this investigation is ¢o compars
the position arrors of these “wo instruments with the
various position error standards discussed in section B of
this chapter. The conclusions resulting from this objective

will assist the hydrographer to selact equipmeat and oper-
ating condi+isns that meet required position error
standards.




Pigure 1.3 The Aztrac Transmitting OUnit.




II. ERROB INDICES A¥D RANGE-AZINUIH GEONEIRY

The method of range-azimuth positioning is usually
selected for large scale surveys because of its siaplicity
and accuracy. This is the result of both angle and distance
measuraaent devices being co-locatsl, with the intersection
of the two lines of position always being ninety degrees.

In practice, hovever, the co-location of both instruments is
of“en not achieved. The result is an 3ccentric geometry for
the position fix. This section will analyze the geometry of
both eccentric and ccncentric fixes. Position error indices
in common use will be revieved and analyzed for the special
cases of range-azimuth msthods, and the error of an
interpolated fix will be derived.

A. DEPINITIONS

Although a complete and general treatment of error
theory will not be presented, some basic definitions are
necessary to understand the data analysis presented hare.
The ideas in this section are incluled in many basic statis-
tics textbooks, and were specifically drawn f£rom Wonnacott
(1977), Bowditch (1977), Heinzen (1977), Kaplan (1980), and
Davis (1981).

Error may be dafined as "the difference betveen a
specific value and the correct or standard value" [Bowditch,
1977), or as "the difference betveen 2 given measureament and
the "true® or "exact"™ value of the measured quantity"
(Davis, 1981). Mathematically it car be defined as:

e=1x- 1




vhere e is the error, x;is an observation, and T is the
%correct” or "true" value. The word error implies tha:
thare is a known true value for a quantity, with vhich a
seasuresent my be ccmpared to £ind tha "error" associated
vith that measuresent. Since the =rue value of a measured
quantity is rarely kacvn, the <erm "error" is not precisely
correct. Davis (1981) states that it is more appropriate to
speak of the theary of observations rather thar <he theory
of errors, but it can be shown that tha difference between
the two is largely one of semantics.

A single aeasurement 5f a particular quantity may be
considered sufficient for many purpises, even if it is known
that additional measurements will probably be slightly
different than the first. If the quantity t> be measured is
of sufficient importance, then multiple measurements are
sade and the saample mean, X, is usal. Each of these
g - sultiple measurements can be a considered numerical value
for a random variable. A randoas variable is one that taksas
on a range of possible values, each associated with a
particular probablility.

The sampla aean may be expressed mathematically by equa-
tion 2.2 [Wcmnacott, 19773

P

- | e
X = w0 x; (2.2)
A®)

vhere n is the sample size. If tha saample size wvere
increased vithout liait (n —Peo), aquaticn 2.2 would give
the population mean_« . The sample mean is always an esti-
sate of the populaticn mean, which is never directly
conputed. This leads to the concept of the residual, v,
vhich is the difference between the estimate X of the popu-
lation mean and the observation x;. This is shown in
egquation 2.3.

e 4




(2.3)

The residunal is computationally the negative of the
error. Nevertheless, equation 2.3 is more appropriate
because it uses an estimate, X, of the unknowvable pepulaticn
mean_« . The presence of I in equations 2.3 impliies <%hat
multiple measurements have been malz, and allows a partic-
ular confidence %o be assigned to the 3stimate 2f <
depending on the number of such measurements. Because the
word error is still used in much of the hydrographic profes-
sicn, it vwill be used interchangeably in this paper with the
tern residual. It is important, howaver, to understand that
the concept of the residual, whatever its name may be, is
fundamental to any measursament operation.

Errors are classically divided into three groups: blun-
ders, systematic errcr, and randoa arrors {Greenwalt, 1962].
Bowditch (1977) and Davis (1981) 4> not classify errors as
including blunders, but like the term error itsslf, the
distincticn is largely a semantic one. Ideally blunders arnd
systematic errors are completely eliminated from the data.
The most precise measurements reduca random errosr as much 2s
possible, but it can never be complately eliminated.

1. Blupders

Blunders are sistakes that are "“usually gross in
sagnitude ccapared to the other two types of errors" [Davis,
1981 ], and are most often caused by carelessness on the part
of the observer, or by grossly malfunctioning observing
equipment. They are usually detected and eliminated by
procedural checks during the data acquistion process. The
recognition of a blunder is not always easy, since a blunder
“nay have any magnitude, and may be positive or negative"
(Bowditch, 1977).
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2. Systesatic Ergors

Systematic errors are defined by Davis (1981) as
those that occur “"according to a gystes which, if known, can
alvays be expressed by mathematical foraulation." This
mathenmatical sodel results in correctors that are applied to
all measurements obtained, thus eliainating the systematic
errors from the observations. The model may be as simple as
a constant corrector subtracted froam lengths cbtained with a
steol tape, or it may be as complicated as modelling the
effects of atmospheric refraction on electronic distance
seasuring equipsent.

If the systematic error is such that it cannot be
modelled, it is then estimated by a process known as cali-
bration. Kaplan (1980) def ines calibration as the process
of comparing the measuring instrument against a "kncwn"
standard. The word "known™ is usually operationally defired
as a measurement operation or instrument that is much more
accurate than the one being calibrated. The differerce
tetveen the observed and standard valus is used as an esti-
mats of the total effect of all systematic errors present.
This preocess is very clcse to tke classical concept of
"arrors" presented abcve, and is entirely proper for use in
the correction of systematic errors [Davis, 1981). of
course, one aust be careful to apply the correcter cnly ¢tc¢
those measurments made under the sama conditions as the
calibration. _

A systematic error found in theodolite or sextant
obsarvations is known as the personal error of the observer
(¥ueller, 1969 ), [Bowditch, 1977). This type of error is
rarely quantified for hydrogaphic applications, but never-
theless it does exist. The observer aust rely on the senses
of hearing and vision to make measurements, vhich vary
betveen individuals as wvell as vith time in one individual,
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Some personal errors are constant and scme are erratic
(Davis, 1981). These errors are minimized by training and
standardizing observational procedures. The best way to
eliminate personal error is by the use of coapletely
automated observation equipaent.

3. Bapdom Ergozs

"Random errors are chance arrors, unpredictable in
magnitude or sign®, and are "governad by the laws of prob-
ability" [Bowditch, 1977). 1If one assumes that all blurders
and systematic errors have been removed froa the observa-
tions, the remaining values can be resgarded as sample values
for a random variable. As noted earlisr, a random variable
can take on a range of values, sach associated with a
particular probability. A random arror has high probability
of being close to the population m2an, « , and a low prcb-
ability of being very much different than_« [Greenwal:,
19621].

A probability density function expresses the rela-
tion Letweer a value for a randoa variable ard the prob-
ability of its occurrence. Hydrographic survey measurements
often use the normal or Gaussian probability deasity func-
tion. A concise axplanation of this function is given in
Greenwvalt (1962) and Kaplan (1980). The function itself is
given as equation 2.4, where p{(v) is the probability of the
occurrence of a particular residual v, and g is the popula~
tion variance vwhich is approximated by the sanmple variarce,
s's given by 2quation 2.5.

= —  SEEEE— 'u
pm LA FT “PI” 2¢ (2.4
L]
LY ] — >
S's — Zx-u) (2.5)
j-l
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‘ To find the probability of a residual falling

' betveen two residuals v, and v,, ejuation 2.4 must be inte-

P ' grated over the interval v, to v,. This corresponds to the
area under the gaussian curve betwsen those two points, as

’ is shewn in Pigure 2.1, If p(v) ware integrated from ~-10 to
+1¢, the area under the curve vould.be 68.27% of the total
area. This means that there is a 68.27% probability of a
particular residual falling betwean plus or minus one stan-
dard deviation of ¢he mean, where the standard devia+ion,d,

is defined as the square root of tha variance given in
equation 2.5.

Figure 2.1 The Normal Probability Curve.

The combined effect of blunders, systematic errors }
and randcm errors can now be seen in overview., If it is
assumed that blunders and systematic errors have been
completely eliainated from a set of observations, there
remain only random errors. If the sample size is large
enough, then the sample mean and variance are goo04d

o W, o et nar €
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approximaticns of the population maan and variance. That
is, there is 2 68.27% probability that any future measure-
ments made under the same conditions will not fall farther
than plus or ainus one standard deviation from the mean.

B. TWO-DINENSIONAL EBRROR PIGURES

The two-dimensional error of a positiorn, as applied to
the special case of range-azimuth fixes, must next be exam-
inei. Two fijures, the ellipse and the circle, are used to
characterize tvwo-dimensional error. The "error diamond" is
also sometimes used but has no statistical significance
[Thomson, 1977). The error ellipsa is discussed first since
it is the most general index of error. Another is root mean
square distance (d,ms), 2lso known as root mean square error
(Bowditch,1977], which is the radius of a circular figure
comacnly used in hydrcgraphy. It is the error index used
for NOS positioning standards (Umbach, 1976}. A second
circular figure, known as circular standard error, is also
examined briefly because of the easa of converting it to
circular figures which have different probabilities.

Por clarification of the issues involved in this
section, tha following assumptions are nmade.

(1) Only random errors are considered.

(i) Errors associated vith each LOP are norsally
distributed.

(1ii) BEBrrors are independent.

(iv) Errors are limited to the two-dimensional case.

(v) 1O0P's are straight lines at their point
of intersection.




s e,
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These are the same assumptions made by Kaplan (1980),
except =hat Kaplan allows systematic error to be corsiderel
in assumption (i). This appears to be an oversight since
the remainder of his discussicn, from which this section
dravs heavily, considers only randoa error.

1. gconcentric and Eccentric Geomatry

Before proceeding further into a discussion of error
figqures, it is necessary to examine the tvwo special cases of
range-azimuth positioning, that of eccentric and concentric
geometry. Each is illustrated in Piguces 2.2 and 2.3.

&A-{'s\

- N ~< Vvessel position
»-1 \ ~

\A/’ .
~—/4theodolite

distance device

—

Pigure 2.2 Bccentric Range-Azimuth Geometry.

In actual practice the geomstry used is often eccen-
tric, but the concentric assumption is made. This is
because it is usually difficult to co-locate both theodolite
and ranging equipment. Hence, they are offset one or two
neters from each other. It should be noted that this
assulptibn will introduce a systematic error ian all
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Pigure 2.3 Concentric Range-Azimuth Geometry.

positions, which must be 2liminated before an analysis of
random errors can be msade. The systematic error is often
ignored (by use of the concentric assuaption) if the total
uncompensated error is within the tolesrance of the standards
being used. An algorithm for aliminating this error is
shown in Pigure 2.4 and given by equation 2.6. This algo~
rithm assumes that the size of 4 in Pigure 2.4 is small
compared %o r.

c=4 cos ¢ (2.6)
vhere:
c = the corrector to be applia2d to r
r = observed range to the vessel
3 d = distance between theodolite and ranging device
¢ = the angle betveen the visual LOP and the

line connecting the two stations




vesse] position

\
(v‘rff—rs\\ A\
distance v#)

device ~——>“12
3 “~theodolite

Figure 2.4 Bccentric EBrror Compemsation.

2. The Ecror Ellipse

Detailed discussions of the davelopma2nt of the error
ellipse can b2 found in many references, especially in
Greenwalt (1962) and in Burt (1966). This paper will oniy
present enough background to apply the error ellipse concept
to two LOP range-azimuth positioning. The errosr ellipse
foraed when multiple LOP observations are made is not
considered here.

A range-azimuth position is formed by the intersec-
tion of two LOP's, each having an associated standard devia-
tion. By aprlying the tws-dimensisnal normal distribution
to the errors, elliptical contours of equal probability
density are formed. The contours center on the intersection
point of the lines of position. This is illustrated in
Figure 2.5, and shown mathematically by

E Y 2
Va

| { ™
P (Vs # V) amexfn ‘f(j;;-;-i-j;: 2.7)




wheze:
v, = rasidval (error) in +h2 1}
v, = rasidual (errdr) in *he direc=ion of q,
Q%G = length of the semi-major axis
Jo= langth of the semi-minor axis

I* can be shown *ha<c

a t
Va Vo 2
— = K 2.8
Ty e
where
K:. = -IA[P(VQ,VQJ 4;0; 277'] (2.9)

"For values of p(v ,v) from 0 to 00 , a family 5% equal
probability dansity ellips2s are form2d wi+h axes K @ ard
Kg " [Greenwal®, 1962). The probability demsity func=ion in
equation 2.7, when in«egra*ed osver a par+icular area,
becomes the probabilisy distributioson fuac<ion. This yvields
+he probability tha% <he residuals v, 2nd v, will occu:c
simul*aneously within tha* region., This probabili+y Adistzi-
bution func+ion of an ellipse is givan by
-7z

P(V, ,v,) =1- € (2. 1)
The solution of equa+ion 2.8 for diffsren~ valuss of X
yi21lds differant probabilities. For axample, for 39,357%
probability, the axes of the ellipss are 1.000Gy, =2rd 1.600
Jy, (Greenwvalt, 1962]. In other worls, a one-sigma erTor
ellipse arourd a measured posi*tion indicates a2 39.35% prob-
ability +ha+ the position is actually within *has elliose,

It is gseen in Pigare 2,5 that “he standard devia-
tions g, and J; of the measured LOP's ar2 ndot “he same as “he
standard deviations ¢, and G, of the arror ellipss. A
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Pigure 2.5 Error Ellipse and 4., -

cosrdina*e +ransformation is requirad Lo obk+ain “hem. This
s-ansformationr is found in Heiazer (1977) and will no* bhe
discussed hera. Resul:s of the traasformation are present2q
in equations 2.1t and 2.12, from Bowditch (1977).

a > 2 L ) tT
Od = -2—5-";%—[0; + o’: +\/@ +0",.)—4sina/_l;0"0"d (2.11)

£ Y ' b 2 3 'y . . \—
a, = m[¢+fz—\/@+¢‘)—4SIﬁ/~)>G. f,J (2. 12)




vhere:
da = length of the semi-major axis
d, = length of the seai-minor axis H
7, = standard deviaticn of the range LOP
J; = standard deviation of the angle LOP

vhen converted to distance units
/2 = angle of intersection of LOP's

Por range-azisuth positioning, ¢; and g; ace no+

equal. 0 is the error in distance measurement, and i+ is
dependent on the equirment used for ranging. A diagram of a
range~-azimuth position is shown in Pigure 2.6.

Figure 2.6 A Range-Azimath Positionm.




The error in the visual LOP, J;, is a function of the
angular error of the theodolite and the distance to tha
vessel, where r is the distance and ¢, is the angular stan-
dard deviation of the theodolite, in units of degrees. This
is given by ejuation 2.13, which is a modification fronm
Heinzen [1977]. Heinzen uses the tarm angular resoluticn in
place of the more correct Jy.

r Cra

% * 529

(2. 13)

The error ellipse concept can now be applied to the
eccentric geome+ry by using equation 2.11, 2.12, and 2,13
directly. 1In the concentiric case, since the angle of inter-
section ,ﬂ, is alvays ninety degrees, equations 2.11 and
2.12 can be siaplified to equations 2.14 and 2.15.

2 : a 1 Y
G= % 0'.*'“:*'\/(0.'*“2)‘40.6.. (2. 14)
L J
r —
2 ¢ i by 2 2 ~ 2
Gmz|Ceder/(ded)-a0 3 (2.15)

3. BRoo% Mean Sguare Distance

Root mean square distance (4,,) is presented here
becauge of its common use in hydrography. It is not
coamonly known among hydrographers that unlike the error
ellipse, 4,m¢has a variable probability depending on the
eccentricity 5f its assoclated error ellipse, and rangss
from 68.3% to 63.2%, as shown in Pijure 2.7 froa
(Burt,1977]}. Eccentricity is defined as the ratio of the
seai-pincr to the sesi-major axes of the error ellipse.
Root mean square distance is also called NMean SJuare
Positional Error (MPSE) by Greenwalt (1962), who recommends
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Pigure 2.7 Variation of 4,, Probability.

that this index not be used because of its variation in
probability.

Root mean square distance is defined in Bowditch
(1977) as equation 2.16. An alternative form is given by
Heinzen (1977) as equation 2.17. 1If the errors are assumed
independent, the correlation coefficisnt G;' is zero and
equation 2.17 is reduced to equation 2.18. An alternate
method of arriving at equation 2.18 is to substitute egqua-
tions 2.11 and 2.12 directly into sjuation 2.16.

k3 k3
s = 1/02*- T (2. 16)

SIN (S

drns =

G,‘* q, + 20a 0,0, cosﬂ (2. 17)
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| -~ 2

drms = _,,:T g +~ 0, (2. 18)

If concentric geometry is assumed, the angle/Q is equal to
ninety degrees and equation 2.18 is reduced to equation
2.19,

=

2
drms =\/T, + T, (2. 19)

Substituting 2quation 2.13 into equation 2.19, the final
form for range-azimuth d,,., is obtained.

» r G
Qrms = '\/G'. * 530 (2.20)

4. circular stapdard Error

Circular standard 2rror has experienced little use
in hydrography but is valuable because it allows easy
conversion between circles of diffarent probability. It is
derived in Greenwalt (1962) and givan by equa*tion 2.21. It
should be noted that this equation is only an approximation,
although a very good one.

Oc = 0.5000 ( G, + Ty ) (2.21)

Circular standard error has a probabili“y of 39.35% for a
completaely circular error ellipse. It is preferred over
drms because it can be converted td> other circular error
indices cf different probability by a constant conversion
factor, as long as the ratio of Gp/da is between 0.2 and
1.0. The squation for circular standard error, and for
other circular error figures, is given in Table I, which is
taken directly from Greenwalt (1962). This “able gives all
error indices in terms of either (. or the error ellipse

i
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TABLE I
Cizrcular Brror Poraulae
Percentage
Precision Index Probability Formula
Standard Error ¢ 5000 (ax + oy) .
when opmin/omax > 0.2
Circular 50% CPE = 1.177h4 o
Probable Error
CPE = 0.5887 (oy + oy)
vhen oy;n/opex > 0-2
CPE ~ (0.2141 Omin * 0.6621 om)
vhen 0.1 < gy, /0., < 0-2°
CPE ~ (0.0900 Opmin * 0.6745 °max)
. 4
when 0.0 < Omin/ “max < 0.1
Clircular Map 90% CMAS = 2.1L60 o
Accuracy Standard
CMAS = 1.0730 (o, + @)
when o’min/amax > 0.2
Circular Near- 99.78% 3.5000 o
Certainty Error c
(Three-five sigma)

semi-major and semi-aminor axes ¢, and d,. Applying the

assumptions of the previous section on d,ms to this case, J;
for the concentric range-azimuth case is givea by eguation

2.22.

& = 0.5000 (cr. .

r Je
57.296

(2.22)

=y
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C. THE ERROR OF AN INTERPOLATED PIX

The error in an interpolated position for both methods
of interpolation used in range-azimuth positioning will now
be derived. Pfundamental to the derivation is an under-
standing of the concept of error propagation, which is
explained in detail in Greenwalt (1962) and Davis (1981).
Error propagation is suamarized here for the special case of
range-aziputh positioning. It must be noted that ary inter-
polation discussed in this chapter is strictly due to errors
in the observed positions between which the interpolation is
made. PError due to the vessel not being at its interpolated
position (due to steering or wind and sea conditions) will
be considered in later chapters.

1. Interpolation Algorithms

The present NOS met hods of intsrpolating range-
aziauth fixes are of two types. One interpolates both the
range and angle between two observad positions. The second
is used when actual range information is acquized on each
sounding., In this case only the anjle is interpolated, and
is used with the observed range to compute a position. 1In
each case a linear interpolation is used [ Ehc-hardt, 1979].
Algorithmas for the interpoclated value of the range, r;, and
the angle ©;, are given in equations 2.23 and 2.24.

L, =r, ¢+ (j/KeV) (z,-1)) (2. 23)

g

6, =6 + (I/K+1)(0,-9,) (2.24)

vhere:

Subscrip% i denotes interpolated.
Subscript 1 denotes observed position nuaber 1.
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Subscript 2 denotes observed position number 2.
K dendotes the number cf intarpolations.
j steps from one to K.

The following example of tha interpolation process
is also sketched in figure 2.8.

—

\
\
\
T
\

) S S,

| | —ha
\ !
e:.c\ ! LY

Pigure 2.8 Bxaiple of Angular Interpolation.

1 to 2
2

Let: e, = 251 £, = 1501m 9§
e, = 244’ £, = 1485m K

The valueées of the interpolated angles and ranges are
computed by equations 2.24 and 2.23.

8, = 251 + (1/3) (264-251) = 251 - 2.3 = 248.7 (2.25)

8,2 = 251 + (2/3) (204-251) = 251 - 4.6 = 246.4 (2. 26)




r,, = 1501 + (1/3) (1485-1501) = 1501-5.3 = 1495.7m (2. 27)

£;; = 1501 + (2/3) (1485-1501) = 1501-10.7 = 1490.3wm(2. 28)

2. Egxror Rropagation

"Prror propagation is bettsr termaé “he propagation
of variances and covariances" [Davis, 1981)]. The following
paragraphs are a general derivation of error propagation,
and will be applied below. In reading this section, the
terms x andy are general, yet tha reader should remember
that they will be applied specifically to range-azimuth
interpolaticn., Let y be a set of quantities each of which
is a function of another set of randoa variables x. The
random variables in cur application are the observed x
given in equation 2.1, and y is the interpclated ©; or r;
given in equations 2.24 or 2.23.

The covariance matrix 2:77 is given by <he matrix
equation 2.29, where J,. is called the Jacobian matrix and

is given in equation 2.30.

r
Zyy = Jy%Zxx Jyx {2.29)

Y2 3y 1
oxy Ox%a -S?ﬁ:- \
2 [
Jyx = - ’ax,ﬁ : (2. 30)
i
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T
.J"y, is the transpose of Jy; , and Zxx is another covariance
matrix given by :

( T T L 2
a, G T -=- %
kY - 3 '
G GO I '
hd a a !
N T G o ; (2.31)
] )
1 .
x 2
~07M ------------- d-J

The covariance matrix in egjuation 2.31 is wrizten
for the general case cf correlated random variables. If y
is a single quantity rather than a set of guantities, and if
the variables are assumed uncorrelated, equation 2.29
reduces to:

-r B
[ 5 ¥y
! k 3 3!.
O;‘ 2 O b
2 3y dy dy dy
G‘, = [&’. Bx;"' "a—x; O\\\ a:"l (2. 32)
\Gt )

By carrying out the multiplicatiorn in aquatiorn 2.32, the
expanded form is given in equation 2.33.
2
1

a 2
2 ) 2 L) Y] 2
ay s(g% <r,+<;’; a, + ---- +(g€; q, (2. 33)

If y is a linear function ¢f random variables, the
partial derivative terms in equation 2.33 become constants.
Thus the matrix equatior 2.29 becoass equation 2.34, where
a,b,c, and 4 are constants.

0’; = cf(r.z + b’O': + c’cr:-e- R dd': (2.34)
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Now let us apply egquation 2.34 to the range-azimuzh
casa. The assumftions made above are:

(1) y is a éingle quantity

(1i) The random variables x are assumed

uncorrelated.
(iii) y is a linear function of x

If these are applied to the two intarpolation algcrithas,
equations 2.2¢ and 2.23, it can be seen that:

(i) 8, and r;, are single gquantities.

(ii) The random variables ® , 8, and
I, » I, are assumed uacorrelated.

(ii1i) The tvo interpolation algorithms are linear.

From the foregoing general liscussion the iaterpo-

lated variances of equations 2.23 and 2.24 can be given as:

k3 k3 J kS LY
qr‘k = Gy + <-\Z-:l—) (Jr:.- Grn) (2.335)

a’=c)"*—‘-j----cr’-crz (2.36
'R o1 Kol 82 =N « 36)

PV T




and:

EY k.3 LS

Jogr = Toa = T (2. 38)

By substituting egquations 2.37 and 2.38 into equations 2.35
and 2.36, vwe have:

G = Gn (2. 39)
and
4 a S

This error propagation applies only to vessels
roving in an arc. Por a vessel moving in a s<¢raight line
the angular interpolation algorithm is not linear and the
: partial derivative terms analagous to those in 2quation 2.33
v are not constants. The error ellipse for an interpolated
: position can now be formed. The ellipse is seen to be <the

sane as fcr an observed position (figure 2.5) since equa-
tions 2.39 and 2.40 show that errors in interpolated
distance and angle are th2 same as for ar observed distance
2 and angle.
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IIX. BIRERIMENT DESIGN AND IBRLEMENTATION

The experimental work performed in this investigation
can be conceptually divided intc two parts, although bo*h
parts were accounplished simultanaously. Part one involved
pointing error and variance determinatior for the two theo-
dolites, and part two investigated the accuracy of
intergolated positions.

A. FIELD WOBK

The actual field work was reprasantative of a typical
range-azimuth survey. Two full days (8 and 15 April, 1983
vere required to obtain 443 position fixes and over 2500
Aztrac angles. The experiment took place in southern
Monterey Bay naar the Monterey Harbor Coast Guard Pier, as
shown in Figure 3.1, The vessel us=d was a chartered
36-foot Uniflite with a fiberglass hull and twin ergines,
and its operator had about two momths' hydrographic survey
experience, inclulding steering range arcs.

For each position of the vessel, six lines of position
ware observed. Three Wild T-2 theodolites locatad at
stations MUSSEL, SOFAR, and USE MON ware used td> chtain the
“reference” or best estimate positions of the vessel. Twe
additional test theodclites, a Wild T-2 and an Jdoam Aztrac,
made observations frcm stations T2 and AZTRAC. Pinezlly, a
Del Norte Trisponder (sodel RO4) provided a distance LOP to
the vessel froa staticn GEOCEIVER. The reference positions
were obtained at oSne minute intervals, and five Aztrac
angles vere observed between each of these positicns for
later use in evaluating interpolation methods. Pigure 3.2
shows the scurces of the various LOP's to the vessel. It
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Pigure 3.1 Sketch of the Survey Area.

represents an enlargement of the dashad circle area shown in
Figure 3.1.

Geodetic control for the reference positions consisted
entirely of monumented third-order stations. Station
GEOCEIVER, although not a published station, was located to
third order specifications by Mr. William Anderson of
NAVOCEANO in 1982, and the other two stations were located
as eccentrics of this station. PBach was less than one meter
from GBOCBEIVER. GEOCRIVER is a monumented station, while
Aztrac and T2 are marked by masonry nails driven into the
concrete pier. Positions for Aztrac and T2 were coamputed on
an HP-9815 computer using the NGS geodetic direct prograa.
The initial pointing by both instruaents was t> station USE
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Pigure 3.2 Lines of Position Observed to the Vessel.

MON. 1Initial pointings at all stations were made to thizd-
order staticns at least 500 meters distant. Geodetic posi-
tions of all control stations is given in Appendix B.

Undervay operations were very similar to a nornautomated
range-azimuth survey, except that fiva taeodolites, rather
than one, were trained on the boat for eack f£ix. The survey
boat steered along the appropriate range arc, and fix marks
vere given over voice radio to the obsarvers on shere. All
T-2 angles were obtained once each minute, and Aztrac angles
vere recorded every ten seconds. Thae sequence >f events for
each referencs position is given in Table II.

This process continued throughout the two-day field
operation. Breaks in data collection occurred at the ends
of each range arc, and also vhen theodolite observers wera
rotated. The monotony of the events shown in rable II was
sufficent to approximate the monotony (with its associated
observer difficulties) of an actual survey.




TABLE 1I
Data Acguisition Seguence of Events

time ior
to figr ' action
20 sec depress Aztrac manual fix button
15 sec "15 second standby" over voice radio
10 sec depress Aztrac manual fix button
5 sec "stand by" over voice radio
0 sac "mark" over voice radjio,.
depress Aztraz manual fix bu++on,
T~2 operators make observations

Observers at stations MUSSEL and USE MON were required
to record angles as well as to observe, T-2 observers at
staticns T2 and SOPAR were provided with separate recorders,
because at times the high angular speeds of the vessel at
these stations (due to closeness of the boat) made observing
and recording difficult for one person.

The Trisponder was calibrated using the standacd NOS
method over a gecdetic baseline (GEOCEIVER to USE MON) and
no systematic errors were observed. The geodetic baseline
vas determined by coaputing an invarse distance between
staticns USE MON and GEOCEIVER using the HP9815 computer and
NGS geodetic software. The Trisponder was reported by Odoa
Offshore Surveys to have a standari deviation of its ranging
error of 1.0 aeters. The master unit and antenna wvere
mounted at the highest part of the boat, about one meter
above and aft of a radar antenna enclosure, which was about
one meter in diameter and 0.4 meter high. The master unit

vas a cube about 0.3 meter on a side and vas covered with
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green signal cloth. This unit wvas the target +o which
angles were observed. The Trisponlar Distance Measuring
Unit (DMU) wvas mounted next to the steering station inside
the boat.

Data logging for both Trispondsr and Aztrac was accom-
plished by an Odom Navtrace coamaputs3r system. Both the
Trisponder DMU and Aztrac receiver ware interfaced to +his
unit. The Navtrace computer is programmed to automatically

log fix data not on intervals of equal time, but on equal
distance intervals from a reference line. For this reason,
all fixes were logged by using the manual fix feature of the
computer, This simply caused the computer to log distance
and angle each time a button was manually press2d. Timing
for fixes was provided by an NOS standard sounding clock.
This is a mechanical clock with a buzzer set “o ring every
ten seconds.

The weathar during both days of field work was good <o
fair for survey vwork. Visibility was good at all times, and
winds wvere cala on each morning of operations. Afternoon
northwest winds were a maximum of about 15 knots on both
days, which produced two to three £90t seas in the offshore

part cf the operating area.

B. THEODOLITRE POINTING ERROR

The pointing error, x;, is defined as the difference
between an observed and compu<ed angle given by

ef =8-9 (3.1)

f . and the mean pointing error, X, is therefore

L
- - |
| . X --;;iix; (3.2)
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where n is the number of observations, 8, is the observel
azimuth and 6, is the computed azimuth from the theodolit2
position to the referenca position of the vessel. The stan-
dard deviation, g, ¢f a set of pointing errors can be

expressed mathematically as

% = -\/h'_‘ i()?-x,.)‘ (3.3)

ALY
This is the usual definition in most statistics texts and

agrees with the discussion in section IXI.A. of this paper.

The ccaputed azimuth, 8., was iatermined by coamputing a
geodetic forward azimuth from either tast theodolite posi-
tion to the reference position of the vessal., There is some
potential error im 6, due to an unca2rtainty in the refersnce
position of the vessel. The reference position of the
vessel was deteramined by a least squarses adjuscment c¢f the
three LOP's from the thres Wild T-2 theodolites. A
by-product of this adjustment is an error ellipse for each
position. Th2 angle subtending this ersror ellipse from each
test theodolite is the error in 6,. This is illustrated in
Pigure 3.3.

uncertainty

error
cllipse

Pigure 3.3 Uncertainty of an Observed Error.
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The least squares method was da2veloped in 1794 by Gauss. E
It is based on the ccncept that as soon as redundant obser- ’
vations are present there appear discrepancies among the 4
observations. In order to eliminata these discrepancies a
residual, v, sust be added to each observation. 1In the
method cf least squares the residuals are determined such
that the sum of <heir squares becomes a minimum, provided
all cbservations have the same accuracy [ Mueller, 1979]. It
is assumed that the three LOP's used in this adjustment do
in fact have the same accuracy. PFurther information on the
method of least squares as applied to hydrography is given ﬁ
by Kaplan (1980).

Refarence positions were calculated by ths least-sgquares
PORTRAN program AZLSQ2, written by the author, which is a
modification 5f program SILVA1 [Silva, 1979]. The progranm
generated plane and geodetic coordinates for each position
fix, as well as the lengths ¢f the semi~-major and semi-minor

axes of its error ellipse. The angls mads by the semi-major
axis and the x~-axis was also computed.

C. INTERPOLATION ALGORITHM EVALUATION

The present NOS method of observing azimuths to the
sounding vessel is totally nonautomat2d, as explained in
section A. This precludes recording an azimu<h for each
sounding because of the speed with which soundings are
taken., Consequently interpolation algorithms are employed
to plct soundings between observed positions. TIwo algo-
rithms are used: one interpolates only the azimuth and uses
an observed distance to the vessel, while the other interpo-
lates both azimuth and distance. Pigures 3.4 and 3.5
illustrate the situation.
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Figure 3.4 Interpolation of Angle Only.
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Pigure 3.5 Interpolation of Angle and Distance.

The method usad toc evaluate thase interpolation methods
is simple, Actual distances and anglas to the vessel vere
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recorded every ten seconds, using the telemetering theo-
dolite and associated computer logging system. A ncrauto-
mated system was than simulated by intarpolating between
positions ottained every minute. Thus two data sets were
produced, an interpolated set and 2 corresponding set of
actually observed positions. These two sets of positions
were then ccmpared and their differances examined. Both NOS
interpolation algorithms were evaluated in this manrer. An
analysis cf the experimsntal results is given in Chapter 1IV.

D. CHOICE OF EXPERIMENTAL CONDITIONS

Any experiment must be performed under cornditions
similar to +*hose under which the rasults will be applied.
This section will describe the specific error sources to be
examined under range-azimuth conditions. By carefully
choosing the experimental conditions, these error sources
can be brought into the foreground for examination, while
all cther souwrces of error can be kept in the background.

It is necessary to intrcduce some standard statistical
terminology to help understand +the sxperiment design. The
classical experimental method studias the effect of only one
variable. That is, it holds all effects but one %o be
constant, and varies that single on2 systematically. 1In the
case of this thesis, one factor (a theodolits) was varied
systesatically by introducing two lavels (Aztrac and T-2) of
the factor. It is desired to find the effect of that factor
(the th2odolite) on the error of a rangs-azimuth positicn.
It is known, however, that the obsarvar also has a consider-
ablae effect on the error of a position. Thus another factor
(the cobserver) is introduced into the experiment. Four
levels (four different individual observers) of this factor
vers selected.




The folloving four observers, who are attached o the
Naval Postgraduata Scheol, constitute the four levels of the
observer factor.

LCDR Gerald B. Mills, NOAA. Instructor in
Hydrography. Ten years expariance in
geodetic and hydcographic sarveying.

LT Maureen Kenny, NOAA. Student in
hydrography. 2 years field experience
atoard the NOAA ship Davidson, prcimarily
in Alaskan and Wast Coast watars.

LT Mary C. Schomaker, NOAA. S+tudent in
hydrography. & years‘field experience
akoard NOAA ship Davidson, and on NGS
herizontal control and leveling pacties.

Mr. James R. Cherry, Supecvisory
Geodesist, Naval Postgraduate School. 23
years field experience in nyirography and
geodesy, with the Naval Oc2anographic
Office.

Although additional observers would have been desired, none
vere available who had any experiences with thsodolites.
Aside from the factors to be invastigated, it was recog-
nizad that there were background conditions “hat affected
the results of the experiment [Crow, 1955). Some of these

wvere taken into account axplicitly ia the design. The
influence of all others was amainimizad by scheduling the
experiment such that each combinatisn of instrument and
observer was svaluated in random order, thereby randomizing
the effects of these other conditions.




Blunders and some systematic ecracs were explicitly
accounted for in the design. Blunisrs were identified visu-
ally by their large magnitude and were simply deleted from
the data set using the 2ditor on th2 NPS computer. The
Aztrac instrument essentially eliminates all blunders due to
its automatic da+ta logging feature.

Systematis errors integral to the theodolites, such as
collimation and eccentricity, were not accounted for, since
they were very smll compared to <hs size of the errccs
undar inves*igyation. One systematic =srror that could be
quite large is the initial pointing 2srror, which is due
largely to the observer. TIhe NOS Hydrographic Manual
[Ombach, 1976] requires tha initial pointing o be "accurate
to within £30 seconds of arc". That is, the difference
between beginning and ending pointings is not to exceed one
minute. For this experiment, the m2an of the beginning and
ending pointings to the initial azimuth was algebraically
subtractad from all cbserved angles for that s2t. I* could
be argued that a more accura*e way 5f removing this systenm-
atic error would be to prorate the difference in initial
readings Letween the beginning and anding pointings.
Hovever, the former method is often us2d by NOS hydrographic
survey units.

One background ccndition, the angular speed of the
vessel, wvas explicitly taken into aszcount in *he design by
dividing the experiment into groups. Six separate subsets
of the experiment were created by m2asuring pointing ercor
at six different angular speeds, These speeds were chosen
to be closely reprasentative of spseds found under actual
surveying coniitions. To this end, integral values of
angular speed vera not used, but rather integral distances
from the ves=s11 ¢35 the theodolite station. This corresponds
to actual practice in most nonautomated or semiautomated
surveys. The vessel maintains constant engine speed, and is




navigated in a circle such that a constant distance valus is
displayed in the ranging equipment. PFOor this experiment,
distances of 300, 500, 700, 1000, 1500, 3000 meters were
used. Using the approximate vessel speed of 2 meters per
second (4 knots), the angular speeds in mirutes per secord
corresponding to these distances were 22.9, 13.8, 9.8, 6.9,
4.6, and 2.3, respectively.

Another background condition that was explicitly
accounted fcr in the design was the axperience of the
observers. For a completely general investigation, ore
would desire to evaluate the error using observers of widely
varying experience. Only experienc2d observers were used in
order to conserve resources of “ime and money, although ncrne
of them were experienced in using the new Aztrac instrumern+*.
All observers except LCDR Mills had acted as observer for
range-azimuth hydrography within th2 past yea:- using the
wila 7T-2.

There were other background conditions that affect=d the
Tesults of ths experiment, including weather and lighting
conditicns, and observer fatigue. OJther subtle factors may
have also contributed ¢to the error. In nonautomated
systeas, there might have beern a time lag by the radio oper-
ator in the vessel as *he fix mark was relayed to the theo-
doclite operator ashore. The design of the experiment could
nct explicitly account for all thes2 conditions, so several
steps were taken to randomize the order of observations for
each combination of instrument and observer.

It was assumed that the “heodolites used were randomly
drawvn from the entire population of I'-2 and Aztrac instru-
sents. This is a fairly good assuaption for the T-2, since
the particular unit tested is one of saveral maintained by
the Naval Postgraduate Schaocl, and has seen several years of
service. The assuaption for the Aztrac theodolite is not as
good, since it is one of only five in existence at this
time. It was provided by the manufacturer for testing.
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Theodclite observers ware raquirsd to be paired, since
tha experimental theodolitas observad simultaraeaous angles %o
+he vessel. A random selaction of obsarver pairs was accom-
plished by consulting a random number table in Wonnacott
(1977). The order of observation for the six differen+
range arcs was important and requirad randomization.
Failure to do so could allov the error associatad with each
to be influenced by time varying condizions. Exaaples of
<hese are the changing affect of sun glare on the instru-

men%, observer fatigue, tha effect 2f repeticiosn acting %o
dacreas=2 error, or increasing afternoon winds disturbing the
theodclite. Randomization was again accomplished with *he
aid of a rand>a number table. A random numbsr wvas assigned
+*0 each rarnge arc, and the order of obsarvation was estab-
lished by selecting the arcs from the lbwest to highest
nuaber.
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IV. BESULIS AND DATA ANALYSIS

A. DATA PROCBSSING SYSTEN

All data acquired for this experiment wer2 manually
entered into the NPS computer facility. A da*a processing
system vas designed and implemented to log *he raw da*a arnd
perform the necessary computations to arrive at the finished
form given in this chapter. This system was divided in%o
numerous subsysteas to enter data, ia2termire the pointing
error, computa interpolated positions, computa means and
variances, *est for randomness, and compute analysis of
variance (ANOVA) statistics. ANOVA is a standard statis-
tical technique used in testing for a difference between the
effects of twd or more factors.

The data processing system was da2signed and programmed
by the author. As mentioned previocusly, the NGS gecdetic
inverse and direct subroutines [Pfaifer, 1975], as well as
th2 least-squares adjustment prograam {Silva, 1979], were
adapted for use here. The ANOVA computaticns were performed
by the Statistical Package for Sociail Sciences (SPSS) on the
Naval Postgraluate School mainfram2 computer (Hull, 1981].
The pointing a2rror and iatsrpola%.oa subsystems were
designed as dascribed in Chapter III.

B. POINTING ERROR DETERMINATION

The pointing error standard deviation for each theo-
dolite needs to be quantified, and 2 dstermination must be
made as to whather there is a statistically significant
difference between the two instrumeats. Pointing error for
each coabination 5f instrument and obsarver was deteramined
by the methods discussed in Chapter III. Standard deviation
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of “he pointing error was computed using equation 3.3, for
each combination of instrument and observer, at each range
arc, and are given in Appendix A. This entire procedure was
performed first for the T-2 angles obsarved to the nearest
second of arc, which is the maximum zesolution for ¢this
instrument, ard second, for T-2 angles rounded to the
nearest minute of arc, which is specifically allowed by the
NOS Hydrographic Manual [Umbach, 1976 ].

Since eight different instrument-observer combirnations
exist, the sample means and srtandard deviations for each
combination were slightly differen: because each sample is
ornly an estimate of the mean, , and standard deviatiorn, ,
for the entira population. The podslad standard deviation is
the best estimate of for this case of multiple samples
because it takes the differences among sample means into
account. If an overall standard daviation is computed using
equatior 3.3, the population standard deviation vill ke
overestimated because of the differenc2s among sample means,
The pooled standard deviation is mathematically expressed by
equation 4.1 Crow, 1955], [Box, 1978].

s, = ‘\/(h.-I)S. - (“a‘osl +ommeen "’("K") 5: S (4.1)

N, +n, +e-imtn -K

where:
k = total number 2f observer-instrument
combinations
n = numaber of observations for each observer~
instrument coabination J
s = sample variance for each observer-
ins+rumsent combination

Thus a pooled standard deviation was computed for the eigh®

saaples available at each different range arc. These are
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given in Table III for the Aztrac and both ¢h2 rounded and
unrounded T-2 data. This table givas angular speeds £or the
vessel in units of minutes of arc per seconds of time. Note
that the pointing error of the Aztrac is twice as large as
that of the T-2 and that <he rounded T-2 pointing error is
only slightly greater than the unrounded.

TABLE IIIX
Pointing Brror Standard Deviation (pooled estimates)

Range Approx. T-2 T-2
Arc Aggg%gr Aztrac (unround=24) (rounded)
(m) (min/sec) m (sec) a (sec) n (sec)
2 de s Jde Ta de
300 22.9 3.33 (2290) 1.26 (868) 1.31 (902)
500 13.8 3.56 (1470) 1.72 (7112) 1.73 (715)
700 9.8 2.10 (6 19) 1.30 (382) 1.31 (386)
1000 6.9 2.97 (613) 1.08 (2295) 1.09 (226)
1500 4.6 4.25 (584) 0.92 (126) 0.93 (128)
3000 2.3 | 2.06 (142) 1.41 (97 1.43 ( 99

The technigue of analysis of variance (ANOVA) is used tc
determine whether a statistically significant difference
exists betveen the two theodolites. The ANOVA technigque
allows the pactitioning of overall pointing error variance
into portions caused by each factor (observer and theo-
dolite), by interaction, and by experimental error.
Interaction exists if the variance for a particular combina-
tion of instruaent and obssrver is jyreater than the vac-iance
for any other such combination. Tha axperimental error is
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primarily due “o0 ¢he conditions described in Chapter IIT,
concerning the reference positions for the vessesl. This
error is a measura of the precision of the experiament, whzre
precision is defined as the closeness with which rapeated

. measureaents made under similar coniitions are grouped
together ([Greanwalt, 1971). Experimental error is assumed
to have a population mean of zero. Further details of the
ANOVA method can be found in many statistics tsxtbooks, such
as Wonnacott (1977), Box (1978), Crow (1955), and Walpola2
(1978). This discussion was taken primarily from Crow
(1955).

The following assumptions must be mad= when using the

analysis of variance technique.

(1) Observations are random.

(1i) Mears and variarces are additive, as given
in the mathematical aodel below.

(iii) Experimental errors are independant.

(iv) Vvariances of the experimental errors
are aqual.

(v) Distribution of the sxperimental ercors
is normal.
A mathematical model can rovw b3 given, using these
assuaptions, wvhich specifies the total effects of the vari-
ances acting on a particular observation, gqf.

vhere:

4= overall mean for all observations




a, = gffect of the inst-ument factor at leval i

bi z effect of the observsr factor at level j

35 = effect of the interaction of instrument and
observer at level i and j, respactively.

e;.t = random effect caused by the variance of ¢he
experimental error.

i= 1,2
j= 1,2,3,4
t: 1'2'3' LI 'n

n = the number of observations for a
particular observer-instrumen*
combination (usually 15)

It should be emphasized that the a, b, §, 2nd e 0f equa-
+ion 4.2 are not actual variances, but a realization of the
effect of those variances on a par<icular obs=acvation xq+ .
The variances associated with observer, irstrumen%, and
interacticn are computed by the ANOVA procedure, and these
form the basis of the test for differances. This test is
called the P-test in honor of Sir Ronald A. Pisher
[Wonnacot*, 1977 ), and is based on a ra<io of variances. 7To
test for a difference between instruments, we form a ratio
with the variance among instruments in the numerator, and a
denoaminator composed of an estimata of the variance of ¢*he
experimental error. In teras of our mathematical amodel, a
(the numerator) is being compared with ot (the denoai-
nator). More simply stated, it is a comparison of the
precision of the instrument (the nuasrator), with the preci-
sion of the experiment (the denominator). This ratio, F, is
then compared to a ratio E ,which is coaputed for for a
particular confidence level from the P-distribution function
given as equation 4.3 [Crow, 1955].

60

"X

N rdien

e T TP S PRIV Y- TR VAN I 4




(F ~f-2 )' ~P/z 2 (F-2)/2 -(f+f.) 2
P(F) =/

f, f. F fief F dF (u.3)
(f z)'( 1)' ( )

where: F = the ratio discussed above

£, = the number of degrees of freedonm
in the numerator of F
£, = the number of degrees of freedon

in the dencaminator of P

A precise hypothesis must now bz s<ated that can be
tested by the P-*test. Walpole (1974) states that "a s+atis-
+ical hypothesis is an assumption or statament, which may or
may not be true, concerning one or mors populations.®
Experiments are desigred to test hypotheses, and "the rejec~
tion of an hypothesis is «o concludzs that it is false, while
acceptance mera2ly implies that we have no reason to belisve
othervise" (Walpole, 1978]. a null hypothesis is an

“initial hypcthesis, or one we hope to reject"™ [Crow, 1955],
and is usually stated in terms of an assumption of no
difference between the effects to b2 investigated by the
experiment. This experiment uses three null hypotheses,
which are:

(1) There is no difference between observers,
that is, the ratio P, for observers, is
small compared to F,.

(i) There is no difference batween instrumen:s,
that is, the ratio P, for instrumen+s, is
small compared to P_..

(14i) There is no interaction, that is, the ratio
P for interaction, is small compared to F,.




These three null hypotheses can be acceptad or rejected
on the basis of ¢the P-test and the ANOVA procedure. If any
are +o be rejected, the value of th2 ratio P must excezd
+*hat of the critical P, for that confidence level (95%). 2
sumpary of ANOVA results is given ian Table IV. Por each
range arc, the computed values of F and the correspcnding
critical value needed to reject the null hypothesis are
giver. The rightmost coluan of ths arsas labelled as
rounded or unrounded data indicate acceptance or rejec+ion
of the null hypothesis. It c¢an be seen from this table that
in no c¢ase could the null hypothesis be rejected for either
instrusent or observer. In other words, it may be said with
95% confidernca that there is no reason <o believe thera is a
difference between the four observers or between the two
instrusents. It should be noted that data for the 1500
neter arc indicate a rejection of the null hypothesis for
interaction. According to Crow (1955), a significant inter-
action usually occurs because unrandomized background condi-
+ions are presen%. There is littla apparent reason why this
interaction should occur, other than tha* there were some
unidentified, time varying conditiosns affecting the measure-
ments. The 1500 and the 1000 meter range arc were only
observed cn April 8, whils all the other range arcs were
investigated on both days of the experiment.

A final assumpticn of the ANOVA technique is that the
observations within the aight coabina<ions ¢f instruament and
cbserver are randomly drawn from their populations. Several
tests are available to determine if a particular sample is
randoa. The test used here was the Run Test, as given in
Crow (1955), and a confidence level of 95% was used. This
test shoved all eight samples vere random at the 95%
confidence level.
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Susmary of ANOVA Results at 95% Confidence

TABLE

Iv

ety cmend]

Rounded Data Unrourded Data
Py P ‘ gull { pull
Yp- F | yp.
"T300 w arc | TTTTTTmTmmmmIIImTITTT
“instrument | 3.97 | 0.10 | accept | 0.09 | accep= |
observer 2,70 1.69 accept 1.69 accept
interaction 2.70 1.36 accept 1.35 accept
7500 w aze _____TTTTTTTTTTTTTTTTTITTTTTY
“instrument | 3.92 | 0.01 | accept | 0.01 | accept |
observer 2.68 0.13 accept 0. 14 accapt
interaction 2.68 0.25 aszcept 0.25 accept
"700 w are CoTTTTTTTTm T
“ipstrument | 3.84 | 0.05 | accept | 0.05 | accept |
observer 2.60 1.86 accept 1.86 accept
interaction 2.60 0.28 ascaept 0.29 accep+
71000 w are T T
’ISEE?G;;SZ""ETEE""B?5?"“2225;2"’6?6?"‘QEEé;E"’i
observer 2.68 0.45 accept 0.45 accept {
interaction 2.68 1.74 accept 1.79 accept :
1500 ® arc 7 T
“ipstrument | 3.84 | 0.78 | accept | 0.73 { accept |
observer 2.68 1.44 accept 1. 41 accept
interaction 2.68 5.01 raject 5.02 reject
73000 @ axc Tt T
“instrument | 3.95 | 0.10 | accept | 0.12 | accept |(
observer 2.70 1.69 accept 1.74 accept
interaction 2.70 1.36 accept 1. 37 accep*




C. INTERPOLATION EVALUATION

The ¢wo mathods of interpolation used by NOS were next
evaluated. As explained irn section III.C., threes sets of
positions werz computed. These were a set of actually
observed positions using Aztrac, ani two sets of corre-
sponding positions computed by the two different interpola-
tion algorithms discussed in section II.C. These %tvwo
algorithms were evaluated by computing the distance betwean
each observed positicn and each corresponding interpolated
position. A PORTRAN program written by the author per-forsed
+he ccmputations. The NGS geodeti: direct subroutine
(Pfeifer, 1975] vas used t5> computs positions froa observed
distances and Az*rac directions to th2 vessel. The interpo-
lated positions were computed usiny equations 2.23 and 2.24,
vhich are the same algorithms used in the NOS interpolation
subroutine TCARC [ Ehrhardt, 1979]. Distances betwean the
two corresponding positions were computed on a plans, rather
than using a geodetic computation. There is negligible
difference between plane and geodetic methods at the
distances (about ten meters) under zonsideration here.
Results of thase computations are given in Table V, whicha
shows for each range arc the average distance ia meters
separating the interpolated and the corresponding observed
positions. An indication of the variability of these values
is shown by the percentage of interpola+ed positions falling
farther than 1.0 meter away from tha actual position.

Little can be inferred from the rasults in rable V
because this table is really an intarmediate step towards a
rigorous evaluation of the raw data. This table should be
vieved as only a general indication of the effectiveness of
interpolaticn. Since it is a direct result of the ability
of the boat operator to steer the vessel in an arc, wind and
sea conditions have a tremendous effect on in%erpolation
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'does indica*te that, whenever possible, automatic recording
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TABLE V 4
Besults of Interpolation Evaluation )

Range Angle Only Angle and Distance
- %2> 1.0m — £ > 1.0an
n X from mean X from mean
3000 1.15 47% 2.41 55% 1
1500 2.09 85% 4.98 91%
1000 1.63 72% 4.07 78%
700 2.04 75% 3.01 80%
500 1.86 79% 4.15 33%
300 2.59 79% 5.32 8u%

effectiveness. Although this experimant was carried out in
representativa survey conditions, Tabla Vv should not be
vieved as being applicable to all situations. The table

T BRI AT 1 8 A T ! TR R AR BT LI VO

of range data should be usad.

Pull analysis of the interpolation algorithms should be
the two-dimensional equivalaent of tasting for the differernce
between means. This is because both the interpolated and
observed positions are not "true" positions, but have some
error. A one-dimensional test of differences batveen asans
is well established, and is discuss2d in several references,
including Wonnacott (1977). The null hypothesis for such a
test is

YT ey

d=_« - s (4.4)
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wvhere «, and _u, are the means of <ha two populations, and d
is some arbitrary dis*ance selected by the experiaserter.

The two-dimensional fproblem has tha saae null hypcthesis bue
the mathematics of the test have not been established. This
problem is illustrated in Figures 4.1 and 4.2.

Pigure 4.1 One-Dimensional Difference Betveen Neans.

A proper analysis of the data would iaquire for each
interpolated-obsarved pair of positions, whether *he
distance be*ween the two positions was greater than 4 fo- a
particular confidence. More work than could be incorporated
into this thesis is required to fully svaluate the data.

D ABALYSIS OF PACTORS APPECTING THE RESULTS

The results of this experiament wara presentaed in Tables
III, IV, and V. An attempt will now be made to analyze the
experiment for errors in logic and technique, in order to
better understand these findings.
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interpolated observed
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Pigure 4.2 Tvo~Dimensional Difference Between Means.

The most important results from this thesis are the
estimates of ¢ for theodolite pointing error. It is obvicus
from Table III that standard deviations of both the rounded
and unrounded T-2 error values are about one-half tha* of
the Aztrac, for all angular speeds considered. The ANOVA
technique, however, shows no statistical difference between
the instruments at the 95% confidence level. An analysis of
the data used to obtain the results yields a potential
explanation for this apparent contradiction.

The original data (pointing errars in seconds of arc)
vere msade the subject of empirical probability density fplots
using the subroutine HISTG [Robinson, 1974] on the NPS
computer. Thase plots show probability density versus
error, as well as aear and standard deviation. An exaaple
of these plcts, for the 500 meter range arc, is given in
Pigure 4.3. The remaining plots ara found in Appendix C.
Plots are shown for bcth Aztrac and T-2 (unrounded), for
each range arc. A striking featura of the Aztrac curves is
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Figure 4.3 Probability Density vs. Brror.

their bimodal shape, as coapared to a single p2ak for the
T-2 curves. I% can be easily seen from the curves how the
spread of this bimodal distribu%ion would increase the
computed standard deviation for th2 Aztrac data.

The method of data acguistion far this thesis wvas
semiautcrated in that all T-2 angles were manually recordagd,
while *he Aztrac angles were tecoriazd by pressing a button
aboard the vessel. It is probable that a time lag existed
between all the T-2 observations and the Aztrac observa-
tions, despite the best efforts of the observers, because
the observation procedure was not totally automated. 1If
this were +rue, there would be little diffesrence between the
observed angle & for the T-2 and the computed angle 6.,
because 8. is associated with a reference position also
derived from 1~2 obsgervations. The observed angle 6, for
the Aztrac would, however, be consistently different from 8,
because of this time lag and because the vessel was moving
to the left or right with respect t> the Aztrac observer.
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Since approximately egqual numbers of observations were made
vith the boat moving *o the left or rigat along *he range
arc, the distribution of Aztrac poiating errors would take
on a bimodal shape.

It is understood that the data analyzed by these curves
come from not ome but four diffarent samples, and tha= the
curves should not be expected to ba perfec+tly peakad. Tha
T-2 curves, however, also come from four samples and 4o not
have multiple peaks. This analysis is furthar suppor+-ed by
finding the distance Letween one peak of “he Aztrac cucve
and +*he single peak of the T-2 curva in figure 4.3. The
distance ir arc seconds, when converted *o meters, is
roughly the distance the vessel travel2d in one se2ccnd. One
second of time is certainly a reasonable figure for the *time
lag discussed above., A manual check of the raw data
racorded in the field also suggests such a time lag. The
original data were sorted into *two sets of “1aft" and
#right" cbservations, which vere analyzed for mean and stan-
dard deviation. Results of the analysis are shown in Table
VI. This table gives the mean and standard devia<ion for
the "left" and "right"™ data sets, and shows that the m2an of
both sets was about two meters to the lef:t or right of the
reference p¢sition of th2 vessel. This two meter differsnce
corresponds ciosely to a nominal vassal speed of two meters
per second (four knots) for the boat used, and a time lag of
one seccnd. Means for tae 1500 and 3000 me=er rangss are
somewhat unequal because sea conditions a+t these offshore
ranges caused the boat to travel slower in one direction.
The rightmost coluan in Table VI gives the pooled staadazd
deviation of each "left" and "right" data set, which is the
best estimate of the population standard deviation , 0g , for
the Aztrac.
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TABLE VI
Corrected Aztrac Standard Deviation
¥ean , X s Aztrac Pooled
Azc lgft/ Standard
right a {sec) _ n (sec¢) _De:;afigg___

L 2.95 ( 2035) 1.17 ( 806)

300 1.07 (741)
L 2.40 ( 993 1.50 (660)

500 1.44 (598)
R ~2.69 (-1112) 1.31 (539)
L 1.61 ( 476) 0.90 (266)

700 1.05 (312)
R -2.37 ( =700) 1.28 (379)
L 2.49 ( S5 1.55 (321)

1000 1.43 (296)
R ~2.92 (-604) 1.30 (268)

1.93 266 1.56 (228

1500 L ( ) ( ) 1.45 (199)
R -3.22 (=444) | 1.6 (147)
L 0.48 (33) 1.42 (98)

3000 ’ 1.30 (90)
R =3.97 (=273) 1.22 (84)

The systematic error caused by a time lag as tha boat
moved left or right in the observer's £ield of view was the
result of faulty design of the exparimant. The proper way
to correct this problem would be to duplicate the experiment
using better synchronization of all observations. An alter-
native would be t> model the systematic error and apply
corrections to the axisting data. Such a model should
include an estimate cf the boat spe2d and its left or right
direction with respect to the ohserver.

Different ANOVA results aight ba obtained using the data
corrected for systematic error, but this would not explain
the ANOVA results in Table IV. TL: conditions affecting
data acquistion must again be considered, as well as an




understanding 2f the ANOVA process, vhen offaring an
explanation.

The denominator of the F-ratio discussed in secticn B is
essentially the experimental error of the measurcaent
process. This error is primarily a function of the ecror
ellipse for the "reference" position shown in Pigure 3.3.
Table VII gives an estimation of this experimental error, by
comparing the size of the error in 3, and 8.. Uncertainty
in 6. is given as the mean major axis of all arreor ellipses
for a given range arc. Uncertainty in 8, is the pooled
standard deviation , ¢y, of each test theodolite. The
values for ¢, in the Aztrac column are from Table VI, and thz2
T-2 values are from Table III. An 3xamination of Figure 3.3
shows that use of the major axis of tha ellipse is a worst
case estimate of the uncertainty, since the ellipse could
have any orientation in tha x-y plane. Thus it can be seen
from Table VII that the uncertainty in o, is smaller than
that of the observed azimuth 8,. This comparison is an
indicator of the precision of the =2xperiment.

If this error in the computed angls, 6., could be
reduced by decreasing the size of the 2arror ellipse, the
denoainator of the P-ratio would bs smaller and the ratio
itself vould be larger. Thus a more pracise experiment
could produce a rejection of the null hypothssis, altkough
this is nct indicated in light of the values of Jdp for the
Aztrac and T-2 shown in Table VII. Reducing experimental
error any further than this study would be difficult under
typical hydrographic conditions, bscause “he three LOP
theodolite intersecticn position, adjusted by the least-
squares method, is one of the most precise positioning means
available today. The size of the reference position error
ellipse could possibly have been reduced if better intersec-
tion angles wvere available, but this was not possible with
the particular geographic shape of Monterey Bay.
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TABLE VII
Experiment Precision and rheodolite Error
BaRdE | etdedelr | REETACPORESS | D33 PRRie
aeters (sec) meters (sec) metars (sec)
92 Jo Ta Je

300 .974 (668) 1.07 (741) 1.26 (868)

500 .838 (344) 1.44 (598) .72 (712)

700 . 754 (222) 1.05 (312) 1.30 (382) :
1000 .824 (170) 1.43 (296) 1.08 (225) |
1500 .738 (102) 1.45 (199) 0.92 (126)

3000 1.188 (82) 1.30 (90) .41 (97)

In summary, *he analysis cf variance performed on these
data do, in fact, show that there is no statistical differ-
ance betveen Aztrac and T-2 at 95% confidence. This proce-
dure is a strictly nuserical one anl must be viewed in light
of the original research conditicns. When these conditions

are carefully analyzed to remove as auch systematic error as
pessible, the data strongly suggest that the ANDOVA results
are indeed correct.

E. APPLICATION TO POSITION ERROR STANDARDS

Proa Chapter I it can be seen that there is some confu-
sion in the hydrographic community as to the application of
probability ¢> positioning standards. #With this in aing,
. there appear to be four possibilities for consideration as
standards vith vhich to coapare tha results of this thesis, .
as given below. !

(1) The 1968 IHO standard of 1.5 anm at the

72




survey scale, with tha 90X probability
suggested by Munson (1977).

{(ii) The 1982 IHO standard of 1.0 mm at the
scale of the survey, with 90% probability.

(i1i) The current range-azimuth standacd of NOS
(0.5 mm at the survey scale) assuming a
probability associated with d,.¢-.

(iv) The d,ms standard of microwave range-
range positioning found in Umbach (1976).
This requires that d,ms values at the
survey scale not exc223d 0.5 mm for 1:20,000
scale surveys and smaller, 1.0 am for
1: 10,000 scale surveys, and 1.5 mm foc:
surveys of 1:5,000 scale and larger.

These four possibilities may now be compared to the

position errors of the Aztrac and I'-2 by using the pcinting
error resul*s given in Table VII. Since the precision of a
range-azimuth positicn is also a function of the standard
deviation of ranging error, 0; , assumed values of 1.0 and
3.0 meters are used in this aralysis. Some manufacturers of
microvave ranging eguipment used in raange-azimu*k pcsi-
tioning report a 1.0 meter value for ¢, , but 3.0 meters is
most often used by NOS personnel [Wallace, 1983] arnd has
some supporting experimental evidence by unbiased
experimenters { Munson, 1977 }].

Using these assuned values for J, and the observed
values for ¢, given in Table VII, the arror ellipse axes may
E . be coaputed using equations 2.11 and 2.12. However, the
{! ‘ error ellipse aust be converted to a circular error figure

in order to be compared with the standards above. The
assuned standards (i) and (ii) sust use a 90% probability
circle, which can be computed using Table I, and standards

e i oY Ll 2 T AN e S rt s b W e
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Pigure 4.4 Results Coampared to d,.ms .

(14i) and (iv must use the 4d,.; formula given by aguation

2.16. Results of these coaputations are shovn graphically

in Pigure 4.5 for 90% probability, and in Pigure 4.4 for

Qyms « Bach figure has angular speed of the theodolite along ;
the abscissa, and an ordinate consisting of a distance '
scale, in metsrs, indicating the radius of the error circle.
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The error circle for Pigure 4.5 is associated with the 90%
probability level, while the dyms circle for Pigur2 4.4 is A
of somevhat variable probability, as discussed in Chapter
II. The points plotted in Pigure 4.5 have eccentricity 3
values (Ji/qs ) ranging from 0.3 to 3.6, which indicate a ’
probability range of from about 65% to 67.5%.

These figqures also clearly show an improvement in the !
estimate of (g for the Aztrac as a result of the time lag
correction discussed earlier. The position error values for
the uncorrected Aztrac error is shown by triangles in both
figures, wvhile position error computed using the corrected
Op values are shown by solid dots. For both Aztrac cases,
two solid linear regression lines are drawn. Both figures
show that the uncorrected Aztrac values have a much greater
variability than the corrected values, and that the
corrected values are almost the sam2 as the T-2 position
error values indicated by open dots and dashed linear
regression lines. If the corrected Aztrac values are taken
to be the best estimate of position error for this instru-
ment, then a relatively constant error is indicated for the

entire range sf angular speeds considered here. This is
about 3.3 meters d,m; and 4.6 meters (90% probability) for
both instruments using a G, value of 3.0 meters, and 1.6
meters 4d,., and 2.5 meters (90% for a ¢, value of 1.0
meters. Plots are not shown for computations using a range
error of 1.0 metar.

The four possible assumaptions £or position error stan-
dards are compared to Aztrac and T-2 position errors in
Table VIII. The roman numerals healing the columns of this
table rafer t> the position standards associated with the
same numerals at the beginning of this section. The reader
should use ths table by selecting one of these columns and
inspecting it from the top to the bottom of the table. The
first rovw of Table VIIXI indicates the probability associated
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Pigure 4.5 Results Compared to 90% Probability.

with each positioning standard. Tha second rovw lists ths
saximum position error allowved by that standard, at the
scale of the survey. Rows three ani four show the errors
alloved in rov tw, vhen converted to actual distances for
tvo representative survey scales of 1:5,000 and 1:10,000.
Rovs five and six show the radius of the associated
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probability circle fcr both Aztrac and T-2, for ranging
error values >f 3.0 and 1.0 meters, respectively. The dual
probability parcentages in ccluans (£ii) and (iv) indicate
the variable probability of d,.s. Dual values in cclunmn
(1ii) for maximum error at the survey scale result from the
NOS standard for range~range positisning. The cemainder of
the table preseants conclusions as to whether the T-2 and
Aztrac me¢t the varicus standards. For example, in coluan
(iv) the observed 3.3 meter 4,.; value in row five is less
than the msaxiaum allowable error of 5.0 meters shown in row
four. Therefore, the T-2 and Aztrac do meet the NOS range-
azimuth standards of 0.5 mm at the scale of the survey for
1: 10,000 scale surveys.
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Assumed
Probability
Allowvable
Max Brror
at Scale
Allowable
Max Erro
at 1:5,000
Allowable
Max Error
at 1:10,000

TABLE VIII
Position Standards Comparison

i i iii i

l {ab ,' Ty !‘uoé’ (585
(1368) 1 _(1982) | (cr/m) _1(c/2)

l 90% ’ 90% ' 68%- 68%-
_-63%_ -63%
1.5 om 1.0 am I 1.5, 0.5 am

«0 nm

7.5 m S.0 n ’ 7.5 m 2.5 n

2.5 m 2.5 n 1.6 n 1.6 m
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1:5,000
scale

| yes ‘ yes “ yes ‘ yes

1:10,000
scale

yes ‘ yes l yes ‘ yes
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V. CONCLUSIONS AND RECOMMENDATIONS

Of the original cbjectives for this thesis discussed in
Chapter I, the first and most basic was the de*teramiration of
pointing error standard dsviation f£or the Aztrac and T-2
theodolites. No investigation of this type had ever been
done for conditions typical of a range-azimuth survey. An
experiment was carefully designed t5 determine this pointing
error and to jetermine if there was a statistically signifi-
cant difference between the instruments. The initial esti-
mates of pointing error were given in Table III, which shows

*he Aztrac to have an error, when converted to distance, of
about 3.0 metars, while the estimate was about 1.3 meters
for the T-2.

An uncompensated systamatic error in the data, due to
the time lag discussed in Chapter III, was discovered when
empirical probability density function plots were made of
the entire data set for each instrument. This led to a
rovised estimte of the pointing error for the Aztrac,
because the bimodal distribution causad by this time lag
advarsely affected the original estimate for dy. This
revised estimate is about 1.3 meters, as shown in Table VII,
and is almost the same as the value of {p for the T-2
instrument. When these estimates f>r (, are viewed in 1light
of the precision of the experiment, as shown in the ¢table,
it is seen that the actual values >f Jg could be smaller
than indicated, because smaller values would be masked by
the relative iaprecision of the experiment. It is t¢ be
concluded, however, that the actual values of the pointing
error of each instrument are no larjer than those given
here.




The question of a statistically significant difference
betwveen *the instruments was then considered using the ANOVA
technique, which can be said to compars a variance component
due to the imnstruments with a variance coamponent due to tkha
precision of the experiment. This precision was not very
much greater than the variance of the instruments, but was
based on the most precise positioning method generally
available for hydrography -- an intsrsection position using
three theodoclites. The ANOVA proceiurs indicated no signif-
icant difference between instruments, but if the precision
of the experiment had been increasei, a significant differ-
ance could possibly have been detected. 1In light of the
subsequent discovery and 2limination of the systematic error
due to a time lag, this conclusion of no difference betweern
theodolites appears to be well justifiad.

An evaluation of interpolation methods was the secord
objective of this thesis, and although tha2 analysis was not
as rigorous as it could be, it can be concluded that there
is a2 measurable distance between an interpolat2d position
and a corresponding observad position. This has never been
done for the case of range-azimuth positioning because the
rapid position fixing available with Aztrac has not been
available. It has been shown, through an error propagation
analysis of the interpolation algorithms, that the irnterpo-
lated error is not inherently due to the algorithms thenm-
selves. The arror is therefore due to the inability of the
vessel tc follow the range arc, which is caused primarily
because of environamental conditions and the vess2l opera-
tor's track keeping capability. Tha distance between the
interpolated and corresponding observed positions may be as
such as tvo to four nmeters, as indicatad in rable v, and is
roughly twice as great for a position that is computed using
both distance and angular interpolation, as for a position
using angle interpolation alone. It is therefore




recoamended that, whenever possible, automatic recording of
range data should be used.
The third and most important objective of the thesis is

a comparison 2f the tctal position arror using these instru-

ments with the required srror standarids of ths major hydro-
graphic survey organizations. The lowar half of Table VIII
gives these results, vhich are that all the s*andards
considered are indeed met, except the NOS range-aziamuth
standard at 1:5,000 scale using a rang2 error >f 3.0 meters.
This conclusion requires a very important qualification
regarding the T~2 instrument and th2 2rrors =2ncodounterad
while pursuiny the first two objectivas. These are errors
due to interpolation, and to the time lag discussed in
Chapter 1IV.

The approximately one second time lag discovezed with
the A2trac data set is not actually associated with the
Aztrac at all but is associated with *he T-2. It appeared
to be a systematic error of the Aztrac in this experiment
only because the reference postions wsere obtained using T-2
instruments similar to the test T~2. It must be concluded
from th2 data acquired in this project that there exis:s,
for any angle measured with a T-2, 2 time lag of about one
second between angle observations and any measurement made
aboard the vessel, including both automatic and manually
recorded depth and range data. There is then ar associated
position error for these measursments, the magnitude of
which depends upon vessel speed, which was about two meters
for the four knot speed used in this experiment. The
conclusions and position accuracies for observed T-2 posi-
tions in Table VIII do not take this additional error into
account. When the error contributions froam both the tinme
lag and interpolation are considered, it can be concluded
that positions interpolated between observed T-2 positions
have an additisnal error of about two to four meters. Thus




the total ac%ual position error for T-2 positions and posi-
tions interpolatad between T-2 positions might fail to nmeet
more of the standards than are indicated in Table VIII.

Having reached conclusions related to the objectives of
the thesis, another set of conclusions and racoammendations
can be made f>r <he Odom Aztrac *heddolite, regarding its
ease of use and suitability for range-azimuth hydrography.
The Aztrac instrument was expressly designed for rangs-

azimuth or azimuth-azimu=h positioning, and has features
vhich are advantageous o0 the operator of the ins<rument ip
the field. Such advantages are discussed in Chapter I, and
include ease of tracking, because 5f an upright telescope
image and an infinitely geared tangant screw.

The Aztrac theodclite possaesses advantages much more
important than ease cf use in the field, and *“hese adii-
+ional advan*iges are derived primarily froa its ability to
be interfaced with a computer aboard the survey vessel.
Sesides eliminating systematic error due to a *ime lag, a
computer based survey system offers the additional advantage
of being able to measure and record a position every fow
seconds. This allows three important advantages over a
systea that can only measure positions once per minute.
Pirst, since sach position is individually measured, no
interpolation is required and thus better accuracy is
obtained than with a nonautomated systeam. Second, no manual
data logging is required, which reduces blunders and greatly
increases the speed with which a survey amay be processed.
Third, an autonmated system allows tha surveyor to run
strajight sounding lines rather than curved arcs, because an
automated system can provide an almost real-time cross track

error indication to the helamsman. Running straight sounding

lines increases survey efficiency by orienting the lines
- more normal t> the depth contours, and by requiring fewver
total linear ailes of hydrography for sach survey. A vessel
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may of course steer straight lines with a nonautomated
system, but it is extremely difficult to maintain the s*r-ic+
line spacing requirements for hydrographic surveys without
an indication of cross-track error, so curved range arcs are
’ usually fcllowed.
Disadvantages encoun*ared during this experiment include
additional operator fatigue caused by the requirement to

RBP4

constantly track the vessel. “his is necessary if the
substantially increased data rate available with this
instrument is to be utilized. The zx*ra effort to track the
vessel is mcre than coffset, however, by the elimina<ion of
manual data logging. Care is required by the operator when :

rotating the instrument through an arc, because if the
instruaent is moved too rapidly the maximum telemetry data
rate is exceeded and erronaous angls data will be <rans-
mitted. This can only be detected by checking the criginal
initial pcinting. Although this problem was observed durirg
a manufacturer's demonstration, it did not occur during *he
’ experimental field work. Pipally, the transmittar range of
5 km is rather short for the distances used by NOS, which
can be up to about 10 km. The manufacturer has stated that
the system range can be easily extanded by increasing the
tzansmitter power [Apsey, 1983]. Although this thesis nmeas-
ured Aztrac error at a maxiamum distance of 3 km from the
shore station, the conclusions stated here should not be
blindly extrapolated to increased rangss. Still, if the
Aztrac pointing error standard deviation is reduced to its
angular resolution (0.01 degree) at tha very slow angular
speed of the vessel at long ranges, the error appears %o
remain acceptable. For example, 0.01 degree pointing error
at a range of 10 km results in an asrror of only 1.74 meters.
The advantages of the Aztrac clearly outweigh its disad-
vantages, so it is therefore recommended that the Qdoa
Aztrac system be inccorporated into the coaputer based equip-
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mert used by NOS. It should be useld only in situations
vhere it meets regquired positioning standards based on the
value for ¢ found in this investigation. It is also recom-
merded that the systematic error inducad by the time lag
discussed here should be accounted for in operational stan-
dards for rangye-azimuth positioning using the wild T-2.
This could be done fecr semi-automat2d systeas by providing
an automatic radio signal to the observer on shore that
precedes the actual depth measurema2nt by one second. A
simpler method of reducing this systematic error could be a
limit on the speed of the vessal, depending on the accuracy
standard required for the particular survey.

A final rascommendation must be made regarding the posi-
tioning standards of NOS. At presznt there are conflicting
standards for a given survey scale, depending on whether
electronic, hybrid (including rangs-azimuth), or visual
methods are used. Por example, positions for a 1:5,000
scale survey may be required to have an accuracy of either
7.5 meters dyms » Or 2.5 maters at soae unspecified prob-
ability, depending on whether microwave range-range or
rarge~azimuth methods are employed. The NOS is cer+ainly
the most progressive hydrographic srganization with regard
t0 position error specifications, but it is recommended “hat
the concept of probability be appliad to all positioning
pethods and not only electronic onas. PFurther, if the
meaning of "saldoa exceed" in the IHO standards is to be
interpreted as a 90% probability circle, then all the NOS
standards should be changed to reflsct that standard.
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ARRENDIX A
BEABS AND STANDARD DEVIATIONS OF ACQUIRED DATA SETS

All values for means and standard deviations are in
units of seconds of arc.

TABLE IX
3000 Meter Arc
‘ Mills ‘ Kenny ‘ Schomaker I Cherry
X ==> 53 -306 i 68 -242
Aztrac | s ==> 257 93 l 76 63
overall mean = -106 pooled s = 142
T-2 X ==> =34 ! 29 % 113 -16
un-= s ==> 67 59 164 60
rounded J
Sverall mean = 23 pooled s = 97
T-2 X ==> -39 26 109 -10
rounded | s ==> 75 62 163 i 57
overall mean = 89 pooled s = 9
85
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rounded

TABLE X
1500 Meter Arc

‘ Mills | Kenny ‘ Schomaker I Cherry

431

164
pacled s = 126

overalL




TABLE II
1000 Neter

Arc

l Mills l Kenny ’ Schomaker ' Cherry

sverall

mean = 11

poolad s =

87




. TABLE XII
L 700 NMeter Arc
b
? ‘ Mills ‘ Kenny } Schomaker = Cherry
L == 123 -114 36 l 208
Aztrac s == 585 777 508 1 S42
E sverall mean = 63 poolad s = 619
T-2 X ==> -14 -53 - 55 ' 156
un- s ==> 307 338 210 681
rounded J { L
sverall mean = 9 p3oled s = 382
T-2 L ==> -14 -50 ‘ -60 ! 160
rounded { s ==> i in 342 205 l 690
overall mean = 9 poelad s = 386
§
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TABLE XIII
500 Meter Arc

l Mills z Kenny : Schomaker ' Checrry

A DR D D D D W D T D D P D D D D D DD G T D WD R ED WD G YR P G P D a a ED> -

X ==> 284 4 98 -127
Aztrac | s ==> 1543 1423 1957 930
feeoodovemll sesnses  poolea s = w0
T=2 X ==> ‘ 56 4 9 160
:oﬂﬁéea s =2 1 710 1037 452 618
mcemmmaotS¥erall mean » 57 ___P30isd s = 712 ____. .-
T-2 X ==> 62 0 15 163
rounded | s ==> 710 1041 455 623
overall mean = 60 poolad s = 715
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Aztrac

T-2
un-
rounded

T=2
roundad

TABLE XIV
300 Meter arc

¥ills Kenny Schomaker { Cherry
I l l .

X ==> 425 -200 699 -1219
s ==> 2274 1605 2104 3516
dverall mean = -T74 poolad s = 2590

X =3> -210 320 276 109

g ==> 652 | 933 1290 682

:verali mean = 124 pooled s = 86&

X ==> -215 313 274 43

s =z> 654 929 1289 843

overall amean = 104 poolad s = 905




ARREEDIX B
GEODETIC POSITION OF HORIZONTAL CONTROL STATIONS

Station Name Latituade Longitude

SOPAR (1947 36 36' 32".117 121 53 247,004
USE MON (1978) 36 36' Qu".68S5 121 52' 35".900
MOSSEL (1932 36 37* 18".151 121 54°' 117,628
AZTRAC 36 36' 32".530 121 53* 25".310
T2 36 36" 32".493 121 53¢ 25%,254

GEOCEIVER 36 36' 32".512 121 53 25%.286
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ARRENDIZX C
EMPIRICAL PROBABILITY DENSITY PUBCTION PLOTS

0.5

300 METER ARC

1 T-2: SOLID LINE
AZIRAC: DASHED LINE

0.4

-

0.3

P(V)

-4000.0  -2000.0 0.0 2000.0 4000
ERROR IN SECONDS

Pigure C. 1 Probability Density Plot: 300 a arc.

T AL T A A - it e RS A et e ek



v
o
N 500 METER ARC
o T-2: SOLID LINE
AZTIRAC: OASHED LINE
"
oA
>
A~
L o
Q'q
°. 4
o
] L LS 1 )
' -4000.0 ~2000.0 D.o 2000.0 4000
'. ERROR IN SECONDS
Figure C.2 Probability Density Plot: 500 a arc.
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o
- 700 METER ARC
o T-2: SOLID LINE
AZIRAC: DASHED LINE
[ 2]
d.l
>
Q
nll
cS-J -
9
© T 1 1} 1
-2000.0 -1000.0 0.0 . 1000.0 2000.
ERROR IN SECONDS
Pigure C.3 Probability Density Plot: 700 a arc.




it
o—!
- 1000 METER ARC
o] T-2: SOLID LINE
AZTRAC: DASHED LINE
N
o"\
>
~
o'-.
‘
O"' -
/4 \\
j ) \\
3 o. l' ‘
Qo \\_
1 LB LS 1 1 |
-1500.0~-1000.0 -S00.0 0.0 500.0 1000.0 1500
| ERROR IN SECONDS !
{
Pigure C. 4 Probability Density Plot: 1000 = arc.
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- 3 e taes -

w
o‘-
- 1500 METER ARC
o T-2: SOLID LINE doN
AZTRAC: OQASHED LINE /] \
= [
- |
> \
a
| o
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' o
o - -
T 1 r T T 1
-1500.0-1000.0 -500.0 0.0 500.0 1000.0 1500
ERROR IN SECONDS

Pigure C.5 Probability Density Plot: 1500 = arc.
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0.5

- 3000 METER ARC
o T-2: SOLID LINE
AZIRAC: ODASHED LINE
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Pigure C.6 Probability Density Plot: 3000 m arc.
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