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CHAPTER 1

INTRODUCTION

Background

An ever growing concern of the U.S. Air Force is the
question of whether our forces are well enough equipped and
trained to maintain the deterrent stature that the United
States has enjoyed for so long. If the United States should
have to go to war, then how well will the peacetime plan-
ning support and sustain our %orc.s? Peacetime planning and
training is based on a "best estimate" of what we might ex-
pect to face in the "next war." The increasingly complex
wasipon systems, designed to counter the threat of potential
snenies, make the problem nf supporting and sustaining for-
ces more acute than ever before in our history. Faced with
the additional constraint of limited funds to support a
weapon system, the Air Force must be able to procure the
materials necessary to support the forces in the most effec-
tive manner possible. |

The cost of a weapon system is sc high that it is vir-
tually impossible, as well as impractical, to have a "one of
everything" type of supply system to support it. The limited
funds available to the Department of Defense (DoD) for sup-
port and maintenance of its weapon systems, requires that

1




prudent judgement be exercised when considering what and how
much to buy. A large percentage of the dollars spent during
the life of a weapon system are for its maintenance and re-
placement or repair of parts.

The nature and purpose of a weapon system demand a de—
sign such that individual components can be quickly removed
and replaced to minimize its down time. These components are
often axpensive, and constitute a large portion of the cost
of the system. The complexity of the components also means
that maintenance or repair is costly. The Air Force has cat-
egorized components into two kinds of items, namely, consum—
ables and recoverables.

Consumable items are either consumed in use or otherwise
lose their identity by incorporation into another assembly.
They are generally low cost and most often supplied in eco—
nomic order quantities (EOQ@). Recoverable items are general-
ly high cost, retain their individual identity (usually via
serial numbers), and are repairable or reuseable. This group
of items is further broken down into Line—-Replaceable-Units
(LRU’S), which can be removed and replaced, as a unit, ¢to
correct a deficiency or malfunction of a weapon system (or
other major items such as equipment). These are broken down
into Shop-Replaceable-Units (SRU’s), or sub—components mak-
ing up LRU’s. The terms LRU and component will be used syn-
onymously in this thesis.

The LRU’s and SRU’s are repairable at various levels of
maintenance, i.e., operational (base), intermediate and de-

[ 4

2




LR R A i A i B4 Madies Jhnse Bnve 2 Jiuse S Shade Sede Mttt Mieis i dri e-Mheir s Ty S L AT e
................. . . N RSN o . e

“'1 ‘!

pot. Base level maintenance is that level of maintenance
determined to be .uithin the capabilities of an operating
N base or wing with its assigned skills and equipments. Inter-
“ mediate level maintenance is normally accomplished at the
major command level. It may be performed at a fixed or mo-
-4 bile location, within the geographic area of the command and
may be collocated with an operating base. Depot level main-
X tenance is a more specialized maintenance which consoli-
- dates highly technical skills and specialized equipments for
major repair and modification of systems and recoverable
- items. After the initial procurement of a weapon system, the
depots are responsible for maintaining the overall supply
and diitribution of spare parts and materials for logistic

L support of assigned weapon systems, or equipments, for their

> useable life. This includes the additional procurement of
§ LRU’s and other parts to maintain a determined level of
3 usage.
5 rc termination
z Demands per flying hour data is currently being used by
j the Air Force to forecast spares requirements. The develop-
E ment of complex, dynamic, computer models to assist in the
: management of resources has given rise to the question of
;E ‘ how accurate forecasts based on this data really are. Demand
per flying hour (D/FH) is a statistic based on the require-
“s mant to replace some part on an aircraft after a specified
'Z period of operation. This period, measured in flying hours,

3
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and the demand ratio are projected according to the histori-
cal number of replacements for each individual component.
H Most computations of stock levels assume a steady state with

constant demand and service rates exists. The assumption has

o proven both reasonable and convenient during peacetime
' (11:8).
;i When calculating the level of stockage for an item, the

general assumption has been a 111 linear relationship be-
tween its demand and flying hours. That is, as the histori-
cal records of components are compiled, and the data is av-

eraged over the cumulative flying hours for a fleet of air-

A P P
L la- RN
1 KAV NS,

craft using that component, the resultant computation shows

§: that *X" number of components have been requisitioned for
% every "X" number of flying hours. The relationship of de-
é’ . mands on an LRU as a function of flying hours has important
fj bearing on the stock level of that LRU.

}J The forecasts use mathematical models calibrated with
£ data collected in a peacetime operational environment. For
g the most part, this D/FH ratio has been adequate. This ratio
4% could, conceivably, be less linear than the relationship gen-
By erally assumed for the peacetime weapon system. Some prelim-
.3 inary investigations argue that breaks per flying hour will
:% be sublinear ("aircraft get better the more they are flown")
%: for some components and superlinear (parts fail more the
E; more they are flown) for others (8:6). These investigations
é; have examined ’war games’ or surge exercises (intended to be
&; as realistic as possible), for their overall affect on sup-
: ,
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ply and found that, "Overall, total demands per sortie were.

comparable to (lowar than, etc.) normal peacetime flying
(8:6)." A surge exercise is designed to demonstrate a unit’s
ability to sustain the high level of flying activity that
may be expected in war. It seems intuitive that a wartime
environment should place different levels of demands on the

inventory system than peacetime.

Problem Statement

Many maintenance personnel who have worked with spe—
cific systems for some time believe that as their aircraft
get more and steady usage that the rate of failure for com—
ponents is less, or sometimes more, frequent than the supply
system provisions for (8:6). If in fact the D/FH ratio is
other than 1:1, a more accurate forecasting method should
provide dollar savings, as well as enhance the availability
and readiness of aircraft.

The spare parts data used for stock level maintenance is
based on a steady state, constant demand, peacetime environ-
ment, which lends itself to the present usage of a 1:1 line-
ar ratio for the D/FH for stock levels. The data is made
linear by using the equation Y. = ag+a,X.+e. which is essen-
tially the same as that for ; straight line. Here Y. is the
demand at period t, the a:’s are the values of the observa-
tions at X., which is the value of the flying hours at peri-
od t, @. is the error factor (17). (This type of notation is

used throughout the thesis). The demand data is accumulated

------




‘ig and is then divided into the cumulative flying hours which
;Eg gives a linear, 1:1 ratio. With the emphasis on the more
(\j realistic, dynamic world, this “linearity" may not hold
‘33 true. The data is time related, and the calculations used in

the stock leveling do not take this into consideration.
There are many computerized models and forecasting meth-
L ods available now that theoretically should provide a more
o accurate forecast for spares. This thesis proposes to show
that time series analysis is a more accurate method than

765 using the linear assumption. Time series analysis is a pow—

S
fg erful forecasting sethod that takes into consideration, be—
T' sides the time factor, such things as seasonal fluctuation

in demands. It is able to analyze data in the manner that it
actually occurs so the forecast figure will account for the

fluctuations, seasonality and other time related facts that

N\

_§§ influence a forecast of future requirements.

nS, Besearch Objectives

."‘

fg: This study will use time series analysis with selected
.ig F-146 LRU data and demonstrate a method of forecasting future
o requirements for those parts. The method is applicable to
t}ﬁ any similar time related data. An additional outcome of the
{3 study is the intent to demonstrate that the number of de-
g-; mands per flying hour is not a linear ratio. Therefore, the
t:% prasent methods of forecasting requirements may not provide
‘}i the most cost effective forecast, nor provide the Air Force
té with an optimal spares stockage.

3: 6
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Justification

“The objectives and assumptions employed in every stage
of the resource allocation process ought to be consistently
derived from system—level, output-oriented goals (9:7)."

This study supports the effort to better manage spares
and repair parts; and therefore, better support the using
activities. The premise of this thesis is that spare parts
required to maintain an aircraft may not, necessarily, con-
form to the general assumption of a linear relationship for
demands on those parts per flying hour. Spare parts, or the
lack thereof, has always been an issue of concern, causing
the problem of aliocating shortages, rather than resources,
because requirements inevitably exceed funds availability.

An improved forecast might alleviate shortages, improve
availability of ready aircraft, and allow funds to be spent
in a more efficient manner. The demands for parts and the
flying hours are inherently a factor of time, but this fac-
tor is not presently considered in computing forecasts. Re-
quirements inevitably grow over time, while at the same time
funds availability tends to decline, which puts pressure on
the managers to delete unjustified requirements (9:9). All
of this lends itself to the need for more accurate forecast-
ing, so that the required parts are available while funds

are judiciocusly spent.

)
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if Research Ghestion

There is a small amount of literature and a growing sus-

picion that a linear relationship (demands per flying hour),
as currently used, is not an accurate assumption. Some cur-
rent research of the Rand Corporation has clearly demonstra-

ted that, at least for some LRU’s, the demands per flying

hour is not a linear ratio. Time series analysis, on the

other hand, does not rely on cumulative averages, but uses

M
53 the actual data as it occurred through time for making fore-
e
~ casts. This thesis responds to the question of whether a
v, better method to forecast spares exists, and if so, how much
A
4$ improvement can be achieved in forecasting? In attempting to
ﬁ answer this question, the method to arrive at a correct ra-
y tio for the demands per flying hour to use in forecasting
fi future requirements will be demonstrated. The method can be
35 applied to any aircraft or system that has accumulated data
k- over time.
kZ:
L
-,
b Scope and Limitations
-

To accomplish the study, five LRU’s, which were among
22 the “"top ten” items impairing the F-14 mission capability
= (MICAP) for the week of 12 June 1983, will be used as the
ig data base. The fact that these LRU’s are MICAP items implies
Y
> that, for what ever reason, the original spares forecast
0 proved inaccurate. These five LRU’s provide ample data to
:. demonstrate the method of time series forecasting spares re-
U_.s'
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quirements. Appendix A contains a listing of the LRU's by
work unit code (WUC), actual +flying hours (by month, 906/79
to 24/83 inclusive), and the removals or demands for the
LRU’s each month. This is the same type of data that would
be acéumulated and averaged to get the linear ratioc for the

current forecasting method.

Methadoloqy

The Box-Jenkins method of time series analysis will be
used for this thesis. Time series analysis of data which
include an independent variable (flying hours) and a depen-
dent variable (demand) is accomplished using a transfer

function. Each variable is first prewhitened by fitting an

appropriate model to the data. Prewhitening is done to clar-
ify the relationship between flying hours and demand.

For a given pair of series, there are interrela- ;
tionships between the series and intrarelationships g
within the individual series. The intrarelationships
are summarized in the autocorrelation structure of the |
individual series [135:3781] :

The prawhitenad model, then, has all the autocorrelation

within the series removed and only "white noise" remains.

White noise is analogous to a series that is completely ran-

dom, i.e., there is no pattern whatsoever contained in the

- ., series. This is necessary before the interrelationship, or
cross correlation, between the variables can be found. After

a prewhitened model is accomplished for both the variables

they are combined into a single transfer function model to

9
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find the best fit. 1In general, the models are developed in
three stages, i.e.; model identification, parameter estima-
tion, and then a forecasting model. These stages will be

described in more detail in chapter three.

Preview

The remainder of this thesis will include a review of
the literature (chapter 2) pertaining to the "linearity"
issue. The methodology (chapter 3) of obtaining the time
series models follows and contains a comparison of the time
series models with a model (called the ’old method’) of the
type which is presently used. Conclusions, findings, and

recommendations will conclude the thesis effort.
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CHAPTER 2

LITERATURE REVIEW

This review starts with a look at how spara parts are
determined for the support of a weapon system, and will be
followad by a review of the current literature documenting
research on some of the problems encountered providing this
support. Finally a section on time series analysis and why
it should be considered as part of the soclution to the sup-

port problems will be presented.

THE SPARES DETERMINATION PROCESS

interim Contractor Support
During the development phase of a weapon system, design

modifications and changes can occur frequently until the
updated requirements for the system are met. As a part of
the contract, the contractor is usually assigned Interim
Contractor Support (ICS) during the demonstration and
validatioﬁ (D&V) phase and until the Air Force is able to
organically support the weapon system (2:1). .Th. Air Force
Program Manager (PM) and the Deputy Program Manager for
Logistics (DPML) analyze the risk of the componants (i.e.,

to defer total investment until after the D&V phase or until

11




the design is stabilized), to determine which components
should be assigned ICS. This 1list of ICS components is
further refined during the full-scale engineering
development and contracted for during the production and

development phase (2:9).

a isionin

The initial provisioning of parts for a new weapon sSys-
tem is developed after the contract to build the system has
been awarded. Initial provisioning is defined in AFLCR &35-5
as a ”ﬁanagemant process for determining and acquiring the
range and quantity of support items necessary to operate and
maintain and end item of material for an initial period of
service (121-1)." The initial period is defined “to begin
with the preliminary operational capability of the weapon
system through the lead time required for the caomponent,
plus three months, or a 12 month minimum (1:1-1).* This ini-
tial provisioning is designed to give adequate parts support
until normal resupply is established. During this time the
contractor and the Air Force jointly determine the items
that have to be provisioned.

All parts of the weapon system are reviewed for current
availability in the Air Force inventory. If items are avail-
able, the Item Manager (IM) is informed so that stock levels
can be adjusted upward for the additional requirements.
Items not currently in Air Force inventory are assigned Na-
tional Stock Numbers (NSN) and assigned to an IM for pro-

12
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curement and subsequent management. Where an item is already

; in the iﬁventory, the present demand data is already estab-
. lished and only needs adjustment based on initial forecasts.
J The items that are new to the Air Force do not have an

. established demand and must be initially provisioned so they
3; are available for use when the weapon system becomes opera-
§ tional. Consumable (EOQ) items are provisioned based on es-
O

timates using demand information from similar items current-

f ly in the inventory. The recoverable items not currently in
: the inventory are provisioned based on a conbination of fac-
X

tors gained from the contractor and factors developed by an

Air Force squipment specialist. The contractor furnishes

&

27 e

such data as the items mean time between failures (MTBF),

A

the mean time to repair (MTTR), the replenishment cycle time
(RCT) and, the lead time for procurement (3). The equipment

specialist uses this information to develop the initial

PRI

maintenance requirements. The demand rate for the item is

. initially established through the compilation of this data.

Initial Spares Support List
5 The Initial Spares Support List (ISSL) is a listing of

recoverable and consumable line items used in the repair of

the recoverables. It is intended to include the parts neces-

s

\ sary for base level maintenance. The ISSL is developed by

s the depot, which is an Air _ogistics Center (ALC). It is

T~

developed during the provisioning phase and is based on in-

puts from the contractor, the IM, the System Manager (SM)

2SS

13
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Eﬁ and, the using command that will “"own" the weapon system
‘ié (14). The quantity of recoverable items on the ISSL is the
&§. additive factor of the base order and shipping time and the
%& base repair cycle time quantity (19). Consumable quantities
iﬁ are based only on the base order and shipping time quanti-
ties. The ISSL quantities are put into the Standard Base
Supply System (SBSS) computer as the initial demand level.
3 This demand level, after two years, is adjusted based on
- actual demands for the parts.
i
oy 5
L,} Pemand Levels
i& The demand levels for recoverable items are determined
E;; by the SBSS, by adding the base repair cycle quantity, the
;E: order and shipping time quantity, the quantity not repaira-
f% ble this station (NRTS) condemnation rate, plus a safety
lgﬁ stock level. To this figure a +8.5 adjustment factor is add-
;? ed for items costing $750.00 or more, and a +0.9 adjustment
.f; factor for those costing less (1). The base level demands
ég are forwarded to the ALC responsible for the weapon system.
iii There, each independent asset requirement is consolidated
'ﬁt into the Recoverable Consumption Item Requirements System,
'és ) the DO41. Inputs to the D041 include major command (MAJCOM)
= flying hour projections for five years, and inputs from each
?éj base SBSS which gives the recorded failures to date. The
Qég failure rates are applied to total flying hours to get a
;i historical failure per flying hour rate. The failures are
}éﬁ - then applied to the quarterly flying hour projections to
X2
=
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obtain an estimated number of item failures per future quar-
ter. The item’s NRTS condemnation rate is subtracted from
the projected number of item failures to generate an item-
buy recommendation. Any remaining failures are coded as re-
pairs. The provisioning and War Readiness Maferials (WRM)
requirements are input from other automated systems. WRM is
defined as those assets, in addition to normal peacetime
operating stocks (P0OS), needed at the start of a conflict to
support active forces until industrial production can sus-—
tain combat requirements (4:1). All other sources of re—-
quirements are manually input by the IM. These include For-
eign Military Sales (FMS), retrofit réquirements, non pro-
grammed requirements, training and testing requirements and

the ISSL.

CURRENT RESEARCH

This issue of "linearity" led to this study to define a
better model to use in forecasting future requirements. A
correct time series model will eliminate some of the causes
of linearity. This thesis is mainly concerned with the meth-
odology of using time series methods as a better tool in
forecasting demands, or removals, for spare parts. Although
there does not appear to be literature that specifically
addresses this issue, there is a limited amount of litera-
ture that does address the linearity issue. The 1linearity

15
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issue and this study are both interrelated in that the as-
sumption of linearity, no matter what the form, is the cause
for many of the 1logistic support problems being encountered
today. It is something that has attracted the attention of
researchers who are looking both for reasons why material
support is not as good as it might be and for better ways to
maintain the weapon systems.

The subject of ’linearity’ is a complex one. Only rela-
tively recently in the research is it specifically addres-
sed. There are several references that indirectly refer to
it and some recent unpublished Rand Corporation studies are
more specific about how the linearity of demands per flying
hour could play a part in spares computation.

None of the literature reviewed discusses the time fac-
tor, which is an integral part of the data collected fur Air
Foéce requirements, .because it is collected over tim&. The
literature does discuss the interrelationships of how the
resource requirements system as a whole is affected by the

nebulous assumption of linearity. However, this thesis is

more concernaed with finding an accurate model to forecast

25 time related data, than with the actual degree of “linear-
;?; ity” as it is discussed in the literature.

5& The findings of the ressarchers demonstrate that the
gﬁ ratio of demands per flying hour do change. They also show
%é that the ratio is not a 1linear one, for the components in-
& vestigated (7,8,9,10,11,12,16). Embry and Crawford make spe-
iff cific reference to the issue of “linearity" and it’s rela-

16
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tion to the overall Air Force requirements. They define the
more general type of problems the issue of iincarity poses.

Peacetime experience is commonly used to develop
component demand rates (expressed in removals per fly-
ing hour) for use in peacetime spares requirements
computations. This same rate is used as an input to
wartime resource requirements and capability assess-
ment models based on the assumption that removals are
proportional to flying activity. Since both require-
ments and capability estimates are sensitive to the
demand rate parameter, they are also sensitive to this
*linearity" assumption [18:iii).

Sortie Lenqth and Linearity

Embry and Crawford (18 examined a number of past
studies that indicate the "linearity" assumption is tenuous
when applied across operations having different sortie
lengths. Also, some studies suggested the assumption may not
be valid across periods with different sortie rates. Their
key point was that if the "“linearity" assumption is not
valid, capability assessments that rely on it must be
inaccurate, and that requirements statements that rely on
this assumption may produce the wrong mix of rescurces to
support wartime operations.

Both requirements computation and capability as-
sessment require assumptions to support extrapolation
of peacetime experience to wartime levels and patterns
of activity. Most of the logistics models that are
currently being used for developing resource require-
ments and assessing capability assume component de-
mands are a function of flying hours. Since both types
of estimates are particularly sensitive to this demand
assumption, it is important that demand rate estimates
be accurate. The "linearity" assumption, which holds
that doubling the level of flying activity will double
the demand for components, has significant resource
implications and is a potential source of bias in cap-
ability projections [5:11].

17
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The requirements computation for spares, as described
above, considers the reported removals of an item as part of
the calculation. Removals happen for a myriad of reasons,
failure being the most important. It is often the case that
the failure cannot be duplicated (CND) in the shop environ-
ment, but the removal is still recorded. Embry and Crawford
point out that, "It is important to note that peacetime de-
mand rate measures remgvals, not failures (18:3)." However,
the removal and demand rate are considered synonymous when
calculating spares requirements. The methodology chapter of
this thesis will use removal data for selected F-16 LRU’s to
demonstrate the forecasting technique. This will not provide
the total solution to the linearity problem because the as-—
sumption that removals are proportional to flying hours is
not an accurate one. The time series model will demonstrate
this, and demonstrate its utility by showing a way to “get
around” this linear assumption.

Embry and Crawford make a point where this assumption
has been used that, "If expected wartime removals are not
strictly a function of the peacetime demand rate and wartime
flying hours, both requirements estimates and capability
assessments are affected (19:4)". The best solution then,
would appear to be that "...of improving the basis for both
types of estimates (18:4)"

Eight different studies that deal with 1linearity were

discussed in the paper by Embry and Crawford. In all of the

18
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studies the changes in sortie length and rate were the most
important variable in the observed changes in demand rate.
When comparing the demands during the SALTY ROOSTER exer-—
cise at Hahn Air Force Base with the rates during the pre-
vious year, Crawford found significant changes in a number
of components. The removal rates ratio varied from .33 to
2.7, with the higher rates belonging to items that are not
exercised extensively in peacetime but stressed more under
exercise conditions. Other demand ratios dropped to a third
of the peacetime ratios (16:8). In another test of F-146
data, the ratio of surge to control period malfunctions per
sortie on the Fire Control and Weapons Delivery System were
examined. Once again they found that the ratio varied from
-.3 to 1.6 when the sortie rate went from .84 to 3.44 sor-
ties per day. The inertial navigation system (INS) experi-
enced a 1.6 ratio of removals and all other dropped below
the control average (19:14). They concluded that their find-
ings reinforced the earlier research, suggesting that chang-
ing utilization of the aircraft affects the demand rates
(19:20).

All of the research indicates that there are problems
with using the assumption of 1linearity to calculate the de-
mand rates needed for forecasting requirements. Because the
demand ratio is found to vary, rather than remain at a fixed
ratio, the assumption becomes expensive in terms of cost and
parts shortages. It also indicates that the mix of support
parts intended to support wartime activities may not include

19
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the parts that will be required, in the quantities required.

The spares kits may be over stocked with some items and un-
der stocked with others; and if the research proves correct
the more expensive, long lead time items are those that will

be short.

Inconsistencies in Readiness Goals
In September 1982, Embry (8) presented a briefing to the

DoD Material Readiness and Sustainability Symposium in which
he stressed, "... the need for analyses and management ac-
tions that recognize the interdependencies of various ele-
ments of the aviation logistics support system (9:iii)." He
stressed that the outputs of these interdependencies be tied
to aircraft oriented wartime performance measures. The man-
agement and analyses actions that concern the resource read-
iness issue involve program adequacy, the effects of alter-
nate funding levels, and feedback and control. The feedback
and control phase is where Embry’s concern was stressed
most. “The problem during this phase is generally more one
of allocating shortages, not resources, because requirements
inevitably exceed funds availability, particularly when re-
quirements change (9:6)." This problem of requirements
change is due, in part, to fluctuations in the demand rates
which u‘r. discussed earlier. Changes in requirements after
the deteramination of the funding level make attainment of
readiness goals nearly impossible.

These goals are usad to guide management as well as size

20
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resource reqgquirements. The failure to meet the goals, is
whare the challenge to logistic managers is the greatest.
Embry’s comment about some of the reasons for this failure
is appropriate here:

. There are no clear links between intermediate per-
formance measures, such as supply fill rates or main-
tenance manpower utilization, and wartime sortie gen-
eration capability. Yet these functional goals are the
basis for resource requirements computations. Because
they are not linked to output measures, inconsisten-
cies in the assumptions used to size various function-
al requirements are not only possible, but unfortu-
nately fairly common [9:6~71].

The key point that he makes is that, “...the objectives
and assumptions employed in every stage of the resource al-
location process ought to be consistently derived from sys-
tem-level, output-oriented goals (9:7)." He defines the real
outputs as those that, "...are reflected in weapon system
readiness, not supply demand satisfaction or maintenance
production rates (9:9)." The ideal demand forecast would
allow supply demands to equal the requirements that are re-
flected in weapon system readiness. However, because the
resource requirements must be identified so far in advance,
to meet budgeting requirements it becomes difficult to fore-
cast accurately, the proper mix of items to buy. This is
even more apparent when the demand +or those items is not
the same as was assumed when the forecast was made. When the

forecast does not meet the weapon system readiness require-

ments, readiness suffers.

21
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Demand Rates and the Linearity Assumption

Kamins and Crawford (12) defined the relationship be-

tween linearity and demand rates, and how they are used.

Peacetime experience is commonly used to develop
component demand rates (expressed as removals per fly-
ing hour) for use in peacetime spares requirements
computations. This same demand rate is used as an in-
put to wartime resource requirements and capability
assessment models, based on the assumption that remov-

als are proportional to flying activity. Because both
requirements and capability estimates are sensitive to
the demand rate parameter, they are also sensitive to
this "linearity” assumption [12:iiil.

If this "“linearity"” assumption is not valid,
capability assessments that rely on it are inaccurate.
Perhaps more important, requirements computations that
rely on this assumption may produce the wrong mix of
resources to support wartime operations
[12:iii].

Rand studies done prior to the Kamins and Crawford study
have documented decreases in maintenance actions per flying
hour (MAPFH) that seem to occur whenever aircraft fly longer
sorties. But, they point out, these apparent decreases are
ignored when computing war readiness requirements. One of
the reasons these decreases are ignored is the assumption
that MAPFH will double if flying doubles. They also point
out that this generally conservative assumption results in
War Reserve Material (WRM) kits that give more capability
than would kits based on contrasting studies (122iv)

Because funding for spares is austere, the component

buys often result in less of the more expensive LRU’s and

more of less expensive repair parts. So it is necessary that

the correct requirements are identified initially. This is

noted by Kamins and Crawford:

22




The argument that the linearity assumption results
in @a WRM kit with more capability may be fallacious:
When maintenance factors require large numbers of ex-
pensive LRU’s, policy decisions mitigate the dollar
requirements so that the kits will be affordable
[122iv].

No matter how expensive a WRM kit is it must have the
proper mix of parts or it will not give the desired results
in terms of capability . "Arbitrary policy decisions design-
ed to reduce high WRM kit costs are likely to make the mix
even worse (12iv)." Because of this fact the issue of line-
arity becomes a central focus. Whether failures in aircraft
systems (particularly those requiring parts replacements)
remain constant, when the environment changes from peace to
war, is the issue that must be dealt with.

Kamins and Crawford cite a Boeing study which analyzed
maintenance data on B-52D operations in Southeast Asia. The
findings of that study found that "...the landing gear sys-
tem sub-linearity was so pronounced as to decrease total
failures when sortie rates were increased (12:1)."This sup-
ports the findings of studies mentioned earlier that the
linearity assumption may 1lead to incorrect buys and support
will become faulty. Another study cited, by the Rome Air
Devel opment Center, showed that higher levels of flying ac-
tivity were associated with measurable increases in the ob-
served MTBF for all types of aircraft studied, including
tactical (12:2).

At the Third Logistics Capability Assessment Symposium,

in March 1983, Crawford (7) reviewed the excessive variation
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in empirical demand rates for some important aircraft compon-
ents. This is a “...poorly understood phenomenon that is

potentially very important to logistics capability assess-
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ment and requirements determination (7:iii).*" He first de-
scribed the Poisson arrival process, and then related that
to the way requirements and capability assessment models use
them. These models make the assumption that the time between
failures is an exponential random variable and within this
binomial approximation the sorties are independent.

Crawford pointed out that the observed variations in the
LRU’s he checked are not consistent with a Simple Poisson
arrival process. The implications pointed out by Crawford
are as follows:

There are times when removals seem to occur in
clusters;: and because breaks are likely to occur in
clusters we must conclude that maintenance is not a
“memoryless” process. But a lack of memory is implied
by the assumption in our models that different sorties
or different time intervals are independent. Even more
troublesome, sometimes we don’t have any idea what the
clock is, all we know is that something other than
sorties or flying hours seems to be driving removals
£7:201].

It seems clear that the methods the Air Force uses to
forecast spare parts requirements makes many assumptions
that are probably inaccurate. The resources can be better
allocated, if the methods used take into consideration the
more complex factors that are present in the actual data.
The new computerized data systems, such as the Central Data
System for the F-146 and the Automated Maintenance Systen for

the C-5, are providing better sources of data for analysis
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than has been available, so it is becoming possible to take
these factors into consideration. Crawford makes the suc-
cinct observation that if we want to “...intelligently buy
spare parts, even for peacetime, we need to know how much of
the variation is manageable and then buy resources to cover
the rest (7:20)." He goes on to state how much harder it
will be to do this for wartime support, especially when the

ramifications of that kind of environment are considered.
TIME SERIES ANALYSIS

This section reviews a time series analysis that was
recently :oﬁpleted on USAF C-141 data. The methodologies
usaed in the article reviewed are generally the same as that
usad for the thesis research,on the F-16 data in Appendix A.
Because of the complicated dnscription af time series analy-
sis, detailed methodologies used in these studies will be
held over to chapter 3 of this thesis, where ex;mples and
graphs will aid in describing these methods, thus making the

description more meaningful and avoiding duplication of

effort.

USAF Study
In December 1982, Sinqgpurwalla and Talbott (146) used

time series analysis to investigate the interrelationships
between alert availability and flying hours for the C-141

aircraft of the U.S. Air Force. Their data included a major
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change in operating hours which was brought about by the
intré&uction of the Reliability Centered Maintenance (RCM)
concept in 1976. Their data was also “contaminated" because
of anomalies in the reporting procedures during the accumu-
lation of the data (16:1). The technique that they used was
a combination of transfer function modeling and intervention
analysis.

In a previous study, Singpurwalla and Talbott found that
the logistics performance of the C-141 fleet was not improv-
ed; as a result of RCM they found some deterioration. How-
ever, they had some criticism of their study because they
did not take some operational variables into consideration,
such as flying hours. The study also ignored the fact that
the logistics perfarmance variable, alert availability was
“messy" (16:2). The article reviewed here was instigated in
order to rectify these deficiencies, and to determine if
the expected benefits of RCM were an improvement over the
previous system used by the Air Force. The expected
benefits included reduced schedul ed maintenance by
extending the maintenance intervals, and therefore an
increase in alert avaiiability.

The Box-Jenkins method was used for the transfer func-
tion portion of the study. The variables, labeled X and Y,
represented the flying hours of the fleet of C-141’s and the
alert availability of that fleet of aircraft, respectively.
The series X was first reduced to a white noise model and
then because of the "messy" data for the variable Y, it was
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raeduced to white noise using an intervention analysis model.
The intervention was defined as the point in time when the
RCM was introduced into the system, which caused a change in
the response of Y to the inpﬁt sequence (16:4). The process
is known as prewhitening the respective time series, which
is necessary before a transfer function model can be achiev-
ed.

Singpurwalla and Talbott developed an equation for their
final transfer function model after they had estimated the
coefficients for the variables. The "...nonzero coefficients
associated with the X.’s imply that flying hours do have an
effect on the alert availability in a manner specified by
the functional form of their equation (16:12). They found
that there was a reduction in the vériability of the flying
hours as of the inception of RCM. A concluding comment in
the article supports conclusions in some of the articles
reviewed earlier. That is, they pointed out that their final
equation "...supports the adage that, ’the more you fly, the
less you fail,’” within limits (16:12)." Another conclusion
was that the final model supported the premise that RCM has

a tendency to reduce the alert availability.

ine s A is
Throughout this chapter comparisons have been made to
v the fact that there is a "linearity" issue and that this

assumption has caused support problems. Also noted is the

- fact that demands per flying hour data is collected over




time thereby making time a factor, which has been ignored.
Because time is a factor there are interrelationshinps be-
tween the two variables, demand and flying hours. This rela-
tionship is not necessarily linear, but time series analysis
methods are the only way to find out what the relationship
really is. Once this interrelationship is found, a forecast,
(which doesn’t have to assume a linear relationship), can be 4

made.
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CHAPTER 3

METHODOLOGY

This chapter will begin with an overview of time series
analysis, followed by detailed descriptions of the implemen-
tation of these methods and the data to be analyzed. After
the overview the methods used to prewhiten the individual
series will be described, then the method for combining the
prewhitened models into transfer function models will be
described. From the transfer function model a forecasting
model can be made. Finally, a transfer function model of one
pair of series, using the original data without prewhiten-
ing, will be shown to demonstrate the difference time series
methods make.

The data used in this research was provided by the data
‘analysis branch of the F-16 SPO, (ASD/YPDF). This data is
collected via a contract with Dynamics Research Corporation,
through a central data bank which is fed from all F—-16 bases

in the Air Force.

Jioe Series Analysis — Overview

This section will give an overview of the Box-Jenkins

EESL L
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method for the analysis of the data. The method consists of
several steps, the first of which is using historical obser-
vations of a time series to identify a tentative model. The

29




second step involves estimating the unknown parameters to

the tentatively identified.model. The third step tests the
adequacy of the tentative model and allows identification of
steps to improve it if necessary. When these steps are fin-—
ished, the resultant model can be used for forecasting.
Identification of the tentative model, using the histor-
ical observations, involves the concepts of autocorrelation,
partial autocorrelation, cross correlations between the ser-—
ies (for multivariate series), and finding out if the time
series are stationary or non—-stationary. Autocorrelation
describes the association or mutual dependence between val-
ues of the same variable but at different time periods. Par-
tial autocorrelations are analogous to autocorrelations in
that they indicate the relationship of the valﬁes of a time
series to various time lagged values of the same series.
However, they differ from autocorrelation in that they are
computed for each time lag after removing the effect of all
other time lags on the given time lag and on the original
series. In essence, they show the relative strength of the
relationship that exists for varying time lags (13: 247).
Cross correlation is for the multivariate time series what
the simple autocorrelation is for the univariate series.
They are standardized measures, between -1 and +1, of the
association between the present values of a given variable
and past, present, and future values of another time series
variable. The cross correlations are used to identify the

form of the multivariate model (13:387).
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%q The residuals of the time series must also be checked
for'stationarity. The patterns that the auto and partial
correlations produce, along with the pattern of the
-~ residuals, indicate the tentative model to be used for
estimation of the parameters. This model has the form of?
Xoe = PiXecs + PaXeez +o..+ PoXemp + @ — fr@e-s + fmEe—zm —
ceesT @ qBe-q (eq. 1)
if it is stationary. The autoregressive portion of the model
- is represented by the ¢,’s, the moving average portion is
e represented by the 60,;’s and, the e;.’s Eepresent the error
%. for each observation. The subscript p and q represent the
order of the model for autoregressive (AR) and moving aver-
age (MA) portions of the model, respectively. This is con-
ventional Box-Jenkins notation. An example of the above
equation is:
- Xe = PiXeos = fr@e-s + @ (eq. 2)
where e« denotes the error.
< The stationarity can be identified by observing the plot
N of the residuals of the model, if the residuals fluctuate,
centered around the mean, it is stationary. If there is not
a constant mean then the model is non-—-stationary and must be
:E ’ differenced to ocbtain values that can be described by a sta-
tionary process. The first difference takes the form:
o Zo =VYe = Yy = Yoo, for t = 2,.....,n (eq. 3
,J; Generally, the first difference of a series is sufficient to
accomplish a stationary conditioﬁ. The second difference of

a series takes the form:
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z. = V.Yt = Y' - ZYQ-I + Y'."ﬂ ‘FOf‘ t = 3,-..--,"

(eq. 4)
Occasionally, it is necessary to take the natural logarithm
of a series prior to differencing it, in order to get it to
a stationary condition. The computer packages programmed for
time series analysis will accomplish all of these calcula-
tions.

To identify the tentative model, after making it sta-
tionary, one has to look at the autocorrelation function
(ACF) pattern in conjunction with the partial autocorrela-
tion (PACF) pattern. These patterns will indicate an autore-
gressive (AR) or a moving average (MA) process is present.
It may be that both are affecting the madel, which would
become an autoregressive integrated moving average (ARIMA)
model. The integrated portion (I) is the level of differenc-
ing required to make the series stationary, it is denoted by
a d. The order of p and q is identified by the pattern plot-
ted in the PACF. 1In general, an AR model will have an expo-
nentially decreasing pattern or an decreasing sine wave pat-
tern in the ACF plot. The PACF will show a spike for each
order of the model. On the other hand, an MA model will show
a spike and then the pattern will drop off sharply in the
ACF. The number of spikes will approximate the order of the
model. The PACF for the MA will show an exponentially de-
creasing pattern or a decreasing sine wave pattern. The or-
der of the model, (p,d,q), is given the number which corres-

ponds to the number of spikes identified in the ACF and PACF
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‘:: and the level of difference used.
=}' Once the tentative model is identified, the values of
{l the coefficients, ¢; and ¢g;, must be estimated. This can be
}a done by hand but is very difficult for a large time series.
,3: The computer is programmed to do this estimation and will go
.ﬁ through an iterative process until it gets the value of the
?i mean squared error (MSE) cannot be decreasad further. At
this time the final estimate for the model is specified us-
;g ing the paraméters found for ¢. and .. For example, using
E% the general equation for an ARIMA (1,0,1) model (see eq. 2),
:? if the coefficients are .30 and .45 respectively, the model
;ﬁ becomes:
" Xe = .3BXeo; = .45@em;s + @ (eq. 5)
= The test of the adequacy of the model is the next step.
This test is simply checking to see that residual differen-
jj ces between the time series and those estimated by»the model
2 are white noise. The errors are represented by the equation:
s, @ = Xe = R (eq. &)
g The autocorrelation coefficient of the residuals, e., can
- then be found. This will show up as a pattern in the residu-
,§ als, which is then interpreted. If none of the autocorrela-
?; tions are significantly different than zero, the errors are
;: assumed to be random, the residuals are white noise, and the
Ef model is adequate. If the errors are not random then the
;; model is still not adequate and the above process, beginning
f- with the identification of a tentative model, must be re-
:é peated until the final model is all white noise (11:251).
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All forecasting methods assume some pattern or rela-

tionship exists that can be identified and used as the ba-

sis for preparing the forecast. In order to identify that

E)

A

pattern, the data must be analyzed, beginning with the his-
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torical observations as they were recorded over time. The
actual flying hours for each month are assigned the indepen-

dent variable "X" and the dependent variable, "Y", repre-—

e

sents the demands or removals per month. The variable X.,

Xe~1, would represent the observed value of actual flying

e Vg %t

hours at the last or latest observation and the observation

Iy

NPT
. D
AP

Es just previous to that. The data used in this thesis has 47
: observations over a 47 month time frame beginning with June
.

1979 inclusive through April 1983, so the variable X._-.»

would represent the observed value for June 1979. A variable
Xe+s represents a forecast five periods or months ahead.

- ' With a transfer function the dependent series; Y., can
be represented by a linear operation on the independent se-
BN ries, X., plus a noise component n. when Y., Xe; and n. are
-, all stationary (18:15). The X. and Y. series, used in the

- transfer function, are prewhitened from the original series.

. P ning the Univar @ Series

The data was analyzed with the TIMES software program
(20). This program is resident on both the Cyber and the
Harris/S500 computers at AFIT.
f; Before the transfer function model can be used, each

- individual series must be prewhitened. An identity function
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run was made for each univariate series so that a starting

tentative model could be identified. " The series of actual
flying hours provides an illustration of the method to iden-
tify and prewhiten a univariate series ir preparation for
inclusion in the transfer function model. Figure 1 is the
observed series for the actual flying hours, it shows that
the data is not stationary because of the unequal deviations
about the mean. This non-stationarity must be removed before
a model can be applied. Figure 2 illustrates the scatterplot
of the residuals after a first order difference has been
done. The model is now stationary, so the ACF and PACF will

provide a propar graph to use in determining a tentative

model. The autocorrelation function (ACF), Figure 3 , and .

the partial autocorrelation function (PACF), Figure 4, are
examined to determine the order of the model. An autoregres-
sive integrated moving average (ARIMA) model is specified
which will remove all the correlation within the variables
and leave only random noise for the prewhitened models. The
residuals from this prewhitened series provide the input to

the transfer function model.
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Figure 1

Deviations from the Mean - Non-stationary

Scatterplot of the unaltered

hours).
the series.
sean.

ACTUAL. FLYING HOURS
TRANSFORNED SGERIES
BEVIATIONS FRON THE NEAN

series (actual flying

The zero line with the MMM’s represents the mean of
The plot shows how the series deviates from the
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THE ESTINATED RESIDUALS -ACTUAL FLYING HOURS

Figure 2

Deviations from the Mean - Stationary

Scatterplot of the residuals after first order differen-—
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Figure 3

Autocorrelation Function

The negative spike at lag 1 is significant because it is

greater than two standard deviations (+/-.3980).

DATA ~ THE ESTINATED RESIDUALS ~ ACTUAL FLYINS MOURS
DIFFERENCING - ORIGINAL SERIES 19 YOUR DATA.
DIFFERENCES BELOW ARE OF ORDER 1

ORIGINAL SERIES

NEAN OF THE GERIES =0.70398L-01
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TO TEST WHETHER THIS SERIES IS WHITE NOISE, THE VALUE 0.110338+02

SHOULD BE CONPARED WITH A CHI-SGQUARE VARIADLE WITH 18 DEGREES OF FREEZDON
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- Figure 4
' Partial Autocorrelation Function
! The autocorrelation function and this partial autocor-
9 relation function have significant spikes which are used to
determine the tentative model.
PARTIAL AUTOCORRELATIONS
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The original graphs of the ACF and the PACF indicated

that the tentative model should be an auto regressive order
one. The patterns of the series after differencing (charts 3
and 4) have significant spikes at lag 1 in the ACF and lags
1 and 2 in the PACF. A significant spike is one that extends
beyond two standard deviations (in this case beyond +.300
and -.329). The two spikes in the PACF are indicative of an
order 2 maodel. The pattefn in the ACF also shows a dampening
sinusoidal pattern further indicating an AR function. .Tho
process of identifying a {inallmodel is an iterative one, in
this case an ARIMA (2,1,9), as is indicated in the printout
of the identification run, is the most probable model to
start with. An ARIMA (2,1,9) model is an AR order 2 with a
difference of order 1 and no MA function.

When the correct, most parsimonious, model is found the
residual mean square will be at the smallest possible value.
Also the Chi Square value shown in Figure 3 will be used to
verify that the model is white noise. The residual mean
square for the identification model with the first differ-
ence taken to make the series stationary is found in Figure
S. It should also be noted that the data was transformed
with a logarithmic function. This was done because the data
for the actual flying hours are very large numbers,‘compared
to the demand data.

Figure 6 is a power spectrum of the actual +flying hour

residuals after taking a first difference. From this graph,
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seasonality and the fit of the data can be determined.
Ideally, the power spectrum of the residuals should be as
flat as possible, that is, a horizontal line drawn through
the spectrum should be centered on the S5S°’s, thereby indi-

cating that the residuals are white noise.

Figure S

Summary of Model

PATA -~ T = ACTUAL FLYING HOURS 47 OBSERVATIONS
DIFFERENCING ON 2 - 1 OF ORDER 1

RODEL DEVELOPED WITH TRANGSFORMED DATA = LOG(Z(T)+#8.80800€+01)

PARANETER PARANETER PARAMETER ESTINATED 3 PER CENT
NUNDER TYPR ORDER VALUE LOWER LINIT UPPER LINIY

NQO PARANETERS IN MODEL

OTHER INFORMATION AND RESULTS

RESIDUAL 8URN OF SQUARES 0.48800T+0) 446 D.F. RESIDUAL NEAN BQUARE 0.104328+09

NUMBER OF RESIDUALS 46 RESIDUAL STANDARD ERROR .323302+08




Figure 6

Power Spectrum
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ais The Final Prewhitened Univariate Model

_if The final model for the actual flying hours is an ARIMA
2£ (2,1,2). This model can be represented by the equation:

x (1-¢. B-¢2B=) (1-B) Z, = (1-019—0=B=);. (eq. 7)
ﬁ? The backshift operator, B, is a Box—-Jenkins notation
2§ that is used to simplify the writing of an equation. 1In the
,E; above equation the backshift operator B2 is the equivalent
3ﬁJ of Z.-2 and the random error is represented by a.,. The dth
. difference of Z. is represented by (1-B)9Z,.

:3 Figure 7 is a periodogram of the ARIMA (2,1,2) model.
? This represents the'“fit“ of the series, a perfect fit would
ﬁ: follow a d‘agonal line through the center of the graph. This
:g fit is as close as possible with the number of observations
2 available. It should be noted here that as more observations
’?g are accumulated it may be possible to improve this model of
53 the actual flying hours time séries.

G Figures 8 and 9 are the ACF and PACF functions of the
%E ARIMA (2,1,2) model. The spikes that were present in the
}2’ identification model are now gone and all lags are within
% the two standard deviations. Note that one standard error
QQ can be found in Figure 8, it is printed out for each lag and
é: listed in the row labeled ST.E. Two standard deviations are
;ﬁ needed to determine if the pattern is white noise, these are
Té} found by either multiplying the figure given in the 8T. E.
:E or by Bartletc s approximation. Bartlett’s approximation for
;; two standard errors is equal to 2 times the square root of
ég the reciprocal of the number of observations (17).
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Square values, then the data are random, without any pattern
(13:583). Figure 8 gives a computed Chi-Squared value of
6.9612 with 11 degrees of freedom, this is compared with a
tabled value of 17.2759 at A%, ,ew. Thus the data are nat
autocorrelated.

Figure 7

Best Fit Periodogram of Actual Flying Hours
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Figure 8

Autocorrelation Function of ARIMA (2,1,2) Model

DATA -~ THE ESTINATED RESIDUALS -~ ACTUAL PLYING MOURS 44 ODBERVATIONS

s

DIFFERENCING - ORIVINAL SERIES 18 YOUR DATA.

N N e
a

DIFFERENCES BELOW ARE OF ORDER 1}

- ORISINAL SERIES
NEAN OF THE SERIEES =0.113328+08
N €T. DEV. OF SERIEN =9.246834K*09
NUNMBER OF ODSERVATIONS = 44
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sT.&. .13 6.15 0.16 S.146 F.16 S.16 0.16 $.)¢ 0.16 0.14 6.17 0.17 0.17 $.17 8.17

NEAN DIVIDED BY 8T. ERROR = §.20074E+02

TO TEST MHETHER THIS SERIES I8 WHMITE NOIOE, TNE VALUE £.460412E+01
SHOULD BE CONPARED WITH A CHI-SQUARE VARIADLE WITH 11 DESREES OF FREEDOM
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Figure 9

DATA - THE ESTIMATED RESIDUALS - ACTUAL FLYING HOURS
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Figure 16 is a summary of the final model for the actual

et ol

LI

flying hours. This model will be used in the transfer func-

tion models where it is combined with the other univariate

models to find the cross correlation, or "between" correla-
tion, so that a forecast can be accomplished. Note that the
data was transformed with a logarithmic function. The pur-
pose of this is to reduce the magnitude of the monthly ob-
servations, thus, making the residuals smaller in their mag-
nitude. This must be done in order to find the impulse re-
sponse weights during the identity of the transfer function.
The impulse response is a series of weights in a multivari-
ate (ARIMA) model relating the independent, input, series to
the dependent, ocutput, series. The value of each weight de-
termines the relative importance of each residual to the
others, a large weight will cause an impulse in the pattern
N of the residuals. This pattern, and the weights are usefull
in identifying the model. The following section will give
more detail on this process.

The +first part of Figure 10 is where the information
about the coefficients of the AR and MA parameters are
given. By inserting this information into equation 7, the
-, ) ' final model for the actual flying hours becomes:

(1 + 1.0122B - .9084937B®)(1 - B)Z, =
(1 + .786728 -.43365B=2) a,
The residual mean square for this model is .0086986,

which was the smallest found in the iterative process in

., g
------



developing the model . Finally, the power spectrum of the

residuals is indicative of white noise. As noted earlier,
this spectrum ideally should have even distribution of the
S§SS°s about a horizontal line drawn through the graph. The
distribution in this case is satisfactory and represents the
best possible fit of the model to the data. A line drawn at
approximately the -2.099 level will have an equal distribu-
tion above and below it.

Appendix B contains summary printouts for the balance of
the univariate models. These are arranged in the same order
as the work unit codes (WUC’s) in Appendix A. Equations for
mach of the five WUC’s and the corresponding ARIMA model
are: .

WUC: 42GB02 ARIMA (2,1,1)
(1 -9)(1 - B)Z, = (1 - .53890B)a.

WUC: 14FB9O ARIMA (2,1,1)
(1 + .9068762B + .47673B%)(1 - B)Z, = (1 - .75544B)a.

WUC: 24EBA ARIMA (2,1,1)
(1 +.12117B + .31575b=)(1 - B)Z, = (1 - .52364B)a.

WUC: 46AF2 ARIMA (2,1,1)
(1 + .109442B + .38446B%)(1 - B)Z, = (1 - ,76877B)a.

WUC: 46AND ARIMA (2,1,9)
(1 + .70241B + .28109B®)(1 — B)Z, = (1 - P a.

The fit of the individual univariate models can be seen in

the power spectrum for each model.
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Figure 19

Summary of Actual Flying Hours Model - ARIMA (2,1,2)
SUNNARY OF nODEL
PATA = 2 = ACTUAL PLYINS HOURS 47 OBSERVATIONS
DIFFERENCING ON 2 - 1 OF ORDER )
NAODEL DEVELOPED WITH TRANBFORMED DATA = LAG(Z(T)+0.00800E+91)
PARARETER PARANETER PARAMETER ESTINATED *S PER CENT
NURDER TYPE ORDER vaLue LOWER LIntT UPPER LINIT
t AUTOREKSRESSIVE 1 ) =.181228+01 ~. 14429E+01 -.501466+09
2 AUTOREGRESSIVE 1 2 .04937E-62 -.348008+00 8.363796+08
3 MOVING AVERAGE 1 $ -. 7046728 +00 ~. 10302E+84 =.34330K 00
4 HOVING AVERAOE 1§ 2 9.43343K+00 ~. 11833E+00 0.977448+900
OTHER INFORMATION AND AESULTS
ARESIDUAL SUK OF SQUARES 0.34794K+01 49 D.F, RESIDUAL MEAN SOGUARE 0.0469046-9)
NUMBER OF RESIDUALS 44 RESIDUAL STANDARD ERROR 8.29493E+09
PRENHITENED ACTUAL FLYINA HOURS
LOSLS SPECTRUN SHOOTHING BANDWIDTN = 098 APPROX 98 P,.C. CONFIDENCE LINITS
8.0350 S.1600 9.130 2.200 9.230 9.308 #.330 .400 9.430
-1.390 < * * * > * * * * *

.
o, 00080
[ ]
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The Multivariate Model

The first step, after the prewhitehing of each wunivari-
ate series, is to identify the class of model for the trans-
fer function. The pairs of time series models have been dif-
ferenced and made stationary. The output series, Y. (the

demands) and the input series, X, (the actual flying hours),
are now fepresented by the equationj;

Yo = (VatviB*+vaB2+...) Xete (eq. 8)
whore Y is described as the weighted sum of lagged values
from both the input and output series plus random error (13:
379). The ;mpulse response weights, v,;’s, are difficult to
estimate and therefore, the above equation is not an effi-
cient parameterization (15:389) .

According to Box and Jenkins, the model formula-
tion lacks “parsimony.” The number of parameter esti-
mates could result in an unstable estimation problem
[15:3791.

A more general and parsimonious equation for the trans-
fer function is:
(1-6.B-...-§,Br)Y, = (Wo=wh B-...=WB") X¢-u+N¢ (eq. )
where r is equivalent to the number of cogent past Y, val-
ues, s is equivalent to the number of past X. values, b is
the lag factor (the number of periods until the effect of a
change in X, affects Y.), and N. represents the noise fac-
tor. The Ye is the same as found in eq. 8. This model is
referred to as an (r,s,b) model.

The impulse response weights, v{’s, are used to praovide

guidelines to the identification of the appropriate values

of the (r,s,b) model. Box and Jenkins demonstrate that the
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impulse response weight v. is simply lag k cross—-correlation
of the a. and B. series, Pag (k), multiplied by a scale fac-
tor (&4: 389). The A, and B. series are the prewhitened input
and output series, respectively. The equation for finding v.

is:
v = Rptiy SE k=8,1,2,...., (eq. 10)
a

Equation (19) suggests that the series referred to
as “"prewhitened" retain information on (Y., X.) inter-
relationships without the sometimes confounding infor-
mation on intrarelationships in the individual series.
Prewhitening removes the latter information to illu-
minate the former [13:382].

The impulse response weights, v., will have groupings
which give clues to identify the correct values for (r,s,b).
The quotations below relate to eq. 8 & 9 above.

The clue for b is:
is 8. Thus, vamv,=_,, . =v,_,=g,

The clue for r is:

for k>b+s, the right side coefficient of B* is @. Ex-
pansion of the left side then implies that v.-§,v. .,-
cee= brvi—=08. v, generated from an equation of this
type would illustrate patterned behavior. For r=1, a
pattern of exponential decrease would be seen (with v,
alternating in sign if §:<@). For r=2, a typical pat-
tern would be that of a damped sine wave, although
exponential decrease is also likely. Thus, the value
of r can be identified through association of impulse
response weight patterns that are exactly equivalent
to the autocorrelation patterns associated with the
same value of the autoregressive order p in a univari-
ate time series model. An additional aid in identify-
ing r may exist in the visible grouping of r "initial
values” or "startup values"” for the equation given
above. These values will be the v. that appear in the
expression for Vo.a+si, 1.®c; Vosm+igeeegVorm—s Vioeme
Often, however, these r startup values will seem to be
part of the pattern in the v, for kd>b+s.

The clue for s is:
the pattern referred to in the clue for the identifi-

S1
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cation of r begins with the impulse response weight
Vo+w+1. EsStablishing the beginning of this pattern
establishes the value of b+s+l. Given previous identi-

fication of b, one may deduce a most likely value for
s.

The Transfer Function Model

The transfer function model to be used for this example
is of the WUC:14FBg. Appendix C contains the remainder of
the transfer function models.

The identity run for the model used in this example
gives the following data to use in identifying a tentative
model. The affective number of observations for cross cor-

relation calculation is 44.

Table 1

Model Information

Mean of Series 1 = @,79860E~11
St. Dev. of Series 1 = @.23734E+09
Mean of Series 2 = @.11038E~-10

St. Dev. of Series 2 = @.84308E+99
The mean values in Table 1 are used with eq. 9 to esti-
mate the v. values at each lag. This is accomplished by the
TIMES program which saves the effort of calculating manual-
ly. Table 2 was extracted from the identity run to show the
calculated impulse response weights, v.. Note that lag 6 is

a large negative value, this shows up in the plot in Figure

11.
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A Table 2.

] Estimated Impulse Response Weights v(k).

2N K VIK)

R o 9.777

g 1 -9.075

" 2 2.186

X 3 g9.119

i: S ?.501

2 6 ~1.391

% 7 2.617

E 8 02.416

2

3 Table 3 is the cross correlation values that are plotted
\l

?: in Figure 11. Series 1 data is plotted on the right side of
- the graph.

ﬁf Table 3

, Cross Correlations
$ Series 1 - Prewhitened Actual Flying Hours
5 Series 2 - Prewhitened WUC:14FBO E1 Comp Assy

Number of Lags Cross Number of Lags Cross
on Series 1 Correlations on Series 2 Correlations
™. o 8.237 2 2.237
% 1 -9.023 1 -2.128
X 2 8.0%57 2 -9.983
ng 3 2.033 3 2.073
i 4 -0.011 4 2.254
3 3 -9.425 6 -0.946
¢ 7 2.188 7 9.081
% 8 2.127 8 2.044
v Figure 11 represents the cross correlations between the
)
K: pair of time series. The right side of this plot, (right of
b ,
h ¢ zero), is important in that it is the side that is used to
¥ identify the final transfer function model. When the madel
b
a
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J: is correct this side will have all of its spikes within two ;
R - . 1
N standard errors. 3
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Figure 11
Cross Correlation Plot R
A - PREWHITENED ACTUAL FLYING MOURS
B - PREWHITENED WUC:14FBO EL COMP ASSY
CRUSS CORRELATION PUNCTION RAD(K)
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Figure 12 is the. estimatéd impulse response for this
model. This figure is a plot of the v.. weights of the esti-
mated cross correlation. With this graphical portrayal and
Figure 11 one can estimate the values for r, s, and b. It is
aobvious that there is not a time lag between the input and
output series because of the large spike at lag @ indicating

that vu is not equal to zero, therefore, b = ¢ for this mod-

el. The r value is also zero because there is no apparent
pattern in the cross correlation function. The s value is
all that remains to figure out. This is easily accomplished
by looking at the cross correlation produced by the identity
run (Figure 11). The lags thaé have spikes which are less
than two standard errors long have an expected value of ze—
ro, therefore, they are not significantly correlated. The
lags with spikes 1longer than two standard deviations are
produced by significant inpulse response weights from which
the s value can be found. The standard error can be found by
taking the square root of the reciprocal of the n observa-

tions (6:382).




Sk Figure 12

[ Estimated Impulse Weights

f:ﬁ This figure represents the estimated impulse response
xxﬁ that are used to determine the tentative transfer function
ol madel

iﬁﬁ: X = PREWNHITENED ACTUAL FLYING HOURS
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Figure 13 is a summary of the transfer function model.

same type of information as found in the summaries of
univariate models is found here. In addition, the opti-
value.nf b is given, any noise model parameters are giv-—

(in this case, since both univariate models were pre-

whitened, no noise parameters were required). The estimated

values for the transfer function parameters are the most

important information found in this Figure.

Figure 13

Transfer Function Summary

SUMMARY OF NMODEL
L ] assene
DATA - X = ACTUAL FLYING HOURS 44 OBPOERVATIONS
Y = WUC:34FD@ EL COMP ABSY
DIPPERENCING ON Y - NONE
DIFFERENCING ON X - NONE
NOISE MODEL PARANMETERY
PARANETER PARARETER PARANETER ESTIMATED 98 PER CENT
NUMBER TYPR ORDER VALUE LOWER LINIT UPPER LINIT
TRANSFER FUNCTION PARARETERS
1 INPUT LAG 1§ [ ] - 793346 +00 -~ 16306E+00 « 173496281
2 INPUT LAG 2 =. 164803E+09 “.11494E+01 «82137E+00
3 INPUT LAG 1 L] « 7873S5E+00 -.28333%+00 «177888+01
4 INPUT LAG 1 ] «60720E-01 ~. 71928€+00 +183278+01
S INPUT LAG 1 & «170230+01% «73990C+08 « 264478+01
L] INPUT LAG 1 k4 - 44043K+00 =+ 13339€+01 «43702E-00
OPTIMUM VALUE OF B 19 ¢
OTHER INFORMATION AND RESULTS
AKOIDUAL SUM OF SQUARES - 16897K+02 31 D.F. RESIDUAL MEAN SQUARK «S4304K+00
NUMBDER OF RESIDUALS 37 RESIDUAL STANDARD ERROR « 73020600
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From the data in Figure 13, an equation for the transfer
function model can be written by inserting the numbers into
eq. 9. The equation for this function is:

Ye = (.79554 + .16430B2 - ,75735B4 - ,968728B° - .@017923B> +
- 44843B7)X. + N..
The periodogram in Figure 14 represents the fit of the

transfer function model within .1 probability limits.

Figure 14

Transfer Function Periodogram
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The histogram in Figure 15 represents the distribution
of the residuals in the transfer function model. This histo-
gram is a near perfect normal distribution, the histograms
for the balance of the transfer function models are found in
Appendix C. The others transfer function models do not have
as perfect a distribution as this one but they are still

well within the expected range of distribution.

Figure 15

Histogram for WUC: 14FB@ Transfer Function.
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The cross correlation in Figure 16 shows that none of

the lags on the right side have spikes significantly
different than zero. This model has all of the between
structure correlation removed and is now ready to be used in
forecasting. A review of all the cross correlation figures

in Appendix € will show that all of the +final transfer

function models have only white noise on the right side of
their cross correlation plots. The equation for Figure 16
has been written above, equations for the balance of the

transfer function models, by WUC and type of model are:

WUC: 42GBg (9,8,0)

Y. = (-4.8069 - 3.5346B + 4.9247B~ - 5.2819B7 + 1.9522B%)X.
+ N..

WUC: 24EBA (2,4,0)

(1 = .977362B + .13579B=)Y. = (.79689 - 1.4642B + .88371B= -
2.6619B4) Xe + Ne.

WUC: 46AFQ (1,6,0)
(1 ~ .35718B)Y. = (2.3915B — 1.3710B> + 1.3305B*)X. + N..

WUC: 446ANG (1,5,9)

(1 + .45490B)Y. = (.52943 ~ 1,.3678B% + .61573B° —
2.2439B°) X, + N..

&9
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Figure 146

Cross Correlations for WUC: 14FB9@

SERIES &t ~ PREWMITENED ACTUAL FLYING® HOURS

SERIES 2 - THE ESTINATED RESIDUALS

NEAN OF SERIES 1§ - -+ 313348~-01
8T. DEV. OF SERIER | = « 24873C+00
NEAN OF SERIES 2 - ~. 48294K-81
7. DEV. OF SERIES 2 = 67380090
NUNBER OF LAGS CROaS
ON SERIES 1 CORRELATION
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An Example of & Transfer Function Using Raw Data
;35 The present method of forecasting requirements is to use
S%q the linear function, Y. = a, + a.X. + e.. When this type of
%é equation is used, the time factor is ignored, the possibili-
~ﬁ§ ty of seasonal factors is ignored, and it’s assumed that the
ﬂﬁ model is adequate. This section will show by comparison, the
53 difference in using raw data, assumed linear, and the time
5f{ series method of the previous sections. To do this, the data
:%; was input to the TIMES program as a transfer function which
3;3 compares two series of data to determine the between series
%? correlations. In the section on univariate time series it
.iﬁ was pointed out that the data was non-stationary and there-
ig fore had to be differenced prior to finding a correct model.
2 The same set of time series used in the multivariate section
AN was input, in it’s raw form, for this section. This is the
;Ei form that would be used in the present forecasting methods,
o i.e., just as it was collected. Compare the figures in this
‘gi section to those in the previous section to see that the
hEé methods of time series analysis do a better job of fitting
> the data. Figure 17 is a plot of the residuals about the
j mean (MMM), fhis plot comes from the run which will be call-
sf ed the "old method’ in the figures and text. Note that it is
;l not stationary, that is, it does not vary uniformly about
ft' the mean, but trends across the mean. Compare this plot with

¥ Figure 18, which is from the run that produced the figures

for the previous section.
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DEVIATIONS FROM THE NEAM

Figure 17

Deviations from the Mean
The *0ld Method’
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Figure 18

’! Deviations from the Mean
. Time Series Model
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The periodogram below should be compared to Figure 14.
Note that the residuals do not fit the graph at all in this
periodogram, demonstrating that the residuals from the ’*0ld

Method’ are still autocorrelated

Figure 19

Periodogram for the ’0l1d Method’
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This hiétogram.is compared to Figure 15, this plot is
skewed to the ribht and Figure 15 is near perfect. The his-
togram is not as good of an indicator of fit as the periocdo-
gram and spectrogram and should not be relied on, exclusive

of the other indicators.

Figure 20

Histogram
’0ld Method®
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3 The linear equation, Y. = as + a:X. + e., is put in the
l@ form of the transfer function where Y. = (Ww)X.. The factor
” as takes the expected value zero. The estimated value of
.i input 1lag 1, parameter order &, in Figure 21, .00014143,
% represents Wes. Compare also the residual mean square value
. in both figures. The transfer function model portrayed here
§ is a (2,1,9). When the time factor of the data is ignored,
‘
Y this is the type of model and fit that will occur.
.‘ Figure 21
- Summary of Model
*0l1d Method’
l. DATA - X = ACTUAL FLYINS HOURS (OLD NETMOD) 47 ODOERVATIONS
-;' ¥V = WUCI14FDS EL CONP ASSY (OLD METHOD)
PIFFERENCING ON Y - NONE
DIFFERENCING ON 1 -~ NONE
:; NOLISE MODEL PARAMNETERS
v ' e
e PARAMETER PARAMETER FARAMETER E8TINATED 93 PER CENT
NUNBER TYPE ORDER VALUR LOWER LINIT UPPER LINMNIT
.: TRANSFER FUNCTION PARANETERS
' 1 INPUT LAD 1 [ 4 « 14143804 -.30493E~-84 . 30700E-84
2 INPUT LAG 1 1 ~. 10641E-04 =.3352445-04 +33963E-84
; OPTIMUR VALUR OF 3 18 #
OTHER INFORMATION AND AESULTS
_‘. REGIDUAL SUN O;A;M;I soseer -2:.74!0'! -44 B.F. AESIDUAL NEAN BQUARE "':BQ'IlQIOOS
7‘ NUNBER OF RESIDUALS 46 RESIDUAL STANDARD ERAOR «233918+02
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Figure 22 demonstrates that there is correlation between

the series. Compare this figure to Figure 16.

Figure 22

Cross Correlations
’0ld Method?’

SERIES 1 ~ PREWHITENED ACTUAL FLYING HQURES (OLD METHOD)
SERIES 2 - THR ESTINATED RESIDUALS
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CHAPTER 4

CONCLUSIONS AND RECOMMENDATIONS

}5 The last two sections in Chapter 3 demonstrated multi-
53 variate time series analysis with the data fitting a model
584 in the first section and the data left ’raw’ in the last
55 section. The two sections used the same pair of time series
g: data, but it can easily be seen that when the data is left
;5 in it’s raw state that .it does not fit into a model. This
E% state is similar to that which is presently used to forecast
Eﬁ spares requirements. This chapter will draw some conclusions
3, about the study and make some recommendations about how it
i? can be improved and incorporated into the Air Force system
ff of spares forecasting.

‘;S Eindings

‘g: An examination of the transfer function model, in the
'fi section titled The Transfer Function Mbdel, of Chapter 3
é; shows that there is a seven period time lag for the depen-
iﬁ dent variable, WUC:14FB@, before the independent variable,
éﬁ | actual flying hours, has an effect on it. It was also shown
g% that both variables were non—-stationary and had to be made
;i’ stationary before they could be used. Both series had auto-

~ regressive and moving average components and the interrela-
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tionships within each series had to be dealt with before the
intrarelationships between them could be found.

These facts argue against the linearity assumption dis-
cussed in Chapters 1 and 2. Comparing the transfer function
model with the *0l1d Method’ model, described in Chapter 3,
demonstrates a clear difference between the two which would
produce very different forecasts. The ’0ld Method’ model
doas not remove the correlation between and within the se-
ries, as demonstrated in Figure 19. This figure demonstrates
that the relationship is not a linear one, and should not be
used without first considering the elements which produced
the much better fit shown in Figure 14. Without first remov-
ing the "within and between siructure" relationships, it is

not possible to accurately forecast with the raw data.

Prob}ems with Using Time Series Analysis

Time series analysis should use at least 50 and prefer-—
ably 108 abservations to realize the full benefit of its
powerful ability to produce accurate forecasts. This thesis
used selected WUC’s from the F-16 which did not have that
many observations because of it’s recent introduction into
the Air Force inventory. As this aircraft become older the
methods demonstrated in this thesis will become easier to
use. That is, with more observations to work with, the pat-
terns produced with the TIMES program are more readily iden-
tifiable. This would make the modeling process less time

consuming and enable more precise identification of the re—
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lationships, thereby reducing the iterations required to
arrive at the correct model. A rule of thumb in any statis-
tical effort says that “"the more observations available, the
more accurate the findings will be," this applies equally

well to time series analysis.

Conclusions
This thesis has attempted to demonstrate that using the

“linearfty assumption" in the business of forecasting can
lead to errors, because this assumption ignores the time fac-
tor inherent in the data collection process. Ignorance of
this factor produces forecasting models such as demonstrated
in the ’0l1d Method’ section of Chapter 3. This model clearly
has cross correlation present between the variables which
will cause errors in a forecast. The thrust of the thesis
effort has been to show that time series analysis will pro-
duce models better suited to forecasting future spares re-
quirements. When the models produced with time series meth-
ods are compared to a model of the same data, produced with-
out the benefit of time series methods, then time series
forecasting becomes a more intuitively appealing method of
estimating what the future spares requirements might be.
With all the time series analysis programs readily a-
vailable, and the increasing availability of computer re-
sources to the IM’s, the assumption that demands per flying
hour is just a linear ratio need no ionqor be made. In addi-

tion, the improved data collection systems being introduced
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enable the IM to get all the data needed to make more accur-

ate forecastsifor the spares requirements. This could lend
itself to dollar savings as well as improved readiness and
support of weapon systems.

The TIMES software package belongs to the Air Force and
can be booted to any main frame computer that is capable of
compiling FORTRAN ver. 5 (20). There is also a software pro-
gram called SIBYL/RUNNER (13) which is available on the Har-
ris 59@¢. This is a more user friendly time series package
although I do not believe it is as powerful as the TIMES
program. The SPSS and BMDP packages also include time series
analysis programs.

Once a model is developed, the program allows it to be
continually updated with future observations. This implies
that once the effort to develop models for each WUC or LRU
is accomplished, it is a simple matter of adding the latest
observations to update the forecast. All of the software
packages allow the user to specify forecasts for future per-
iods which they define. Updating the model periodically will

assure that long term forecasts remain accurate.

Recommendations
The models in this thesis should be verified with addit-

ional observations as they become available. Also, the com-
puter resources available to the Item Manager should have
the TIMES software package implemented so that they can be-

gin using it to aid them in their support of the various




weapon systems. The initial effort to develop forecasting
models will pay for itself in future time saved, improved
support and readiness of the individual systems. The alloca-
tion of funds for spares is never enough, especially if the
spares purchased are based on an assumption that their util-

ization is based on a straight linear relationship with act-

ual flying hours. There is a lot of concern that support
based on this assumption in peacetime will be short of some
requirements in a wartime situation. This concern is great-
est where the more expensive LRU’s are the required spare
(73839310311312). The required spare should be available
when needed, regardless of its cost, and using time series
methods to forecast should increase the probability that it

will be there, without increasing the entire inventory.
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Figure Al

The Data Used In Time Series Maodels

{ Actual
¥ Flying Removals for Work Unit Codes
X Date Hours 42GB@ __ 14FB@  24EBA___ 46AFY _ 46ANG
! 7996 411.55 0o 2 2 o "]
; 7907 552.35 @ 2 @ o 2
: 7998 516.50 O 5 ] ] ]
, 7999 94%5.10 O 3 ] o ]
X 7910 1226.35 O 7 o 1 ]
5 7911 1416.80 1 5 o ] o
5 7912 1286.15 1 s o ] o
X 8291 1554.%9 3 8 o 3 o
N 8002 1992.4%5 o 31 o 2 o
8093 2173.905 @ 9 o o o
8004 2635.%%5 1 2 1 1 o
% 8005 2880.15 8 9 o ] ]
¢ 006 3019.75 1 5 1 1 P
$ 8007 3423.95 4 12 @ 1 o
- 8008 3I523.080 O 6 o 4 o
" 8009 3195.60 2 7 2 2 o
Y 80190 4606.95 2 10 1 2 2
¥ 8211 4150.80 2 9 2 "] 2
3 8012 3922.39 1 5 ] 2 1
7 8101 4288.9¢ 1 4 2 o 1
8102 4861.25 4 10 o ] 3
‘ 8103 6993.88 O 19 ] ] ]
N 8104 6394.95 3 15 1 2 1
N 8105 6384.5¢ 3 14 o 4 2
F. 8106 7131.79 1 16 1 4 o
[ 8107 8212.45 3 18 3 1 ]
‘ 8198 1926.08 12 7 ] 2 1
5 8109 6686.95 7 - 16 4 1 o
& 8110 8748.90 & 14 o 2 2
p 8111 8291.15 S 12 1 2 2
b 8112 8884.20 1 16 & 1 1
P 8201 9562.85 7 7 3 3 s
d 8202 10150.75 13 25 "] 1 1
. 8203 190752.20 15 34 3 4 4
i 8204 10941.95 4 3s 4 1 1
N 8205 11475.25 9 19 4 "] 1
5 8206 12829.65 11 39 4 3 1
3 8207 12324.95 4 32 3 2 1
- 82086 13628.70 8 57 2 4 1
3 8209 12026.%8 9 54 o 1 1
) 8210 13626.40 9 36 1 9 s
8211 14187.30 S 47 4 3 1
N 8212 13188.40 11 64 s 4 3
N 8301 13801.60 13 &6 ] 7 2
8302 14361.19 18 71 2 2 14
Y 8303 16156.1%5 7 97 7 4 7
8394 15155.40 10 79 8 4 6
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Figure B1
Final Periodogram - WUC:42GBg

The Estimated Residuals - WUC:42GB# Charger AC Battery
Cumulative Periodogram .1 Probability Limits
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Summary of Model - WUC:42GB@
DATA - 1 = WUC: 42800 CHARGER AC BATTRRY 47 ODPBERVATIONS
SIFFERENCING ON I - 1 OF ORDER 1
PARANETER PARANETER PARANETER ESTINATED 93 PER CENT
NUNDER TYPE ORDER VALUE LOWER LINMIT UPPER LINIT
1 ROVING AVERASE 1 1 0. 74736E+09 0. 33000 +00 0.93671E+00
OTHER INFORRATION AND RESULTS
RESIDUAL SUN OF SGUARES $.561178+03 43 D.F. RESIDUAL NEAN SQUARE 0.12470C+02
NUNDER OF RESIDUALS L} RESIDUAL STANDARD ERROR #.383138+01
PREUNITENED WUC:IA2098 CHARSER AC DATTERY
LOG1® SPECTAUNM SMOOTHING BANDWIDTH = ,098 APPROX 98 P.C. CONFIDENCE LINITS
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Figure B3
Final Periodogram - WUC: 14FB@

The Estimated Residuals — WUC:14FBZ El1 Comp Assy
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Figure B7
Final Periodogram — WUC:44AFJ

The Estimated Residuals - WUC:46AF3 Proport Fuel Flow
Cumulative Periodogram .1 Probability Limits
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Figure B8

Summary of Maodel — WUC:46AF@ Proport Fuel Flow
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Figure B9
Final Periodogram - WUC:46AND

The Estimated Residuals - WUC:46ANG Vv Shutoff Mot Opr
Cumulative Periodogram .1 Probability Limits
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. Figure C1
Estimated Impulse Response - WUC42GBO
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b3 . Figure C3
Periodogram - WUC:42GB2 Charger AC Battery
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Figure C4

Histogram — WUC:426GB0 Charger AC Battery
The Estimated Residuals
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Figure C3S

‘Cross Correlations
WUC: 426B2 Charger AC Battery
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- Figure Cé

Estimated Impulse Response - WUC:24EBA PTD Shaft

§ X = Prawhitened Actual Flying Hours
K4 Y = Prewhitened WUC:24EBA PTO Shaft
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Figure C7

Summary of Model -~ WUC:24EBA PTO Shaft

BATA -~ X ® ACTUAL FLYING NOURS
¥ ® WUCI24EBA PTQ BNAPTY
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Figure C8
Periodogram — WUC:24EBA PTO Shaft
The Estimated Residuals
Cumulative Periodogram .1 Probability Limits
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Figure C9

Histogram - WUC:24EBA PTO Shaft
The Estimated Residuals
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Figure C10

Cross Correlations
WUC: 24EBA PTO Shaft

SERIEA 1 -~ PREWMITENED ACTUAL FLYING HOURS
SERIES 2 - THE CSTINATED REDIDUALS

REAN OF SERIES 1 - -,200770-01
7. DEV. OF SERIES 1 = .23IV7E+H9
WEAN OF BERIEES 2 = 01008E-01

$T. DEV. OF BERIES 2 = .13343E+01

NUMBER OF LAGE GROSS NUNBER OF LAGS CRosS
ON SERIES ¢ CORRELATION ON GERIES 2 CORRELATION
L) « 908 [ « 908
) «810 1 ~. 263
2 =984 2 « 971
3 «020 3
4 4
L] L]
L] [ ]
7 7
[ ] [ ]

A - PREVHITENED ACTUAL FLYING HOUR®
B - TMHE ESTINATED RESIDUALS ~ WUCI24EDA PTO SNAFT
CROSS CORRELATION FUNCTION RAD(K)

-8. 008 ~b. 000 -4.000 ~2.008 o.080 2.000 4.008 o. 000 a.000
x
]
]
2.000 » * . . x - * - * - - .
e -1 ]
x
3
x
1.900 ¢ > * * | * * * -* -* * *
S
E 2
 § ]
1.008 +» - * - 3 > - * * . * *
4 3  §
4 4 x
] x x X
X x X
000 + * . x x x . . - * . * .
] 2 x ] 4 b
L ] X b 4 4 4 3 | 3
X x 4 3 X
] 3 X X ] 4
008 o ] * [ * [ ] * [ . [ ] | 3 [ ] [ ] . [ 4 > [ ] * [ .
] X  § x X
 § x X X X
X R X
x 4
-~ 500 * * - * X * . . * * *
x ]
X
] X
“1.000 . x . . . X . * . - > -
x X
] X
} X .
L L
~1.900 + * . * - x * * . * > .
X
H
X
-2.080 + * * * * X . - . * . .
L4
X
«2.900 ¢+ * - * * X * . * * - .
3

98




P APt S LS LS S v i N S P2 R NEM RS M B AR

Figure C11
Estimated Impulse Response - WUC:46AF@ Proport Fuel Flaow

X — Prewhitened Actual Flying Hours
Y - Prewhitened WUC:46AF9% Proport Fuel Flow
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» Figure Ci12 .
! Summary of Model - WUC:4&6AF3 Proport Fuel Flow
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Figure C13

Periodogram - WUC:456AF® Proport Fuel Flow
The Estimated Residuals
Cumul ative Periodogram .1 Probability Limits
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) Figure Ci14

Histogram — WUC:46AF0 Proport Fuel Flow
The Estimated Residuals
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Figure C13
> Cross Correlations
X WUC: 46AF2 Proport Fuel Flow
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Figure Cl16
Estimated Impul se Response — WUC:46ANG Vliv Shutoff Mot Opr

X — Prewhitened Actual Flying Hours
Y = Prewhitened WUC:46ANG V1v Shutoff Mot Opr
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Figure C17

Summary of Model ~ WUC:46ANG Vl1v
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Shutoff Mot Opr

BATA -~ R = ACTUAL FLYING NOURS
Y = WUCI 40ANS VALVE SMUTOFF ROTOR OFR

PIFFERENCING ON Y - NONE
DIFFERENCING ON X ~ NONE

44 OBEERVATIONS

NOISE MODEL PARANETERS

PARANETER PARAMMETER PARAMETER CEVINATED 98 PER CENT
WUHBER TYPR ORDER vaLue LOMER LINMIY UPPER LINIT
L)

TRANSFER ruuc'né- PARANRETERS
1 QUTPUY LAS 12 1 - 434908+90 -+ 113248+01 «222348+00
2 INPUT LAS 8 1 4 «S2943%+00 -+ 190418001 +29629%8+0)
3 INPUT LAS 3 +134708+01 =, 143000+01 «416638+01
4 INPUT LAG 2 L =« 815738 +09 ~. 360038 +01 + 244008 +01
] INPUT LAS 3 ] « 224390018 ~. 10432801 «33310€+01

OPTINUN VALUR OF 0 19 ¢

OTHER INFORNATION AND RESULTS

RESIDUAL SUN OF SOUARES « 168638+03 34 D.F. RESIDUAL NEAN SQUARE - 493978+01

NUNBER OF RESIDUALS 39

103

7o, ‘\ «z. W ~ ‘1-- ~.-'\‘-'." .-J'\;’%\ - ".c"' N

RESIDUAL STANDARD ERROR «222708+01
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q Figure Ci18

Periodogram — WUC:46AN@ Proport Fuel Flow
L The Estimated Residuals
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* Figure C19

2 Histogram - WUC:46ANG Proport Fuel Flow
The Estimated Residuals
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Figure C20
Cross Correlations
WUC: 46ANJ Proport Fuel Flow

SERIES 1 - PREWNITENED ACTUAL FLYING WHOURS
SERIES 2 - THE ZOTINATED RESIDUALS
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