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CHAPTER I

INTRODUCTION AND OVERVIEW

The learning curve has been used extensively in the
aircraft industry during the last thirty years to assist in cost
estimating for major DOD weapons acquisition programs. Since
the introduction of the basic learning curve model, a number
of variations have been developed in an attempt to achieve a
greater accuracy in predicting actual coF, figures [7:6].

The post-World War II years constitute an era of

increasing complexity in Department of Defense (DOD)

weapon systems acquisitions. Although primary concern has

centered on the effective and efficient use of taxpayer

dollars, numerous obstacles make this objective difficult

to achieve. Tremendous leaps in technology have resulted

in weapon systems of previously unimaginable complexity

and cost. Further complicating the issue is the need to

plan the acquisition and use of these weapon systems over

as much as a twenty-year time span with money that is

appropriated one year at a time. Even more uncertainty has

been added by shocks to the U.S. economy in the form of

(1) inflation, (2) increasing cost and questionable

availability of energy, and (3) increased competition from

foreign countries (2:1).

These conditions contribute to cost overruns in DOD

weapons systems acquisitions and clearly illustrate the

need for more precise techniques to estimate weapon

systems cost. The experience of industry and the DOD

*1i
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indicates that direct labor is a significant determinant

of cost. This research will focus on developing a more

accurate way to estimate direct labor costs, and, more

specifically, the effect of the absence of production rate

data on estimating these direct labor costs.

LIMITING THE PROBLEM

At the outset of a major DOD production program, a

tentative monthly production schedule for the life of the

program is negotiated between the contracting parties.

This schedule permits planning for such items as work

force build-up, facility and tooling needs, and the

ordering of long lead items. Although the planning

delivery schedule covers the life of the program, formal

contractual agreements between the DOD and manufacturers

usually cover only annual delivery requirements. Delivery

requirements for subsequent years are funded through the

exercise of options or separate contracts as funds are

appropriated by the Congress (14:2).

These multiple year programs may result in a need to

change the production rate. For example, when funding for

a particular year is insufficient to cover the production

schedule under an existing production plan, it may be

necessary to stretch out the production over a longer time

span. A national emergency or changed mission requirement

2
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may dictate an accelerated rate of production. When such

changes in delivery schedules are required, changes in

cost estimates are also required to support contract

negotiations and additional funding requests. It is

suggested that the rate of production is an important

independent variable that can be used to help project the

change in unit costs due to either program accelerations

or decelerations (14:2). In some instances, however, when

actual production rate data are not available, it is not

known if a reliable proxy exists to serve for these data.

Industrial and government cost estimators have

traditionally used learning curve techniques to estimate

direct labor hours required in production (4:25). Learning

curve theory is derived from the relationship between the

cumulative number of units produced and the number of

direct labor hours required for production. In other

words, as a worker produces more of a gita item, a

certain amount of "learning" (proficiency) occurs, and the

number of hours required for production tends to decrease

in a regular pattern. Learning curve theory is based on

the following assumptions:

(1) The production item should be sizeable and

complex and should require a large amount of labor.

(2) The majority of assembly operations should not be

mechanized or machine-paced.

3
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I
(3) Learning curves applied from past experience

should be adjusted for any differences in items,

processes, or other aspects of production.

(4) The production process should be a continuous one

and the item and product changes kept to a minimum.

(5) Historical data should be available to compute

the curve, since estimated data have low reliability.

(6) There should be no external production rate

changes (4:231).

The last assumption is unrealistic for DOD weapon

systems acquisition. Changes in production rate are forced

on DOD activities quite often. There has been considerable

research conducted to correct this apparent limitation of

the standard learning curve model (2:4). These studies

will be discussed later in this chapter.

One of the most promising studies, by Larry L. Smith,

resulted in a model for airframe production which improved

the basic learning curve model through the addition of a

production rate variable. Smith's methodology has been

replicated for aircraft avionics, engines, and missile

systems to determine its validity in other types of

*t production. Further replication, using proxies as a

substitute for the actual production rate variable is

warranted, and forms the basis of this research effort.

4
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STANDARD LEARNING CURVE MODEL

T. P. Wright is generally regarded as the pioneer of

learning curve theory. After his initial research,

learning curve tables were used at McCook Field,

Dayton, Ohio as early as 1925 (5:49-50). Wright's 1936

article on the application of the learning curve to

aircraft manufacturing cost estimation is widely regarded

as the initial substantive effort in mathematically

modeling the learning phenomenon for aircraft

manufacturing (16:2D26). As a result of increased aircraft

production during World War II, the U.S. Government

sponsored a statistical analysis by the Stanford Research

Institute on World War II airframe direct labor data. The

Stanford study resulted in two important achivements: (1)

it confirmed the learning curve effect on World War II

production, and (2) it demonstrated the value of a

learning curve model for use in cost analysis

(16:2D26-27).

It can be intuitively discerned that for labor production
processes which are repetitious, each successive equivalent
unit of production will require fewer direct manhours, and that
the manhours required decrease at a decreasing rate. This
phenomenon, known as the learning or experience curve, has
two basic variations. The variation validated by the Stanford
study is known as the "unit curve" or the "Boeing theory".
and can be expressed mathematically by the formula:

Y = AXb

where:

Y represents the direct labor hours for the "xth" unit, jS
.9 5



X represents the total number of units manufactured in
the process,

A represents the number of labor hours to produce the
first unit manufactured in the process, and

b represents the slope parameter or a function of the im-
provement rate (2:71.

The slope of' the curve can be expressed as a
percentage, which is the ratio between the per unit cost at
any unit and the percent cost at double that number of
units [3:1991.

The "cumulative average" or "Northrop" variation
(described by Wright In his 1936 article) measures the
average cost for X units rather than the cost for the xth
unit. Its mathematical form Is:

V = AX
B

where:

V represents the cumulative average cost of all production
up to and including the xth unit.

The other parameters are the same as for the unit curve
theory [2:71.

While the Boeing and Northrop models can be
manipulated in the same manner, the user should be aware
of the difference between the unit cost and the cumulative
unit cost measured by these respective models [7:7-91.

As stated above, the basic learning curve model can

be manipulated by either unit cost or cumulative unit

cost. The unit learning curve (unit cost) of the basic

4! learning curve will be the model used for the remainder of

this paper. Also, for purposes of this research, the basic

learning curve model will later be referred to as the

"reduced model."

j 6
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Limitations of the Standard Learning Curve Model

Probably due to Its simplicity, intuitive appeal, and
long history, the basic learning curve model is still widely
used. However, the learning curve model does not take into
account the exogenous changes in the rate of production.
Those exogenous changes are a concern to researchers
because of their effect upon the total direct labor
requirements.

Concern about exogenous changes in production rate is
justified by the following factors: (1) workers will adjust
according to pressure to speed up or slow down production;
(2) as more workers are employed, the distribution of tasks
to each Individual worker should narrow; and (3) at higher
production rates, tooling costs and set-up costs can be
more widely allocated to larger number of units.

Fiscal prudence dictates that each echelon within DOD
strive for accurate cost prediction in order to budget,
manage, and control. It naturally follows that the
Importance of production rates in cost estimating must be
Investigated fully, and that DOD buyers must consider the
effects of production rate changes throughout the
acquisition process [15:11].

HISTORY OF EFFORTS TO ADD PRODUCTION RATE VARIABLE

The focus of this research involves the addition of

the production rate variable, in the form of a proxy, as a

second independent variable in the learning curve model.

This section will present a chronological history of some

of the more important work that has been done in this

regard. The list is not exhaustive, and is intended only

to provide the reader with a summary of the most widely

recognized research efforts in this field. Not all

researchers have agreed as to the usefulness of the

production rate variable. However, recent efforts show

7 , t-



great promice for the production rate to aid in more

accurate predictions of labor requirements. If this

research effort substantiates the contention that a proxy

can be used in place of the production rate variable in

the learning curve, DOD researchers will have the

opportunity to complete research efforts where the

production rate variable is not available.

Harold Asher (1956)

Asher examined the relationship between cost and

quantity in the airframe industry. Using empirical data

from several airframe production programs, he subjectively

evaluated the effect of the production rate on direct

labor hour requirements. Asher identified two ways in

which the production rate could affect unit labor cost.

First, it can affect the amount of machine set-up time

charged to each unit of production. Second, it can affect

the number of subassemblies in the manufacturing process,

which, in turn, affects the number of hours of subassembly

work charged to each unit. He concluded that production

rate was not very important as a predictor when compared

1to the effect of cumulative production (3:86-87).

Alchian and Allen (1964)

. Alchian and Allen advanced the idea that production

cost is dependent on three production variables: (1) total

volume of the item to be produced, (2) production rate,

!t8
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and (3) amount of time from the decision to produce until

the first output occurs (14:19). They drew three major

conclusions. First, larger total volumes lead to smaller

unit costs because of increased product standardization

that accompanies larger volume. Second, unit costs

increase with increasing production rates because more
Ao

overtime and less efficient workers are needed to support

the increased production rate. Third, the cost variable

increases if the initial production start-up time is

compressed. Th!y explained that less efficient procedures

are used than if time were allowed to prepare properly for

production. Subsequent effort expended to correct these

inefficiencies results in higher unit costs (1:308-322).

Although Alchian and Allen did not test their

conclusions on actual data, their ideas may have

application to the airframe industry (14:20).

Gordon J. Johnson (1969)

Johnson predicted labor requirements for rocket

motors using an additive model which considered both the

rate effect and the learning effect. The model he used

lwas:

where:

y represents direct labor hours per month,

..9
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X1 represents production rate in equivalent units
per month,

X2 represents cumulative units produced as of the
end of the month, and

A, B, C and Z are model parameters.

Johnson regressed this model against four sets of
rocket motor data. His results are shown in Table I. As
depicted in the table, Johnson had good results (high R2)
with data sets 1 and 4, fair results with data set 2 and
poor results with data set 3..Johnson explained data set 3's
poor results as being due to an inadequate accounting
system used by the manufacturer. He concluded that the
production rate is a significant determinant of direct labor
requirements (7:101.

Joseph A. Orsini (1970)

Orsini (12:57-80) tested Johnson's rocket motor model

using airframe data from the C-141 program. He employed

the following procedure: (1) regression analysis was

performed on the data using the standard unit learning

curve model, (2) regression analysis was again performed

using Johnson's three dimensional additive model that

incorporated rate of production, and (3) analysis was

performed after converting Johnson's additive model into a

multiplicative one which is stated as follows:

where:

Y represents the direct labor hours per quarter,

X1  represents the number of units produced per quarter,

X2  represents the cumulative number of units produced
as of the end of the quarter,

10 KI
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TABLE 1

SUMMARY OF JOHNSON'S REGRESSION ANALYSIS

Coefficients2

Of Determination (R)

Regression Variables Data Set

1 2 3 4

Labor Hours
Vs. .753 .'395 .0067 .763

Cumulative Units

Labor Hours
VS. .932 .808 .308 .927

Cumulative Units
and

Product ion Rate

Source: [9:34].



B, and B are model parameters and e is the

base of the natural logarithms [2:11-121.

Orsini concluded that (1) inclusion of the production rate

as an independent variable significantly improved the

predictive ability of both the additive and multiplicative

models, and (2) the multiplicative model performed better

as a predictor than did the additive one because it

eliminated the need to estimate the parameter Z (12:71).

Large, Hoffmayer, and Kontrovich (1974)

During an effort to develop a general model, Large,

Hoff ayer, and Kontrovich examined data from major

airframe acquisitions relating to the effect of production

rate on cost. The model used, according to Smith

(14:29-30), is of the form:

Yi =A • wB . sC • r D

where:

Yi represents the cumulative direct manufacturing
labor hours through unit number i,

w represents the program average Defense Contractor
Planning Report (DCPR) weight expressed in pounds,

s represents the maximum design airspeed In knots,

r represents the production rate expressed as the
acceptance span In months for the first I airframes.

(For their Investigation, Large, Hoffmayer, and Kontrovich
chose I arbitrarily to be 100 or 200), and

A, B, C and D are model parameters [2:12].

is
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Large, Hoffmayer, and Kontrovich concluded that the

effects of the production rate could not be predicted with

confidence, especially in the early stages of a major

acquisition. They concluded that each case must be

considered separately (10:50-51). Smith (14:31) indicated

that the use of an acceptance span as a proxy for

production rate masked the true effect of the production

rate because of the resultant averaging effect.

Joseph Noah

Noah analyzed cost data to find the effect of

production rate on airframe costs. His model for the data

was:

1 2 3

where:

y represents average direct labor hours per pound of
airframe for each airframe lot,

a is the base of the natural logarithm,

X1 represents the cumulative volume in pounds of aircraft
produced by the midpoint of each airframe lot,

X 2 represents the production rate in average pounds of
airframe delivered per month for the entire period,

X3 represents the annual volume of aircraft in airframe
pounds, and

A, B, C, and D are model parameters.

Noah averaged the estimated regression coefficients from
two sets of data, one on the F-4 and the other on the A-7,
and tried to develop a generalized cost model. Smith felt

13,'1 I



that this approach was questionable and that the model
needed to be tested on additional aircraft programs to
determine if it did actually serve as an accurate predictor.
Also, Smith stated that while the lot average airframe
delivery rate was a practical representation of the
production rate, the average delivery rate variable
appeared to lag the average expenditure of hours required
to produce the airframes delivered [7:10, 12].

Larry L. Smith (1976)

Smith developed a model for airframe production that

included a production rate variable to test the idea that

production rate changes can explain changes in direct

labor requirements (14:35). He adapted a modified version

of Orsini's multiplicative model as follows:

B, B 2
Yj =B ii X21 . 10

where:

Y. represents the unit average direct hours needed to
output each pound of airframe in lot i,

X1 i represents the cumulative learning accrued from
experience on all airframes of the same type through
lot i,

X 2i represents the production rate of lot I for all airframes
of the same type,

e. represents the variation of each dependent variable
which is not explained by the two independent
variables,

BO, BI, and B2 are parameters In the model [14: 43].

Smith also linearized the model to facilitate multiple[

linear regression. The linearized form was:

14
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Log Y. = Log B0 + B1 Log Xli+ B2 Log X2i + ei (14:45).

To test the accuracy of his model versus the standard

learning curve model, Smith employed a "reduced" model

which was merely his model, or "full" model, minus the

production rate variable. The "reduced" model was a unit

learning curve model as follows:

Y B • 10 ei (13:43).
Yi 0B li

Regression of historical data with each model allowed

Smith to identify the contribution of predictive ability

by the production rate variable (15:17-18).

Evaluating data from the F-4, F-102, and KC-135

airframe production programs, Smith reached the following

conclusions: (1) in each case, the production rate

variable was negatively correlated with unit direct labor

requirements, (2) both proxies to the production rate

variable were important contributors to the full model's

predictive ability, and (3) as evidenced by the R2 values

he obtained, the full model more closely fit the data than

the reduced model (14:142-146). Tables 2 and 3 summarize

Smith's regression analysis and predictive ability test

4 1results.

Congleton and Kinton (1977)

Using the same methodology, Congleton and Kinton

replicated Smith's research for the T-38 and F-5 airframe

15
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production programs. They reached the same basic

conclusions as Smith; however, in one of the thirty test

situations they reported that R2  was higher for the

reduced model than for the full model, but by less than

one percent (6:91-93).

Stevens and Thomerson (1979)

Stevens and Thomerson replicated Smith's model for

aircraft avionics systems. Specifically, they examined the

Magnavox ARC-164 radio, applying the methodology set forth

by Smith. Stevens and Thomerson formed the following

conclusions: (1) production rate was a significant factor

in explaining variations in direct labor hours in nine out

of ten cases, (2) the predictive ability of the full model

was better than that of the reduced model for eighteen

months into the future, (3) the standard learning curve

(reduced) model consistently overestimated direct labor

hours while the full model stabilized predictions over an

extended interval, (4) regression coefficients are unique

to the program for which they are derived, and (5) the

overall applicability of Smith's model has wide potential

and can be tailored to various other programs

(15:102-104).

Crozier and McGann (1979)

Crozier and McGann also replicated Smith's research.

They applied both the reduced model (standard learning
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TABLE 3

SUMMARY OF SMITH'S PREDICTIVE ABILITY

TEST RESULTS

Test Situation Number Percentage Devtation*
Full Model Reduced Model

1 -2.6 14.5

2 2.2 13.6

3 Not Reported 13.6
4 1.8 5.3

5 3.1 5.3

6 -7.8 Not Reported

7 t Not Reported
8 -0.7 1.1

9 -4.2 1.1

10 -1.1 5.6

11 3.5 Not Reported
12 2.2 -3.3

13-16 § §

*These tests were conducted as described in Chapter II
of this research. All percentages are rounded to
nearest tenth.

tSmith reported the results were deviations greater
than those for test situation 6, but did not report
a value (14:96).

§Smith reported that predictive ability tests were im-
practical for situations 13 through 16 because obser-
vations were limited to seven (14:71-131).

i • !Source: [2:16].
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curve) and the full model to three aircraft engine

programs: (1) the General Electric J-79, (2) the Allison

TF-41, and (3) the Pratt and Whitney F-100. They found

that the production rate significantly explained variation

in direct labor hours in three of the six cases examined,

with especially good results on the F-100 engine. On

engine programs, the full model was a better predictor

than the reduced model. Crozier and McGann concluded that

the results when using Smith's model depend a great deal

on the type of weapons system. This last finding justifies

the need for more replication efforts of Smith's model

(7:92-94).

Allen and Farr (1980)

The findings of Allen/Farr are crucially important to

this research effort. They replicated Smith's model for

the Maverick and SRAM missile programs, utilizing twelve

models in their research methodology. Smith's model was

replicated for the fabrication, assembly, and test

components of the two missile programs and Allen/Farr

concluded that the production rate was found to explain a

significant amount of variation in direct labor hours in

nine of the twelve models examined. Enough support was

evident to conclude that the production rate variable

should be considered when evaluating missile production

programs. Whereas Allen/Farr used the production rate as

K19



the second independent variable in the full model, this

research will use their data and substitute a proxy for

the production rate variable. This substitution will test

the reliability of the proxy as a substitute when

production rate data are not available. The details of

this proxy and its application to the model are discussed

later in this paper.

RESEARCH PROBLEM STATEMENT

Past research efforts have shown that changes in

production rate affect direct labor hours for continuing

weapon systems production programs. These past research

efforts used the number of end items completed during an

accounting month as their measure of production rate. This

measurement of production rate is not always accessible

for the following reasons: (1) the contractor may be

unwilling to furnish the data, or (2) the contractor may

not collect the data in a format suitable for use in

learning curve analysis. Whenever the actual production

rate data is not available, a proxy must be employed in

its place. One easily accessible proxy for actual

production rate is the DD Form 250 acceptance rate. This

form is always used in DOD weapon system production

programs to document end item acceptance and is readily

available to DOD researchers. The use of a proxy, such as

20
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the DD Form 250 acceptance rate, in lieu of actual

production rate data in predicting direct labor hours for

continuing weapon system production programs is not known.

RESEARCH OBJECTIVE

The objective of this research is to determine if the

DD Form 250 acceptance rate can be substituted for the

actual production rate variable contained in Smith's model

without compromising the predictive ability of that model.

RESEARCH HYPOTHESIS

The predictive ability of Smith's model is not

compromised by the substitution of the DD Form 250

acceptance rate for the actual production rate variable.

PLAN OF DEVELOPMENT

With the problem narrowed and the objective outlined,

the next chapter is devoted to a discussion of the

methodology for testing the research hypothesis. A brief

summary of assumptions and limitations about the

methodology will close Chapter II. Chapter III will

contain the data analysis and evaluation. Finally,

Chapter IV will contain the summary, conclusions, and

recommendations of this research.

21
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CHAPTER II

RESEARCH METHODOLOGY

This chapter outlines the procedures used to test the

research hypothesis. The chapter is divided into five

sections as follows:

(1) Restatement of Objective,

(2) Model Definition, Variables, and Assumptions,

(3) Data Collection,

(4) Analysis Methodology, and

(5) Summary.

RESTATEMENT OF OBJECTIVE

The objective of this research is to determine if the

DD Form 250 acceptance rate can be substituted for the

actual production rate variable contained in Smith's model

without compromising the predictive ability of that model.

MODEL DEFINITION, VARIABLES, AND ASSUMPTIONS

Model Definition

Chapter I discussed the two models used by Smith,

which he called the "full model" and the "reduced model."

For ease of reference, the two models are repeated.

The reduced model is the basic learning curve stated

as:

Yi Bo x lOei
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In the full model, the production rate variable is added

as follows:

Y =B B, . X B2* 10ei

Model Variables

The three variables used in this analysis were:

(1) direct labor hours per missile produced, (2)

cumulative number of missiles produced, and (3) the

DD Form 250 acceptance rate as a proxy for the missile

production rate. Since it was considered desirable to

improve the ability to predict the direct labor hours

required per missile, direct labor was treated as the

dependent variable. Cumulative missiles produced and the

acceptance rate were considered the independent variables.

The Direct Labor Hours Variable. Direct labor is usually

measured in hours, although it is occasionally measured in

dollars. Whenever the data are expressed in dollars, care

must be taken to accurately account for inflation. The

primary determinants of total direct labor are (1)

fabrication labor, (2) assembly labor, and (3) test labor.

Depending on the individual contractor, the data may be

expressed as total labor or any combination of the

component parts (fabrication, assembly, and test). The

exact measure of the data is unimportant as long as a

consistent unit of measurement is maintained (2:21). This
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research will measure total direct labor in hours.

Referring again to the reduced and full models, direct

labor is depicted by the variable Yi" Yi represents

direct labor hours required for each missile, where:

Y t = total direct labor hours per accounting month,

Ytu = unit index portion of total direct labor hours
per accounting month,

Ytsh = standard hours portion of total direct labor
hours per accounting month,

Y = fabrication direct labor hours per accounting
month,

Yfu = unit index portion of fabrication direct labor
hours per accounting month, and

Yfsh = standard hours portion of fabrication direct
labor hours per accounting month.

The Cumulative Output Variable. Records are normally kept

for the number of missiles completed each month. The

cumulative output is the total number of missiles

completed since the beginning of the production program as

of the end of a specific accounting month (2:22). The

cumulative output variable is depicted by the variable

X ii and represents the cumulative output of all missiles

through the i h.

The Acceptance Rate Variable. The production rate is the

number of missiles completed during an accounting month.

For some production processes, the production rate is

difficult to accurately assess. Whenever this situation

occurs, a proxy must be developed for the production rate.
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Commonly used proxies are the delivery rate and the

acceptance rate (2:22). The production rate variable used

in this research effort will be the missile acceptance

rate, earlier referred to as the DD Form 250 acceptance

rate. The acceptance rate is depicted by the variable X2i

and represents the acceptance rate of the missiles in

group i.

Miscellaneous Variables. ei represents the variation which

is left unexplained by the variables in the model and Bo,

B1 , and B2 are the regression coefficients for the model.

In order to use multiple linear regression to analyze

the two models, they were transformed to a linear form by

taking the logarithm of each term. The logarithmic form of

the reduced model is:

Log Yi = Log B0 + B1 Log Xli + e i .

The logarithmic form of the full model is:

Log Y = Log B + B1 Log X + B2 Log X2 + e

Assumptions

The statistical significance of the results of the

regression will be tested using appropriate F-distribution

statistics. To establish the validity of these tests, it

is necessary to make some assumptions concerning the error

terms in the model. First, the error terms are assumed to

be normally distributed with a mean of zero and equal

25



variance. Second, the error terms are assumed to be

independent of each other and of the independent variables

(11:30-31).

A third assumption concerns a problem which

frequently develops in multiple linear regression, that of

multicollinearity. Multicollinearity exists when there is

a high correlation between or among independent variables,

which in this research are cumulative output and

acceptance rate. If a strong correlation exists between or

among independent variables, the F-test may find the

marginal contribution of one or more variables to be

statistically insignificant when, in fact, they may be

good explainers of variation in the dependent variable if

considered separately (11:341).

While multicollinearity can be a serious problem if

the model is to be used for control, it is not as serious

a problem when the purpose of the model is to predict, as

is the case in this research (11:342). The contribution

made by adding the acceptance rate to the reduced model

will be subjectively evaluated by comparing predictions of

the reduced model to those of the full model. Therefore,

it is assumed the varying degrees of multicollinearity

will have no substantial impact on the short-range

predictive abilities of the models (2:24).
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DATA COLLECTION

As in all previous research using Smith's model,

accessibility of data is a very important determinant in

selecting the particular program to be studied. The data

must be the actual historical data rather than estimates.

The data represents a census rather than a sample and

statistics derived for each individual population are,

therefore, descriptive of only that population.

Consequently, the information derived is applicable only

to the program being studied in this research. The

regression coefficients found in this research must not be

indiscriminately applied to other missile production

programs.

The data furnished by the Hughes Aircraft company

consisted of total direct labor requirements and

production history for the total Maverick missile

production. Full-scale production commenced April 1972 and

continued without interruption through May 1978 (73

months), resulting in the manufacture of 26,500 units.

During the 73 months of production, the government

accepted 68 deliveries using the DD Form 250.

This research effort uses the same data as used by

the Allen/Farr team in their research except for

production rate. Where Allen/Farr used actual production

rate, this research uses the DD Form 250 acceptance rate
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as a proxy for actual production rate. Because the data

reflected significant fluctuation in the acceptance rate,

the Maverick program provides an excellent test situation

for this comparative research. In the Allen/Farr research,

the Maverick data were broken down into several major

components: fabrication, assembly, and test. These three

components were then incorporated into a total model. This

research models only the fabrication component and the

total model used in the Allen/Farr effort. Funding

limitation precluded incorporating the assembly and test

components into this research.

One intriguing aspect of the Maverick data was the

manner in which the manufacturer accounted for direct

labor hours. Direct labor hours were segmented into two

components: Unit Index and Standard Hours. On a continuing

basis, Hughes conducted time and motion studies to

estimate how many hours it would take to manufacture each

missile under "ideal" conditions at a particular point in

the production program. This estimate was called Standard

Hours, and its evolution over time represented a measure

of methods improvement. For each month of production,

Hughes computed a Unit Index reflecting the deviation

between actual number of direct labor hours required for

production and the number of hours that would be required

under ideal conditions. Whenever the actual number of
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hours required for production achieved the "ideal"

standard, the Unit Index was equal to one. Any value of

the index greater than one reflected less than ideal

performance. The evolution of the index over time

represented a measure of labor improvement or learning. To

calculate direct labor hours per missile, the Unit Index

was multiplied by the Standard Hours. For example, assume

the program is in the early stages of production, the

Standard Hours are 100 hours per unit and the Unit Index

is 2.50 per unit (less than perfect conditions). The two

are then multiplied to calculate total hours per missile

of 250.

As one might expect, the Unit Index, Standard Hours,

and direct labor hours exhibited learning trends to

varying degrees. Because of this unique accounting

procedure, Allen and Farr were able to assess the effects

of the production rate on both the "labor learning" and

"methods improvement" aspects of direct labor (2:39). The

same advantage holds for this research because of the

simplicity of substituting the accep.t.nce rate proxy for

J actual production rate.

The raw data are transformed into logarithmic form to

be used in six different models for this research. The

first three models are labeled as follows:
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Model One: Total Hours Per Unit,

Model Two: Unit Index for Total Hours Per Unit, and

Model Three: Standard Hours for Total Hours Per Unit.

The last three models are labeled as follows:

Model Four: Fabrication Hours Per Unit,

Model Five: Unit Index for Fabrication Hours Per
Unit, and

Model Six: Standard Hours for Fabrication Hours
Per Unit.

Regression analysis is performed on both the reduced

and the full forms of the models, and test statistics are

calculated. The test statistics are then compared with the

critical values required, and the criterion tests are

applied to determine if the model is acceptable for

testing. If the results for a particular model support its

acceptability and the criterion tests fail to reject the

model as inappropriate, that model is then tested for its

predictive ability. The statistical tests, criterion

tests, and their objectives for this research effort are

discussed in detail in the following section.

ANALYSIS METHODOLOGY

The hypothesis to.be tested in this research is that

the predictive ability of Smith's model is not compromised

by the substitution of the DD Form 250 acceptance rate for

the actual production rate variable.
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Testing this hypothesis first requires determining if

the model, using the DD Form 250 acceptance data, is

acceptable. Then, if the model is found to be acceptable,

the predictive ability of the model is compared to the

predictive ability of the model using actual production

rate data to determine if any compromise exists.

To determine if a model using the DD Form 250

acceptance rate is acceptable requires two steps. The

first step examines the statistical significance of the

model's regression coefficients by regression analysis of

historical production data. This step is composed of two

statistical steps. The second step involves the use of two

criterion tests to evaluate the appropriateness of the

model for this data. The dependent variable of the full

model, in log-linear form, will be subjected to regression

analysis. The independent variables are the logarithms of

cumulative output and the DD Form 250 acceptance rate.

MODEL ACCEPTABILITY TESTING

Statistical Tests

The first statistical test (ST1) examines the

relationship between the cumulative output and acceptance

rate variables and the direct labor hour variable as shown

in the model. The null hypothesis and its alternate are

formed as follows:
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Ho: B1 and B2 = 0

HA: B1 # 0 and/or B2  0

This hypothesis will be tested using the following format:

(1) State the null and alternate hypothesis.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for

statistical test one will be the F-test.

(4) State the Decision Rule. If the F-ratio is greater

than F*, reject HO, else cannot reject HO .

(5) State the Decision based upon the Decision Rule.

Mathematically, F-ratio = MSR/MSE, MSR = SSR/p-1, and

MSE = SSE/n-p where:

MSR represents the mean of the regression sum of
squares in logarithmic form,

MSE represents the mean of the error (or residual)
sum of squares in logarithmic form,

SSR represents the regression sum of squares
in logarithmic form,

SSE represents the error (or residual) sum of
squares in logarithmic form,

n represents the number of observations, and

p represents the number of parameters in the
model (11:45, 79, 227-228).

The F-ratio compares the explained variance (MSR) to

the unexplained variance (MSE), and thus determines the

ability of the model to explain the variance of the

dependent variable (2:26).
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The second statistical test (ST2) tests the ability

of the DD Form 250 acceptance rate variable, when combined

with the cumulative output variable, to explain additional

variation in' direct labor hours per missile.

Statistically, the null and its alternate hypotheses are:

HO: B2 = 0

HA B 2 # 0 

This hypothesis will be tested using the following format:

(1) State the null and alternate hypotheses.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for

statistical test two will be the F-test.

(4) State the Decision Rule. If the F-statistic is

greater than F*, reject HO , else cannot reject HO .

(5) State the Decision based upon the Decision Rule.

The value of F* is determined as follows:

•=g 2~(1-R2)l(n-k-1)

where:

AR2  represents the increase in explained
variations caused by the addition of
the logarithm of the acceptance rate

4variable to the reduced model,

g represents the number of variables (in
this case, one) which cause the increase
in R2,

n represents the number of observations,

k represents the total number of regressors, and
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n-k-i represents the degrees of freedom in the
unexplained variation (17:435).

The F* statistic in this test yields a ratio of the

increase in explained variance to the remaining

unexplained variance which resulted from introducing the

acceptance rate variable into the reduced model (2:27).

Criterion Tests

The first criterion test (CT1) for the

appropriateness of the model concerns the assumptions

about the residuals, or observed errors. The model is

considered appropriate for the data if the assumptions

about constant variance of residuals, independence of

residuals, and normal distribution of residuals cannot be

rejected on the basis of appropriate tests (11:240).

The assumption of constant variance of residuals is

tested by plotting the residual values against the

predicted values of the dependent variable. The assumption

is accepted if the plot revealed an even distribution (no

discernible pattern) and if most residuals are within one

standard error of the estimate (11:239-240).

The Durbin-Watson Test (2:28) was used to check for

independence of residuals. The test determined whether or

not the autocorrelation parameter p was equal to zero.

The test alternatives were:
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H0 : p > 0

HA: 0 =0

This portion of criterion test one (TI) will be tested

using the following format:

(1) State the null and alternate hypotheses.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for

criterion test one will be the Durbin-Watson statistic.

(4) State the Decision Rule. If D is greater than

dL, conclude HA; if D is less than du, conclude HO; if

dL :S D :S dU , test is inconclusive.

(5) State the Decision'based upon the Decision Rule.

A statistical package called "STAT II" in the Copper

Impact Library' at the Air Force Institute of Technology

calculated the Durbin-Watson statistic designated as D.

Table A-6 in the Neter and Wasserman text contained upper

and lower bounds (dU and dL) for various sample sizes,

levels of significance, and numbers of independent

variables. The calculated D statistic was compared to the

upper and lower bounds in the table at the 0.05 level of

significance. If HA was concluded, the residuals were
iA

Aconsidered to be independent (2:29).

The assumption of normal distribution of residuals

was tested through the Kilmogorov-Smirnov (KS) test. The
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basis of the KS estimation procedure is the cumulative

sample function, which is denoted by S(X). S(X) specifies

for each value of X the proportion of values less than or

equal to X. The KS procedure utilizes a statistic, denoted

by D(n), which .is based on the differences between the

cumulative sample function S(X) and the true cumulative

probability function F(X).

D(n) = Max ISX - F(X).

In other words, D(n) equals the largest absolute deviation

of S(X) from F(X) at any value of X. D(n) is shown as a

function of n because it depends on the sample size.

Surprisingly, however, it does not depend on the specific

form of F(X). Hence, the KS procedure may be used for

goodness of fit tests for any shape distribution, and will

be used in this case to see if the residuals were normally

distributed (2:29).

The KS statistic used in this research was calculated

by the STAT II package in the Copper Impact Library. If

the calculated statistic was below the critical value in

the D(n) table, the data were considered normal. Stated in

hypothesis form:

HO: KS Z D(n)

HA: KS < D(n)

This portion of criterion test one (CT1) will be

tested using the following format:
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(1) State the null and alternate hypotheses.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for

this portion of CT1 is the KS test.

(4) State the Decision Rule. If KS is less than D(n)

reject HO.

(5) State the Decision based upon the Decision Rule.

The second criterion test (CT2), which also tests the

appropriateness of the model, involves the use of the

multiple coefficient of determination, known as R2. The R

value measures the proportion of variation in direct labor

hours that is explained by the regression model. R2 is

calculated by subtracting the quotient of SSE/SSTO from

one. The error sume of squares, SSE, is the summation of

all squared residuals, and is formally defined in

statistical test one (ST1). The total sum of squares,

SSTO, is calculated by summing the squared differences

between each observed value of the mean of the dependent

variable (11:77).
R2

In this model, , as a valid measure of explained

variation, is somewhat obscured by the transformation of

the model to logarithmic form. R2 in that form represents

the logarithmic value of direct labor hour variation

rather than variation in actual hours. Smith, in his

research, developed a more meaningful statistic which he
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called R2 (actual) (14:53). R2 (actual) is calculated in

the same way that R2 is, except that the SSE and SSTO

values are calculated after transforming the observed and

predicted values of the dependent variables from the

logarithmic to actual form. In that way, the variation is

represented in actual hours instead of logarithms (2:31).

An appropriate model for the data would explain a

high proportion of variation in direct labor, and would

consequently yield a high R2 (actual). Therefore, in this

criterion test, an R2 (actual) value of .75 or higher is

selected as the level at which the model could not be

rejected as inappropriate (2:31).

If an acceptable model is found after model'

acceptability testing (ST1, ST2, CT, and CT2), predictive

ability is then tested.

PREDICTIVE ABILITY TESTING

After the full model, with DD Form 250 data

incorporated, is accepted as the result of model

acceptability testing, its predictive ability is

determined. This determination is made by comparing the

full model with the reduced model.

To determine if the acceptable full model is a more

accurate predictor than the reduced model, the full and

reduced regression models are developed with the last 12
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data points omitted. Then, using these models, omitted

values (which were known but not used in estimating the

model coefficients) are predicted. Then, an evaluation of

the deviation of the predicted values from the observed

values, for both the full and reduced models, is

accomplished.

The comparison is made using both a statistical test

(ST3) and a criterion test (CT3). The statistical test is

used to determine whether the full model is significantly

more accurate than the reduced model in predicting the

labor hour values omitted in the prediction simulation.

Where the full model may be found to be a significantly

better predictor based on the statistical test, a

criterion test is then applied to establish whether the

improved predictive ability -of the full model has a

practical significance as well.

Statistical Test

The statistical test (ST3) is performed to determine

if the average absolute deviation of the full model

is significantly less than that of the reduced model

(15R[). The average absolute deviation for each model is

computed by taking the absolute value of the difference

between the actual and predicted direct labor hours

occurring in each test situation, then separately summing
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the absolute deviations for each model in all test

situations (2:33).

Statistically, the null and alternate hypotheses

are:

Ho: IR I IFI

HA: IRI > 15FI

This hypothesis is tested using the following format:

(1) State the null and alternate hypotheses.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for

statistical test three will be the Student's t test.

(4) State the Decision Rule. The Decision Rule for

ST3 will be to reject HO if t > tc(0.05), where:

t (IyI/- I f (S21N),+ s2/N)

-~ FR F

(5) State the Decision based upon the Decision Rule.

In the above Decision Rule, the variables are defined

as follows:

2
R represents the variance of the distribution of

deviationc obtained with the reduced model,

S2, represents the variance of the distribution of
deviations obtained with the full model,

N represents the number of test situations, and

tc  represents the critical t value obtained from
a table of Student's t critical values (17:208-
215).
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Criterion Test

Where the improved predictive ability of the 'full

model over the reduced model may be shown to be

statistically significant, the model will then be

subjected to a test of practical significance. This

criterion test (CT3) is necessary because (1) the reduced

model, although shown to be a statistically less accurate

predictor, could still be sufficiently accurate for

practical application, or (2) the full model, although

shown to be a statistically better predictor than the

reduced model, could still be so inaccurate as to be of no

value in practical application. In either instance, the

addition of the acceptance rate variable would not be

considered worthwhile from a cost/benefit standpoint

(2:34).

To perform the criterion test (CT3), the individual

deviations computed for the full and reduced models in

each test situation under statistical test three (ST3) are

converted into a measure of deviation expressed as a

percentage of the actual direct labor hours. The use of

percentage facilitates later comparison of results between

this program and other programs whose values for direct

labor hours are relatively large. Two categories are then

established for the deviations.
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These categories provide a basis for comparison of

the predictive ability of the two models. When percentage

deviations fall in the range greater than five percent to

ten percent or less, the predictive ability is categorized

as good. When percentage deviations are five percent or

less, the predictive ability is categorized as excellent.

The number of test situations in which the percentage

deviations fall into each category is then separately

summed for the full and reduced models. Totals for each

category- and model are then subjectively compared and the

model with the greater total number of good and excellent

predictions is judged to have the better practical

predictive ability (2:35).

SUMMARY

Historical production (acceptance) data will be

analyzed using least squares multiple linear regression.

The research hypothesis will then be tested using the

statistical and criterion tests described in this chapter.

The model's acceptability for testing is evaluated

using two statistical tests and two criterion tests. If

all tests are passed, the full model is then evaluated for

predictive ability. The conclusion sought is that the

acceptance rate !s a significant factor in determining

direct labor hour requirements for missile production.
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The predictive ability of the model is evaluated

using one statistical test and one criterion test. If both

tests are passed, the full model is shown to have better

practical predictive ability than the reduced model.

Certain assumptions are necessary for the regression

model to be appropriate. The strength and validity of the

conclusions drawn from the research hypothesis are

dependent on the applicability of these assumptions.

Further, the methodology contains certain limitations

which must be considered. A summary of the assumptions and

limitations follows.

Assumptions

(1) Historical data obtained from the manufacturer

were recorded accurately.

(2) Multicollinearity did not impair the short-range

predictive ability of the models.

(3) Data measurements and transformations were accurate.

(4) No significant loss of data precision was induced

by the logarithmic transformation of the data used to

facilitate multiple linear regression.

(5) The error terms had a normal distribution with

a mean of zero and constant variance, and they were

statistically independent (2:41-44).
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Limitations

(1) Subjective analysis was required to assess the

validity of the assumptions concerning error terms.

(2) Information derived from the data apply only to

the program being studied in this research ,.4).

(3) Funding limitation precluded inL 7porating the

assembly and test components into this research. This

research models only the fabrication component and the

total model used in the Allen/Farr research.
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CHAPTER III

DATA ANALYSIS AND EVALUATION

This chapter presents analysis of the efficacy of using

the DD Form 250 Maverick missile acceptance data as a proxy

for actual production rate. Utilizing the methodology pre-

sented in Chapter II, six regression models were tested for

acceptability. The six models differ in the direct labor

hour variable (Yi) as follows.

Model One = (Y = total direct labor hours,

Model Two = tu = unit index portion of total
direct labor hours,

Model Three = (Y = standard hours portion of

total direct labor hours,

Model Four = (Yf) = fabrication direct labor
hours,

Model Five = (Y unit'index portion of fabri-
cation direct labor hours,
and

Model Six = (Yfsh) standard hours portion of
fabrication direct labor
hours.

Following the acceptance testing for these six models,

those models found to be acceptable are tested to determine

their predictive ability and then are compared with the re-

duced model.
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I
PRESENTATION OF MODELS AND ACCEPTABILITY TESTS

Model One

Model One is presented below. The raw data and results

of each statistical/criterion test are presented in Tables

4, 5, and 6.

Reduced Model:

Yt =  Bo " B]

or in logarithmic form:

Log(Yt) = Log(B o0) + B1 * Log(X1 )

Full Model:

1 2Yt = o•X 1 .X2

or in logarithmic form:

Log(Y t) = Log(Bo) 0 B1 * Log(X 1) + B2  Log(X2 )

where:

Yt = total direct labor hours/equivalent unit/accounting
month,

X1 = cumulative output plot point (cumulative units
at end of accounting month),

x 2 - DD Form 250 acceptance rate/accounting month.

Model Two

Model Two is presented below. The raw data and results

of each statistical/criterion test are presented in Tables

7, 8, and 9.
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Reduced Model:

Ytu =o 1

or in logarithmic form:

Log(Ytu) = Log(B0 ) + B1 • Log(X1 )

Full Model:

'~tU-B* B1  B2Y tu x Bo "X 1 . X2

or in logarithmic form:
Log(Y tu) = Log(B0 ) + B*1 Log(X1) + B2 • Log(X 2 )

where:

ytu M unit index portion of total hours/equivalent
unit/accounting month,

X = cumulative output plot point (cumulative
units at end of accounting month),

X X2  DD Form 250 acceptance rate/accounting
month.

Model Three

Model Three is presented below. The raw data and re-

suits of each statistical/criterion test are presented in

Tables 10, 11, and 12.

Reduced Model:

y Ytab w Bo " 1)

or in logarithmic form:
Log(Y Lo(B o  + B1 • Log(X1)
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Full Model:

Ytsh = B XI. XB2

tshx 2

or in logarithmic form:

Log(Ytsh) = Log(B ) + B 1 Log(XI) + B2 • Log(X 2 )

where:

Ytsh " standard hours portion of total direct
labor hours/equivalent unit/accounting
month,

X = cumulative output plot point (cumulative
units at end of accounting month),

X2  - DD Form 250 acceptance rate/accounting
month.

Model Four

Model Four is presented below. The raw data and results

of each statistical/criterion test are presented in Tables

13, 14, and 15.

Reduced Model:

Yf B o * x 1

or in logarithmic form:

Log(Yf) Log(Be0) + B1 . Log(X1 )

Full Model:

y Bf"So • X. X B

Yf B 0  1 2

or in logarithmic form:

Log(Yf) - Log(B0 ) + B1 • Log(X1) + B2 • Log(X2 )
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where:

Yf = fabrication direct labor hours/equivalent
unit/accounting month,

X1 = cumulative output plot point (cumulative
units at end of accounting month),

X2 = DD Form 250 acceptance rate/accounting month.

Model Five

Model Five is presented below. The raw data and results

of each statistical/criterion test are presented in Tables

16, 17, and 18.

Reduced Model:

Yfu 1o 1

or in logarithmic form:

Log(Yfu) Log(Bo ) + B1 • Log (X1)

Full Model:

Yfu 1B X 1" X 2

or in logarithmic form:

Log(Yfu) - Log(Bo ) + B1 • Log(X1) + B2 • Log(X2)

where:

Yfu labor hours/equivalent unitaccounting month,

X - cumulative output plot point (cumulative
units at end of accounting month),

X2 - DD Form 250 acceptance rate/accounting month.
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Model Six

Model Six is presented below. The raw data and results

of each statistical/criterion test are presented in Tables

19, 20, and 21.

Reduced Model:

Yfsh =Bo 1

or in logarithmic form:

Log(Yfsh) = Log(B0 )+ B1 • Log(X1 )

Full Model:

B 1 2
Yfsh 1 o.XI

or in logarithmic form:

Log(Yfs h) = Log(B0 ) • B1 • Log(X I) + B2 • Log(X2 )

where:

Yfsh = standard hours for fabrication direct labor
hours/equivalent unit/accounting month,

X 1  = cumulative output plot point (cumulative
units at end of accounting month),

X - DD Form 250 acceptance rate/accounting month.

i2
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TABLE 4

MODEL ONE - RAW DATA

(Total Hours Per Unit)

REDUCED FULLTEST ITEMS MODEL MODEL

Estimated B 954.16 984.48
0

Estimated B -0.24 -0.22

Estimated B2  -0.04

Data for ST1

F Ratio 765.40 409.96

F Critical --- 3.15

Data for ST2

F Statistic --- 5.25

F Critical --- 4.00

Data for CT1

KS Statistic --- .26

KS Critical --- .16

Durbin-Watson Statistic --- 1.02

Durbin-Watson Critical --- 1.67/1.55
(dU/dL)

Data for CT2

R2 Log .921 .927

R2 Actual .918 .898
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TABLE 5

MODEL ONE - ST1 & ST2 RESULTS

Statistical Test One Results

(1) Ho: B1 and B2 = 0

HA: B1 # 0 and/or B 2 # 0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject HO.

(5) Decision: F-Ratio = 409.96
F* = 3.15

409.96 is greater than 3.15, so reject H0 .

Statistical Test Two Results

(1) HO: B2 = 0

HA: B2 # 0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than P*, reject HO, else
cannot reject HO .

(5) Decision: F Statistic - 5.25
F* - 4.00

5.25 is greater than 4.00, so reject HO.40
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TABLE 6

MODEL ONE - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be
made because of discernible patterns.

Test of Independence of Residuals:

(1) H0 : p is greater than 0

HA: p = 0

(2) a = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-

clude HA; if D is less than du,
conclude H0 ; if dL < D < dU 9

test is inconclusive.

(5) Decision: D = 1.02 1.02 is less than 1.67,
so conclude HO -dL = 1.55

du = 1.67

Test of Normal Distribution of Residuals:

(1) Ho: KS > D(n)c

HA: KS < D(n)c

(2) a = 0.05
(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c P
reject HO.

(5) Decision: KS - .26 .26 is greater than .16,
D(n), = .16 so cannot reject H0 .

Criterion Test Two Results

R2 (Actual) - .898 and is greater than .75. So model
cannot be rejected as inappropriate for this test.
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TABLE 7

MODEL TWO - RAW DATA

(Unit Index for Total Hours Per Unit)

REDUCED FULL

TEST ITEMS MODEL MODEL

Estimated B 40.34 49.29

Estimated B1  -0.21 -0.15

Estimated B2  --- 0.11

Data for ST1

F Ratio 360.54 279.32

F Critical --- 3.15

Data for ST2

F Statistic .... 31.50

F Critical --- 4.00

Data for CT1

KS Statistic --- .22

KS Critical --- .16

Durbin-Watson Statistic --- 1.22

Durbin-Watson Critical --- 1.67/1.55
(dU/dL)

Data for CT2

2
R2 Log .845 .896

R2 Actual .878 .855
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TABLE 8

MODEL TWO - STI & ST2 RESULTS

Statistical Test One Results

(1) H0 : B1 and B2 = 0

HA: B1 -# 0 and/or B2 0 0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject H0 .

(5) Decision: F-Ratio = 279.32
F* = 3.15

279.32 is greater than 3.15, so reject HO .

Statistical Test Two Results

- (1) Ho: B 2 = 0

HA: B2 0 0

(2) a 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject H0 , else
cannot reject H0 .0

(5) Decision: F Statistic - 31.50
F* - 4.00

31.50 is greater than 4.00, so reject HO .
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JTABLE 9

MODEL TWO- CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be
made because of discernible patterns.

Test of Independence of Residuals:

(1) HO: p is greater than 0

HA: p = 0

(2) a = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-

clude HA; if D is less than du,

conclude Ho; if dL : D < du,

test is Inconclusive.
(5) Decision: f 1.22 1.22 is less than 1.67,

dL = 1.55 so conclude HO .

dU = 1.67
Test of Normal Distribution of Residuals:

(1) HO: KS > D(n)c

HA: KS < D(n)c

(2) a = 0.05

(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)co
reject Ho .

(5) Decision: KS - .22 .22 is greater than .16,D(n) - .16 so cannot reject H0 -

Criterion Test Two Results

R (Actual) - .855 and is greater than .75. So, model
cannot be rejected as inappropriate for this test.
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TABLE 10

MODEL THREE - RAW DATA

(Standard Hours for Total Hours Per Unit)

TEST ITEMS REDUCED FULL
MODEL MODEL

Estimated B 86.27 83.00

Estimated B1  -0.06 -0.09

Estimated B2  0.05

Data for ST1

F Ratio 173.66 174.50

F Critical --- 3.15

Data for ST2

F Statistic --- 49.01

F Critical --- 4.00

Data for CT1

KS Statistic --- .13

KS Critical --- .16

Durbin-Watson Statistic --- 1.46

Durbin-Watson Critical --- 1.67/1.55
* ii (dU/dL)

Data for CT2
R Log .725 .843

R2 Actual .694 .824
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TABLE 11

MODEL THREE - STI & ST2 RESULTS

Statistical Test One Results

(1) HO: B1 and B2 = 0

HA: B1 # 0 and/or B2 # 0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject H0 , else cannot
reject HO.

(5) Decision: F-Ratio = 174.50
F* = 3.15

174.50 is greater than 3.15, so reject HO.

Statistical Test Two Results

(1) HO: B2 =0

HA: B2 #0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject H0 , else
cannot reject Ho.

(5) Decision: F Statistic = 49.01

F* - 4.00

49.01 is greater than 4.00, so reject H0 .
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TABLE 12

MODEL THREE - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can.be
made because of indiscernible patterns.

Test of Independence of Residuals:

(1) HO: p is greater than 0

HA: p = 0

(2) a = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-

clude HA; if D is less than dU ,

conclude Ho; if dL S D < du,

test is inconclusive.

(5) Decision: D = 1.46 1.46 is less than 1.67,
d L = 1.55 so conclude Ho .

dU = 1.67
Test of Normal Distribution of Residuals:

(1) HO: KS > D(n)ciC
HA: KS < D(n) c

(2) a = 0.05

(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c,
reject HO .

(5) Decision: KS = .13 .13 is less than .16,
D(n) = .16 so reject H0 .

Criterion Test Two Results

R 2 (Actual) - .824 and is greater than .75. So, model
cannot be rejected as inappropriate for this test.
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TABLE 13

MODEL FOUR - RAW DATA

(Fabrication Hours Per Unit)

REDUCED FULLTEST ITEMS MODEL MODEL

Estimated B 101.55 100.21

Estimated B1  -0.105 -0.08

Estimated B2  --- 0.04

Data for ST1

F Ratio 74.82 41.78

F Critical 3.15

Data for ST2

F Statistic --- 4.63

F Critical --- 4.00

Data for CT1

KS Statistic --- .13

KS Critical --- .16

Durbin-Watson Statistic --- 1.34

Durbin-Watson Critical --- 1.67/1.55

Data for CT2

R 2 Log .531 .562

R2 Actual .530 .546
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TABLE 14

MODEL FOUR - ST1 & ST2 RESULTS.

Statistical Test One Results

(1) Ho: B1 and B2 = 0

HA: B1 0 0 and/or B2  0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision'Rule: If the F-ratio is greater than
F*, reject Ho , else cannot
reject H0.

(5) Decision: F-Ratio = 41.78
F* = 3.15

41.78 is greater than 3.15, so reject HO .

Statistical Test Two Results

(1) HO: B2 = 0

HA: B 2  0

(2) a =0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject H0 , else
cannot reject .

(5) Decision: F Statistic - 4.63
F* - 4.00

4.63 is greater than 4.00, so reject HO .
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TABLE 15

MODEL FOUR - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be
made because of discernible patterns.

Test of Independence of Residuals:

(1) Ha: p is greater than 0

HA: p = 0

(2) 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-

clude HA; if D is less than dU,

conclude HO; if dL i D < du,
test is inconclusive.

(5) Decision: D = 1.34 1.34 is less than 1.67,

dL '1.55 so conclude HO .

du = 1.67

Test of Normal Distribution of Residuals:

(1) HO: KS > D(n)c

HA: KS < D(n)A c
(2) a - 0.05

(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c o
reject H0 .

(5) Decision: KS - .13 .13 is less than .16,
D(n) c - .16 so reject H0 .C

Criterion Test Two Results22
R (Actual) - .546 and is less than .75. So, model is

rejected as inappropriate for this test.
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TABLE 16

MODEL FIVE - RAW DATA

(Unit Index for Fabrication Hours Per Unit)

TEST ITEMS REDUCED FULL
MODEL MODEL

Estimated B 0  4.29 4.06

Estimated B 1  -0.08 -0.04

Estimated B 2  --- 0.07

Data f or STi

F Ratio 45.02 37.61

F Critical -- 3.15

Data for 5T2

F Statistic --- 18.36

F Critical --- 4.00

Data for CT1

KS Statistic - .12

KS Critical --- .16

Durbin-Watson Statistic 1.81

Durbin-Watson Critical -- 1.67/1.53
(dU/dL)

Data for CT2

R 2 Log ..406 .536

Rt2 Actual .450 .508
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TABLE 17

MODEL FIVE - ST1 & ST2 RESULTS

Statistical Test One Results

(1) Ho: B1 and B2 - 0

HA: B1 # 0 and/or B2 # 0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject H0 , else cannot
reject H0.

(5) Decision: F-Ratio - 37.61
F* = 3.15

37.61 is greater than 3.15, so reject H0 .

Statistical Test Two Results

(1) H0 : B 2  0

HA: B 2  0

(2) a - 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject HO, else
cannot reject HO.

(5) Decision: F Statistic - 18.36
F* - 4.00

18.36 is greater than 4.00, so reject H0 .
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TABLE 18

MODEL FIVE - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can be
made because of indis.cernible7patterns.

Test of Independence of Residuals:

(1) HO: p is greater than 0

HA: p = 0

(2) a = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-

clude HA; if D is less than dU ,

conclude HO; if dL D S du,

test is inconclusive.

(5) Decision: D - 1.81 1.81 is greater than 1.55,
so conclude HA .dL = 1.55A

dU = 1.67

Test of Normal Distribution of Residuals:

(1) HO: KS > D(n)c

HA: KS < D(n) c

(2) a - 0.05

(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c,
reject H0 .

(5) Decision: KS - .12 .12 is less than .16,
D(n)c - .16 so reject HO .

Criterion Test Two Results

* R2 (Actual) - .508 and is less than .75. So, model is
rejected as inappropriate for this test.
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TABLE 19

MODEL SIX - RAW DATA

(Standard Hours for Fabrication Hours Per Unit)

REDUCED FULLTEST ITEMS MODEL MODEL

Estimated B 25.75 26.760

Estimated B1  -0.03 -0.06

Estimated B2  --- 0.05

Data for ST1

F Ratio 8.99 13.41

F Critical --- 3.15

Data for ST2

F Statistic --- 15.82

F Critical --- 4.00

Data for CTl

KS Statistic --- .15

KS Critical --- .16

Durbin-Watson Statistic --- 1.97

Durbin-Watson Critical --- 1.67/1.55
(du/dL)

Data for CT2

R2 Log .120 .292

R2 Actual .111 .268

66

/
... . ... . ... -"Jr



TABLE 20

MODEL SIX - ST1 & ST2 RESULTS

Statistical Test One Results

(1) Ho : B1 and B2 = 0

HA: B1 0 0 and/or B 2  0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject Ho.

(5) Decision: F-Ratio - 13.41
F* = 3.15

13.41 is greater than 3.15, so reject Ho .

Statistical Test Two Results

(1) HO: B2 - 0

HA: B2 #0

(2) a = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject H0 , else
cannot reject H0 .

(5) Decision: F Statistic - 15.82
P* - 4.00

15.82 is greater than 4.00, so reject HO .
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TABLE 21

MODEL SIX - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can--be
made because of Indiscernible patterns.

Test of Independence of Residuals:

(1) HO: p is greater than 0

HA: p = 0

(2) a 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL, con-. "

clude HA; if D is less than dut

conclude HO; if dL _< D < dU ,

test is inconclusive.

(5) Decision: D = 1.97 1.97 is greater than 1.55,
so conclude HA.Sd L = 1.55 A

dU = 1.67

Test of Normal Distribution of Residuals:

(1) HO: KS > D(n)c
HA: KS < D(n)c

(2) a = 0.05

(3) Test Statistic: KS
(4) Decision Rule: If KS is less than D(n) co

reject H0 .

(5) Decision: KS - .15 .15 is less than .16,
D(n)c - .16 so reject H0 .

Criterion Test Two Results

R 2 (Actual) - .268 and is less than .75. So, model is
rejected as inappropriate for this test.
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SUMMARY OF MODEL ACCEPTABILITY TEST RESULTS

Each of the six models described earlier was

subjected to two statistical tests and two criterion

tests to evaluate their overall acceptability as suitable

models for further predictive ability testing. Below is a

concise summary of. each model's score (pass/fail) for

each of the statistical and criterion tests presented in

the previous section. It is important to remember that a

model must pass all four of these tests in order to be

found acceptable for further predictive ability testing.

Model One

Statistical Test One (ST1). Passed. The F-ratio is

greater than F Critical and thus confirms the ability of

the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (CT1). Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variance of residuals because

of discernible patterns.
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b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the

upper limit of the table value. Thus, H was concluded

which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Failed.

The calculated KS Statistic was greater than the critical

value listed in the table. Thus, the data were not

considered to be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation

in direct labor hours during the regression analysis.

In summary, Model One passed ST1, ST2, and CT2. It

failed all tests contained in CT1 and is, therefore, not

acceptable for further testing.

Model Two

Statistical Test One (ST). Passed. The F-ratio is

greater than F critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

7
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Criterion Test One (CT1). Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variance of residuals because

of discernible patterns.

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the

upper limit of the table value. Thus, H0 was concluded

which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Failed.

The calculated KS Statistic was greater than the critical

value listed in the table. Thus, the data was not

considered to be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation

in direct labor hours during the regression analysis.

In summary, Model Two reacted identically to Model

One. Model Two passed ST1, ST2, and CT2. It failed all

tests contained in CT1 and is, therefore, not acceptable

for further testing.

Model Three

Statistical Test One (ST1). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.
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Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data is added to the

reduced model.

Criterion Test One (CT1). Overall failure.

a. Test of constant variance of residuals. Passed.

Constant variance of residuals can be assumed because of

indiscernible patterns.

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the

upper limit of the table value. Thus, H0 was concluded

which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical

value listed in the table. Thus, the data is considered

to be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation

in direct labor hours during the regression analysis.

In summary, Model Three came very close to passing

all four tests. Model Three passed all tests except the

Test of Independence of Residuals in CT1. This failure

was marginal but was enough to deem Model Three

unacceptable for further testing.
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Model Four

Statistical Test One (ST1). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (CT1). Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variance of residuals because

of discernible patterns.

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the

upper limit of the table value. Thus, H was concluded
0

which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical

value listed in the table. Thus, the data are considered

to be normally distributed.

Criterion Test Two (CT2). Failed. The R (Actual) was

less than .75. Thus, the model does not explain the

variation in direct labor hours during the regression
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analysis.

In summary, Model Four passed STI, ST2 and failed

CT1 and CT2. Therefore, Model Four is not acceptable for

further testing.

Model Five

Statistical Test One (STI). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (T1). Overall pass.

a. Test of constant variance of residuals. Passed.

Constant variance of residuals can be assumed because of

indiscernible patterns.

b. Test of independence of residuals. Passed. The

calculated Durbin-Watson Statistic is greater than the

lower limit of the table value. Thus, HA was concluded

which indicates the residuals are independent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical value
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jlisted in the table. Thus, the data were considered to be
normally distributed.

Criterion Test Two (CT2). Failed. The R2 (Actual) is less

than .75. Thus, the model does not explain the variation

in direct labor hours during the regression analysis.

In summary, Model Five came very close to being

acceptable for further testing. All tests were passed

except for CT2. Thus, the model is not acceptable for

further testing.

Model Six

Statistical Test One (ST1). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

* Criterion Test One (CT1). Overall pass.

a. Test of constant variance of residuals. Passed.

Constant variance of residuals can be assumed because of

indiscernible patterns.

b. Test of independence of residuals. Passed. The

calculated Durbin-Watson Statistic is greater than the
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lower limit of the table value. Thus, HA was concluded

which indicates the residuals are independent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical

value listed in the table. Thus, the data were considered

to be normally distributed.

Criterion Test Two (CT2). Failed. The R2 (Actual) is less

than .75. Thus, the model does not explain the variation

in direct labor hours during the regression analysis.

In summary, Model Six is identical to Model Five.

All tests were passed except for CT2 and the model is not

acceptable for further testing.

For ease of comparison, Table 22 further condenses the

results of the acceptability testing.

SUMMARY OF RESEARCH HYPOTHESIS ANALYSIS

The research hypothesis stated that the predictive

ability of Smith's model is not compromised by the

substitution of the DD Form 250 acceptance rate for the

actual production rate variable.

In the Allen/Farr research effort, it was concluded

that the addition of the production rate variable

explained a significant amount of variation in direct

labor hours. Additionally, Allen/Farr concluded that the

addition of the production rate variable (full model)

further enhanced the basic model's (reduced model's)
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TABLE 22

SUMMARY OF MODEL

ACCEPTABILITY TEST RESULTS

MODEL NUMBER TEST CATEGORY

ST1 ST2 CT1 CT2

1 Pass Pass Fail Pass

2 Pass Pass Fail Pass

3 Pass Pass Fail Pass

4 Pass Pass Fail Fail

5 Pass Pass Pass Fail

6 Pass Pass Pass Fail
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predictive ability.

This research effort substituted the DD Form 250

acceptance rate for the production rate variable in the

Allen/Farr data and concluded very definite results. Not

one of the six models tested with this proxy were found

acceptable for further predictive ability testing.

Because Allen/Farr experienced satisfactory results with

their models, it can only be concluded that acceptance

rate in no way correlates with actual production rate for

the Maverick missile data and is not a reliable proxy for

actual production rate data.

Both of the statistical tests (ST1 and ST2)

indicated full support for the research hypothesis in all

six cases. The criterion tests (CT1 and CT2), however,

produced mixed results.

Referring to Table 22, it is interesting to note

that whenever Models One, Two, or Three failed CT1, these

same models passed CT2. Model Four failed both-CT1 and

CT2. Equally interesting is that Models Five and Six

passed CT1 but failed CT2. These comparisons, together

with all models passing ST1 and ST2, comprise the only

noticeable patterns in the test results.

The results of testing for Statistical Test One

(ST1) in every model demonstrated that the explanatory

power added by the acceptance rate data was
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statistically significant at the 0.05 level of

significance. Notwithstanding these excellent results,

all of the models either failed the KS test for normality

of residuals, the Durbin-Watson tes- for independence of

residuals, the constant variance test, or a combination

of these tests.

In summary, the results did not support the research

hypothesis for the Maverick data used by Allen/Farr. In

fact, the models were not even acceptable for further

predictive ability testing. Chapter IV will contain the

summary, conclusions, and recommendations for these

research results.
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CHAPTER IV

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

The years following World War II have presented an era

of increasing complexity in DOD weapon systems

acquisitions. Air Force managers attempting to plan the

acquisition, operation, and maintenance of major weapon

systems face an increasing array of obstacles in the form

of inflation, spiraling cost of energy, and international

political instability. While the task has become more

difficult, the need for more accurate cost estimating has

become more obvious. 0

Direct labor is one of the most significant cost

elements in a major system acquisition and experience has

shown that direct labor costs are most often estimated

using learning curve analysis.

SUMMARY

Literature Review

Learning curve models were in use as early as the

1920s and even more interest was generated as a result of

the aerospace Industry's experience during World War II.

Over the years, numerous variations of the basic learning

curve model have been Investigated. Since the DOD is

constantly faced with budgetary and political controls that

so
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cause program accelerations and decelerations, the

variation that has the most promise for DOD application is

the model that considers the effect of production rate

variations.

It is possible, however, that this production rate

variable is not always accessible or even available to the

DOD researcher interested in projecting the costs of a

future DOD major weapons system. When these data are not

available, a proxy must be developed as a substitute for

the production rate variable. This research effort has

investigated the use of acceptance rate as a reliable proxy

for the production rate variable in the attempt to predict

direct labor costs for the acquisition of a major weapon

system.

Most of the research on the effect of production rate

changes concluded that production rate is a significant

determinant of direct labor costs. Smith developed a

learning curve model that included a production rate

variable, tested the model on airframe production programs

and concluded that the model yielded promising results.

Smith's model has been applied to other airframe programs,

avionics, and engines, and now has been extended to

air-launched missiles in the form of the acceptance rate

proxy.
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The Model

The production rate model, which Smith called the full

model, is presented as follows:

B, B 2  e

Y = Bo • X 0 X2

where the variables are described as follows:

Y represents direct labor hours,

X1  represents cumulative output,

X2  represets the production rate (acceptance rate
in this research),

e represents the variation which remains unexplained
by the variables in the model, and

Bo, B1 , and B2 are regression coefficients.

To facilitate regression analysis, the model is linearized

using logarithms as follows:

Log Y - Log B + B1 Log X 1 + B2 Log X2 + e

The reduced model is identical to the full model except

that the reduced model does not include the production rate

variable (2:98).

Reserch Objective

As stated in Chapter I, the objective of this research

was to determine if the DD Form 250 acceptance rate can be

substituted fo:. the actual production rate variable

cbntained in Smith's model without compromising the

predictive ability of that model.
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Methodology

Linear regression analysis of the logarithmic forms of

the full and reduced models was employed to achieve the

research objective. Data were obtained from the Maverick

missile production program and the treatment of these data

is described in Chapter II. Testing of the research

hypothesis first required determining if the model, using

the DD Form 250 acceptance rate data, is acceptable. Then,

if the model had been found to be acceptable, the

predictive ability of the model would have been compared to

the predictive ability of the model using actual production

rate data to determine if any compromise exists.

To determine 'if a model using the DD Form 250

acceptance data is acceptable required two steps. The first

step examined the statistical significance of the model's

regression coefficients by regression analysis of

historical production data. This step was composed of two

statistical steps. The second step involved the use of two

criterion tests to evaluate the appropriateness of the

model for this data. The depandent variable of the full

model, in log-linear form, was subjected to regression

analysis. The independent variables were the logarithms of

cumulative output and the DD Form 250 acceptance rate.

After the full model, with the DD Form 250 rate

incorporated, is accepted as 'the result of model

83.
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acceptability testing, its predictive ability can be

determined. This determination is made by comparing the

full model with the reduced model.

To determine if the acceptable full model is a more

accurate predictor than th.; reduced model, the full and

reduced regression models were developed with the last 12

data points omitted. Then, using these models, omitted

values would be predicted. Then, an evaluation of the

deviation of the predicted values from the observed values,

for both the full and reduced models, would have been

accomplished.

Had the models been found to be acceptable for further

predictive ability testing, the comparison would have been

made using both a statistical test and a criterion test.

The statistical test is used to determine whether the full

model is significantly more accurate than the reduced model

in predicting the labor hour values omitted in the

prediction simulation. Where the full model is found to be

a significantly better predictor based on the statistical

test, a criterion test is then applied to establish whether

the improved predictive ability of the full model has a

practical significance as well.

4
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CONCLUSIONS

This research provides three primary conclusions.

First, the production rate, as substituted by the

DD Form 250 acceptance rate, failed to explain a

significant amount of variation in direct labor hours in

the six models examined. Of the six models, none produced

acceptable results using the acceptance rate proxy. There

was no evident support to conclude that the DD Form 250

acceptance rate variable should be considered as a reliable

proxy for actual production rate when evaluating missile

production programs.

Second, the results of the predictive ability

comparisons were not able to be tested because the model

acceptability tests were failed in all six cases.-Thus, the

DD Form 250 acceptance data, as a proxy, proved to be

unreliable as a substitute for actual production data in

the prediction of direct labor costs.

Third, as a result of hypotheses testing, it is

concluded that Smith's model has no potential for missile

production programs when using the DD Form 250 acceptance

rate as a proxy for actual production rate. This conclusion

is based solely on this research and in no way infers that

other proxies, such as delivery rate data, should not be

investigated.
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RECOMMENDATIONS

This type of learning curve analysis has potential

application anywhere that learning curve theory applies and

should be used widely within DOD to test the effects of any

moderating variable on the cost of a major weapon system

acquisition.

A related recommendation is that the research applied

in this effort be conducted on delivery rate as well as

acceptance rate for other production programs within the

DOD. The ease of obtaining these data, compared with the

difficulty of obtaining actual production data in some

cases, makes the use of proxies an attractive alternative

for DOD researchers interested in predicting the direct

labor costs of major acquisition.

Finally, it is important to reiterate the Allen/Farr

recommendation that a checklist guide to the practical use

of Smith's model be developed. Such a guide would encourage

the use of the model by those who are uneasy with

statistics and the seeming complexity of the model (2:103).
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APPENDIX

THE COMPUTER PROGRAM PRODRATE
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The revised version of PRODRATE developed for this

research significantly reduced user costs and increased

program usability. PRODRATE users can now perform essential

residual analysis with the additional PRODRATE statistics

and the statistical packages already incorporated in the

basic computer program. In addition, several options are

now available to drastically decrease run-time and increase

the usability of the prediction routines.

This section lists the computer program PRODRATE in

its entirety. The original program was developed by Colonel

Larry L. Smith, and later modified by Captain

David Y. Stevens, Captain Scott C. Allen, and Captain

Charles K. Farr. The version listed incorporates the

original program and all modifications. The actual program

used during this research is the program presented in this

section.
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1496lo PRINT 
1421 I PRINT S

4 2441 132 PRIEmVo .UE PRIAWUT
1451 IN110041111S1
1441 47~i1C,.Ras(1C~Sg D52
1470 PRINMu'ANSIEA f 01 OR LY PLEASE
1431 0 TS 132
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15H1C INPUT THE 94ihA h TAISFORK THE VARIAELES TO LOA.RtS

1520C:

1531 472 PRINT 29
1541 2f FO?.i (11 MLIEASE E9li11 IKE XANE OF TOM DATA FILE")
I16 IXPUT, DAWAILE
1565 READMATAFILEB)LM1)NCASES
1579 80 30 lIICASES
1560 ICAD(DAIAFILE,,ILN(1lNRS(II.PLOTIII 1RAIE(II
1511 MlI a PLOC11(KSM)
161 IM() z ALO:I(OT1II)
silS 12(111 a RLOII(RATEII1)

1126 26 705111 tile,12oZ1,FY.7,ZI9F?.7o21.F9.7I
149 SU.Ws- SonhR i mun(1
1150 SUPJI a 511111 4 TIMl
141f SIZ a 511112 4 12111
1175 Sol a SMIT 0 II1)
161 SSUI a SS11 f 11110#1
169 SSI2 a SSIZ f 12(1.#Z

1710 SM1111 2 SUNlIf 4 I1lIff!(II
1720 SOMZT 8 SUXIZT 4 12M(111()
1731 IT 1 11 1? KII 4 11111TU)
1745 31OMh'KE
1751CU.* : :.........:
174KC DATA CKECK OPTION SELECTION

- 1781 PRINT 35#DAAFILE
1710 35 FORATHo"11 TOU 1MFT TO MaEC DAVA AS 1T IS READ FRON FILE ,AS, AN COXVEIrED T0 WICM IS
160 lE 13 INPUTAKRE3
311 IF IA9WSI(.E.1 cc TO 114
102 IF ANIME3UM.EO."ES') GO TO 154
181M PRIKSNEDISO M NO QT LEASE*
1840 go To 113M I 21S IU Mt

IMU PIED1CTIVE ABIITT TUST OPTIONSERECTION

1881 IN PRINT 46
till 45 FORAT(t109 AN MT A COMARISON OF INC SNOTRANCE PREDICTIVE ADIITT OF rHE TWO SOhEMS-1
1101 105 IMPTANSuERM3
till IF (ANSdEI314."NO") C1 TO 154
1111 IF MOIEEI(31 EW 94 TO MS
muI PROWTANSETES OAU.TftLA

1151233 PRINT142
I%# Q2 VEMlITIWE17 PROICTION MNK (IC UUW FOR7T33 AND LAST CMSES)I

1101IIIE.I~I~ LICSSIZC TO IM

111 11 FORAM(N 011110 0 CASS tAW EICCE ALLOWAL AHOUNT--ME N ow RE OF CASES to IC TRWICATCU'I
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VW^~ PROJEIIO AND SEXSIIRVITI KATRII OPTION SELECTION

U.; 116 PRINT 45
.d 45 FOU-Mi(I'SO 109 VAKT PROJECTION AND SENSITIYIll RAIRIVI

'160 If? IMPUTP-ME~RM4
:,I$ IF (N.I).QN1CO TO 113
2129 IF IANUEI4I.Ell."TES"1 CO TO 1111
:13f PRIK;. AMUKE YES OR~ NO ONLY PLEASE'
Ml4 CO, 1U 167

2160C BEMI DATA CHECK OPIOK

2120 lBS IF (ANSVER(Z).ES."I CO TO 119
ZITI PRINT 5esDAIAFII.E
22P9 50 FOR5LATITHIII,75("I"),JSI,'IHPUT DATA AS READ FRON FILE *oAlo* AMD CONVERTED To LDCAR[IMMS"a

21 PRINT#" LIKE DIRECT LDIUR HOURS I DA PROD PLOT POINT 4PRODUCTION RATE"
2Z130 PRINTv" MUSR RATIONZL LOCARITMO RATIONAL LOuARITHN *RATIONAL LOCARITHNI
Z24 W0.46 1:1,NCASES
225 PRINT 55,L~iI),NRSI])hTI~IPLOT(IfI.iII),RATE(IIXZtlI

2261l PRINT 45
I'M9 4S FORIIAT (II,75("il1
236F tit CONTINUE

23312 PART 11 - PEARSON CORRELATION COEFFICIENTS AND REGRESSION ANALISIS

2341C

Z!71C CAL.: -T7E AND PRINT PEARSON CORRELATION COEFFICIENTS

z3qo HXIT a (SUNI1T-61110IMITNCASES /SORT (SSI- (StW1I9a2INCASESI I ISMY- SURM i.4 CASESM)
2499 RU2T e (SIMXZT-541N12'SNTINCASES) ISQRT I 15512-ISINIIZffZ/NCASESI) I (SST- (SUNT.OZIIICASES)I I-
2419 PIl a (SR flt-MSflINCASES) ISGRI I ISS11- tSUNHIINCASES) I I SSUZ- ISUM2IZiNCASES)) I
2421 11111 a 9.
2439 RIM! 2 1.9
2449 ITT 6 I.1
2459 PRINT 7,TITRTITRIIRIZR2,!1,11
2460' ItFRA(I/IiI4I)I.I"E~ CORRELATION COEFTCENTS

251K CALCMATE Ah~v PRINT INE REMRS-ION RESULIS WF TI STANDAR LEARUING. OWE NIODEL

2539 It slSUNIIT- 4 (SniIZ.S'JT)/NASES) I/ Mi tl- = 91NII'/CASESI I

23411 TPA it SII.!/NASES
A1 M MRAR SUVRSMAS
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2575 WARM SUP.JZIHASC

2593 UpI a 1f.o.33

tilt 775 OF!.u1I;r,/,I sl S TAW; LEALEII WEav mOGEaI
2429 W(AU3).E.11CO TO 774
2839 FtIKT-75

2680 M.5o491 1 HITE

is" 311 aSI III) - ILt

27v I WWE.) 8Slf11 111

21) CLo IUT611E"SFAR)

21590 17 I'1T til

206 1LSEID'VIfiSIDMlES3W'e

21791 IflJT.11
288 WKSIF&REIOMW4EISHUI

t"uovzlUgafslf it~~

296 all

M UK 9 MNLl - Us.1)

304 a MSIU MEw IIS
30 1110 ME) (111 1 KM 1L1 = M IIK I
3U ItN' ar I IS

-y I 610- II$II

-3,. -1141 tI



2M9 ?fII.T C rFSEE;.'E 6oit,5IS~i. SEE 5,tMELt 1P.CRL of'TIOk"VO*SAI PLEARDUSIT
311, 1 It a;~!,5I,/I W EQUATION FOR THIS PODEL I.S:

27.ZI * )~A1:It I It of sIr,1,J
"IN9'1 LOC FORR THIS FrGCEL fECO! ES: LO TN.111 *CEI M-61 ItI blt"

31M1 /,i:, nERE: 10CE9 s",s.5,41o"STi ERROR 2*48.5i41,i5 2" 115

32951 "1 SOL F.5s4tRED ER'AL" F7.1B 1LARN 2" TO411.51PEcET"
AIM9 It""11*AT STATIST C1111

32I(15 S5'M-I 1?ZBSARITC1 .

382 CALCUATE A PI NT ~)IIRESR.O REGRESSION OR THEREDCEDO HRAT V RAE LOE"

3312 PRINT 82
3345 82 F MA/IIpuS(')/IIIRESlLLS OF REGRESSION ON PRODUTIORAT AIBEAOE

3519 RATE VARIABLE A~Ed, " I1,C~,1,SR~,1
33601 *PREDICTED".5I,"RESIDUAL.3I,'ZI DEVIATIOR"I
Mi1 38150 111 IsIvMCASES

331 TIAI. 81 35 12 # 72111
3391 RESIOLI. I -(1 TRAIL
3015 MUL s $SELZ .RESIDI ##2
3415 SSTOL2 3 SSTOLZ 1 1(i) TIS) I.
3425 THAT to f5 IHAI.
3431 52213(1) a RRSMI - THAT
3419 PERCENTi IRESIBM1/ HP.S(113 f III
3455 SSEZ a SSEZ 4 RESIDII
3465 5510? 2 SST0Z 4 IS(II -HRSIARI Zi
341# VRITEM OWOjRS"48?INTAT,RESISU)
3465 IF(Afl(3.O."NO")CO TO tlI
3491 PRINT S5.INRS(1).THATRESIDlaPERCEhT
3545 111 CONTINE
3555 CLOSE(FILEs"RED4OVRS')
3515 CALL STSTEW(ISORT*4# RED RSiRE URVER-I-Z'143340)
325 00 3314 Iaar9CAIES
3535 I1REUOIJVE'a'3 THATiRESID(13

3545 IF(l.9T.11
3550 RESIIIRESID(I-RESIM(-13
3565 RESIDIVZ'RESIDIFIZI 3575 RESIM5RRS1DSWNRESIDIF2
3591 EKDIF
3019 3314 CONINKA

49



IF
3&4i.^ CALCr,-E AND PRINT S1411 SEItS FOR ISE FIED HRS VS RATE PKCZ:L

3~13349 TB.SRLsISSTOLZ-SSELZ)
341*1 IKSEL tSSELZ I XDFD
36st SEE z SIRTITFISELI
3411 VARRI aSEE I (I1 I cASES * IZAR to 2 / jssI? - (SUNK? of Z I WCASESII)
3799 06 z S.3RT (VAR64I
3710 Sf12 SEE I ($CRT (SS12 ISUI? if2 Z NCASESI))
371.5 15012 (SSIOLZ SSELZI I SSIOLZ
0731 MAIL r ISSIO?- SSZ2) I SS7O?
3115 FRAT1Os INSR. I ThSEL
3751 PRIkI C) tOf SU5,1AW i Z,SE&, RSOLSE ISEL SR tFRATI OXDF9RSAZvIJSTAT
3766 63 rM3.A(175("u"II1II EQUATION FOR THIS MODEL. IS:
371 THAT 2 to 1 12 to 6z"11,111
Veit *IV LOC FORK IRIS rVODEL SECOMES, LOCITHAT) x 105(111 * 8Z f LOCIIZ)~e
V9f1 I.IZ,%l4ERE: 10W(U) :",F.54m"STD EMUO %'eFI.5t4Iv*1 0,FII.5,
36101 IvL3Io"RZ ~,S54,SOERROR 'c",F8.5t

3691t 'I SWIARED LOC :"iFI.5I6i"STD ERROR EST '3"F11.4otlltI

385it "R SOURRD ATUAt:3F7.51I'URIN-VATSON STATSTIC19.61175Ii11l

3876C CALCULATE AND PRINT IHE RECRiSSION RESULTS FOR THE FULL IWD1!1

39151 (SMItXZ-IIIAR'9IJN122' (SUKZZT-XZSAn^eSJTI l/DENON

,3939 (SRI II2-UBA'SRQlZl I (tuhsII-IIARSUR01, I DEMNI
3941 3It TSAR-81u11CAR-l211ZAR
379 AW Wife#.3
14 1F(fsS13).EQ."IES")GO TO 4325

3971 PRINT 349.
393 341 FORIIAT(I//1"1(161i"RILTS OF C083INED CUiWLUrlVE 1PROIXICTIOP AND PRODUCTION RATE NIOWL)~
3999 cc 10 434#
Al43 125 111
411 04 FOAMAT(II75V('1r/6aiESLS OF COKBWKED CUATIVE PROfITIrt
49251 a AND PRODUCTION RATE K~,,,S0)bI 3 Af3,OS~Jx
1113516 71E.lED5. RSO AL,5la" DEVIATIONl
4549 4363 0O 11Z Ist,NCASES
4355 lIAR' 2 f3it 1. 1(f) 4 1 f11i
4345 RESIDI' TII) - WATL
A3li SSIE. s SSEL REICL 1
4959i SSTOL s SSTOL # (IM1 -tIi *# Z
413 NRAT? if it* IRA%
4135 RESIDI)s FRS(II -INAT
AtiT PENCENT IRESID(1)/ HAVIII, 119
4123 SSE s SfE * RCSID(Wo# 2
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toi *uzi ~ HSRR 1

416a PRIhT ,,R(II4,~SD1,ECN
4171 112 CONTINUE
4175 CLOSEIFILE:'FULLMLI)
4161 CALL S1STEM(ISORT11 Fu.AMOL;FULCURVE;ZRS;-I,-z',s3s,1
AM9 DO 3864 114CASES
4WI REAiDlI'ULCt'RE',.uHATREIsD(I
(Zil SUSlOESUDS1'RES1~p.sDI)m,2
(ZIP IF(LCGTAI
(ZZI RESIDIFz;E.IDMi).ESID(1.l)
4113F RE-SIDIFZ:RESIDIFIl2
4249 RESIDSUI1:RES10GJSUMRESIDIF2
IM6 E)IDIF
4M7 364 COMEINUE
4188i "SIA1:-RZS1DSW.SUARESID
429 SUESID--ESIDSIM-
43FIC CALCULATE fIND PRINT STATISTICS FOR THEt FULL hODEL

0339 3899 KDFD.XhASE'S-3

('M - Ir.SLL SITL I TL 12F

44461 SEEL SORTMTSEL)
4371 v1 VA krSEWSaS1 I SS12 -SKIM to 2) - SuM1le(UMx1 I SS12
4320t 861112. St*I SUIMSl.C 1 Is S11,111 - 5811 SUM
4399 AVAL ( SSII SS12 -591112 'o ZI I M'IL4419 VAR31 M EL I AVAL
4429 SE88 s'SGRT (VARSO)
4421 SE&I a SI2RT((TSEL 121SATR I SiP.IZI2 I DEROXI
(435 SER12 SORT I(I ISE1. a ISSI XThAN I SUAIII1 I DEMIN
4446 RSQL -(SSTI. - SZEL) I SSTO..
4459 RSDA s (SITO SSE) I SSTO
4461 FRATIO' TKSAL IMrSE.
4479 FBI xRSGM - RSOLZ) ((it RSOL I HCASSES 3)I
4480 F12 s (P.502 - RSGLI)I ((it RSOL) I OSES W3f
(11 PR10T SS.UIISEISIA1913ISEIFIIE21SEZFIPSOLiSEETFASETK6LFRATIONOB OADSTAT
(561 35 FORJAM~1,5("Ilp/thx,"TE EQUATION FOR THIS lIODEL IS. "
45101 a THAT I 11 toat1 32 111211,
45261 'IN LO; FOR# THIS WIOEL BECOC1ESs JOW(HATI L105 + 11 1 LOCIZII It 32 O1W()"4539 /dWNERE: LOCIE s"eF8.5t41v"ST0 ERROR 0MF.5,41o"tt 09FIh.S,
4541t ItI319"11 *",pS.5p41,"STD ERROR *"F.,1".*",FI.4,I,
058t1 131.12t *"pF8.5v,41.*ST0 ERROR s*MP.5941,'F. 8'FI.4thito1
(5661 SUMARY STATISTICS:"dith"A SQUARED 1OC00 .5,11eI
(5111 "515 ERROR EST F3.'.1"s"II""p.,x* SeIaY5,u,
45M; "F AhI"".q4;,D F. 191D) a W2Ilit.1,2'I 4519 "1 SOWRED ACTUAL"F7.511"URZIH.VASOR STA1STIC"P9.6111?5"*I

4410
462K1 PART III PREDICTIVE ABILITY TEST OPTION
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41 IF I .R()E.KiCO TO 116
4609iI 7.C"V1RK 4173
46t I TRUK -h.ASES- I RLUNC4 I

469 DO 113 1I-ITCEUPtlTRUNC'
4691 ITEST , rASES # I - I
47H9 4173 'R TII
(710 IF(ANS (3).EO.*XG"1CO TO 4919
47Z9 FAINT If61ITEST.IIRSIJTESTI
473f 5486 II 1 I(1/II~,7iSOIAC PREDICTIVE AIILITI T

47569 *r DATA PRESENTED IELOV IS FOR CASE 1,13u" MfICH HAS ANl OISERYEWo
Mot8 VALUE OF:"#FfZ16h",s
4779 I!6"".1,,T13,99,EU (LEARVINC CURVJE)
MIS9 "MODEL%8Zi"e'w31t"FILL (CUMLAI1VE PROW)C110N I PROMUCO RATE) "

4719 505OE1,#ZZt*1/,l~v1,"e CASS 1(Il,1u" USED f
Met9 MEZICTION f I DEVIATION I EST 96 ES! it *o

05199 'FUE:ICTION 4 1 DEVIATION # EST 11 EST It EST 52 *

41 4989 00 111 JsIoITRWIC
4841 ICASES -- NST - J
4859 SWIT s I
4S60 SUMl a I

41 8511Z a I

4990 1512 1
4(M SU Il I I
Ms1 SIZT a9

4939 DO 115 K11,CASES
-- 4945 SI a SI 1, TIM)

4951 SUNK! a SUK!! + H1(I
4965 511111 a SliN? 4 MR1)
4979 1551 a 1511 4 HIM) # 2
4735 S12 a 5512 * 121K) *.2

4999 SUntl a SUKIl! 4 II(K) o T(K)
$off SUN1112 a 5111112 4 12(K) # TIN)
5910 87.111 a 511112 4 I1(11 I IM()
552 I15 CONTINUE
5130 ICM1IA s ICOUIIA # I
5545 IM8 a SUST I ICASES
5059 11DMAx SUNI! I ICASES
5M4 121* * 11111 I ICASES

95 ASIR If 15 ION1S
5M59 MIAI s If #0 4Dm 4 19 I 1!I1TIIl
5115 Kyj a IS(ITEST! - TATN
5121 AEVRIICOWaI a ASSIDEVI)
5139 SumomV asUNADER 4 AEVNIc=UTAI
5145 PI 11 55 * VNJNRSIITEST)
515 APOEVR s ASS PIPUY

98



. :to IF ~~.C.9I CC TO 201
1176 2 1C0';TCR 4

Coe ~ I ~.T5E CO 10 Z11
SIM p::STER -ICCUNsER * t

5:31 95F x 151I *jI(S~2- 5~f

5151 3SF a M1R -RIF I TIBAR - BZF M ZAR
52654 AROF a 19 I1ff
H711 ITF sIt 'a 065F 4 1IF * ITEST) 4 hZF * Z211TESTII
5:5 . E of IFs S(ITESTI - THATF
5115 Ar-tvF(ICOm!]N a AS DEW)
53#5 SUADEW c SUHADEYF 4 ADEYF I COuKTA!
53,11 10--.F g3 M DEV-F/RS(ITESII
53251 AFDEWF s ASIPDEYFI
5331 IF (APOSV.C.19.11 CO 10 252
5341 IGOUNCF z ICOUNIGT 4 1
5355 It WADEW'.C.5.0) CO 10 212
5365 ICMUITEF ' aICOU1N1EF # I
537f ZBZ IF(ANM(AVQRO"MC 10 114
5325 MRINI 27 1ICASESY IRA RPOEMRA9 IRi WFATF,POEVF,2fF,1FS2F

5419
5425 114 CONvT!-quE
5431 I(ANSM3.E.Q."NO)CO TO 59
544f PRIN~T 88

5461 5595 COUMTzCCUI14I.
5401 FLACI a COUNT I1Z.1
5415 FLACZ & FLACI - III IFLACI)
5091 IF (FLACZ.NE.5.01 CO TO 113

I5 N 1 CONTINUE
5515 AVACMY a SiUMADEYR / ICOUNITA

555 AVAIEV -SUfADEVF I ICOUNTA
55311 DO III I s1,ICOUNTA
:5411. SSD'EVR s SSDEVR * (ADEYRIII - AVCADEVR)ooZ
555 SSOEVF x S5DEVF # (ADEYF(I)- AYCAOEYF)ee2
5569 It? CONTINUE

5581C CALCULATE AND PRINT RESULTS SUWIART FOR PREDICTIVE ABILITY TESTS
559qC"::^* M: I .......:: IM ::: S: 2i
569# VARADEYR s SEDEVI f (ICOUNIA -11
5615 VARADEYF a 550EY? I (ICOUNTA - 1)
5425 TESTSTAT w (AVCADEYR-AYCAGEF)I/SORTI W(ARADMVI ICOWAI4 (VARAOEWIICDIRITA I
546 PCENTER s 116 I ICO;UNTER I IIOUN7A
545 PCnCrm s too * icaw-TiR i icauIITA
$51 PCENTEF a10 9H ICOUNTEF / ICOLITA
5665 PCENICF s0 M ICWWTCF / ICOUNTA
5475 PRINT YSA CADEYUAVCAI(W ,YARA;E.YRVARAUW,TESTSTAT, ICOUR,
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SeR PCENI;F
!7I 95 Or' FRE;ICIInVE AZILITI TESTS'v

5SII A E"=ED ROEL eFILL PODE!. *.91&t1II, VERACER

5701, -1 VARIANCE OF ABSOLUTE EI IOSI",ZF .23 iF1 Z3,
5750I ",I' oh, TEST SlAlISTIC (SEE TI.zr I,- &x" Z,
570 TOT7I"",~:, AL NWER OF TESI SITUATIONS *,21. ,,

s,;. II36i.".iI,"a ~IINER OF PREDICTIONS VUTHIN It1 u4T13,11,
Vtot e,1I34~,/I, PERCENT OF PREDICTIONS WITIrNi 51 1"46144.11
$7101 XW'S,465,",,I1NJ~ER OF PREDICTIONS VITHIN tit 4"t
5555 1ITI",1I34,,,X" ERCENT OF PREDICTIONS UtTHIN 19111.
54^19 IN TESTINC FOR
591 "STATITICAL SICNIF]CANCE USE STUDENT'S T DISTRIBUTION,/,1Z
5$S170 "IF THE TNJKER OF TEST SITUATIONS ARE LESS TH; 44; OTREVgISE -
581,61 WUESAO~sI~Ii DISTRIBUTION. IN EITHER CASE THIS IS
USE%1 "A OME TAILED TEST. IF*,ItI1,"THE TEST STAISTIC IS CREAIER IRA% "
5948 'Ir. CRITICAL STATISTIC OnE MT"o/vIIt"CONCLUDE TlIR7 THE AVERACE
59151 *AISOLUTE DEVIATION OBTAINED WI1TH THE P iLII1"riODEL, 1S "t
58809 "STCKIFICANTLI LESS THN THAT OBTAINED WITH THE REDUCED MIODEL.")
5555 mRINt"ILES LOCFILEvSIDLEA;NtREDHOWRSoAKD FULIA.D URITEN."

5SSZC PART I.V -PRWJCTION AND SENSITIVTY NAT1 OPTION

515f 114 IF IASR)E1'1CO TO I25
SW4 V:FLOT a PLSTMICASES)
597f 00 107 1:1,156
5986 AODLOT x ADOPLOT + .61 # PLOTINASESI
5990 KENPLOT(1) a INT(ADOPLOTI
19 AIDORATE it .61 # RATE(NASES)

611 0011 I 111
1929 ADATE a ADDAATE # .1 # RATEINCASESI
139 PRORATEWJ w ADDRATE
649 FHRS(IDJ) a All * NEIT.OT(TI.6u1 f PRRM4T14l'I2

41 117 CONTINUE
617 ISTART z

196 DO 129 taltz
1169 PRINT 89. IPRORATE piJ).J'1,9
6111 Of FlNATt1o 113("1"I,1,2N"POE N sit 4 SENSTIYIIT U7ATRI"t
M11rs ,eII,1('.,1~ PROJCTEO ro,3:"PROJECTED P;ODUCTIoN",
131 " RATESv34,"'VtI," OIIUATIVE MISIIIu1" 11,5 '*1 151 9 00 I'TSS1ARTOISTOP
161 PRINT ?1tNENP.TII(FhS(JIJei,9t

4176 WFO A(1",11,1""91,S11,)
6119 121 CONTINUE
11l# PRINT it
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UZU! V C r ,'h.IA D T LAIOR HOU ,S N.o62,22t READ FRO , AT O"E IAI " ;TC;TIIC A CI',N PR DUTIC,/,zI,
We4ft "K1E V1TH A CWEN KUI R OF CWTULATIVE UX"TS k,%D F.[DI THE "
6£231 "MLUE FOR DIRECT LAZRO NM FOUND AT WKE IKTERSECt0Or,, 111626Ct OF THE CO : .Up Oi, ; ROY A." COLIN . FOMlCAS TIc P.OCEL IS TIK .
;2719 *CUTWLATIV'[ F;4ZL'C'Iu t PRODUjC110o RAIR RrfEL."0,I1"z,- MRJECT~oMSI "ICii ICTERV4L FOR CUMLATIVE UNITS IS12 OF THE LAST OSERED VALUE't

t "OF COF J .ATIV UI 1S..1 71,3 PROJECTIO N VALUES FOR PRA OU CTIOX ,3 Ml "RA TE ARE 7 , UI, N o. I f# , l t IZ I, 13 , 14, A 155 PER EN T OF ,£311 "THEE,/,II,"U T OlSiEDi VALUE OF PODWCTIOM UrE."I
£320 ISTAIT a 5t
£339 ISTOP a III
13(1 Ill CONtIN E
635i 125 STOPI
£345 Ehl

Sample PRODRATE Output

This next section provides a sample output of the abbre-

viated and full format options using simulated data. The

data base was developed by Stevens and Thomerson (15:127)

to demonstrate how the PRODRATE program works. It should

be noted the data were developed to demonstrate superior

results for the full model. The program instructions are.

presented first, then the abbreviated format followed by

the full format. This comparison of the optional formats

will, hopefully, demonstrate the value of the abbreviated

option.
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THIS M"R. IS MMM .;C TO EVALUAIE THE All1 I C T LATOP JIACMKENTS ASA
TurTTkm rT? : mLTIEFonuIOK ANC PRO"1OAC WAE. IN 915taTIM-. THE ANALYST PIT
ec'!ME THE RESt".TS c~aiiFR34 iii SM1NI-D LimPK:N CUMEt 90H IF r.ESUS CLiAINED
FMKl THE CTIIULATIVE I'MCTIION AND PRODUCT ION RATE MIEL. THE COST KODELS USED IN THIS
PRORA ARE:

1. REDUICED KO"EL ISTANDARD LEARKINC CURVE MODELI

T 2 to 4 (11 ## 911 # (19 44 E)

Z. FUL FMOEL ICIIIILATIVE PRODUCION AND PRO2UCTICN RATE NODEL)

IER:I IS THE DIRECT LAWM REDUIIEY.ENTS
11 IS THE CIULAT lYE PRODUCTION PLOT POINT
12 1S THE PRODUCTION RATE FROMTE.C. EQUIVALENT UNITS PERN O~RM
E REPRESENTS THE EMRO TEEN
33, it AMI &Z ARE PARAMETERS DiTERMIKED IT RECRESSION

DATA ARE illU VT REtirI FROK ll TPMIfRLI FO1ATTEI A TILE. TIM DATA FILE'SHOULD 4
9E SAVED TO ACT PERKANENT FILENKAM. IOU VILL ME ASK 10 INPU TilE RARE OF TOUR DATA FILE
AT THE APPROPRIATE STEP IN THE PRIICIAN. THE WAE OF TO= DATA FILE CAN NOT EXCEED S
CHARACTERS. IRE FIRST LIKE OF THE BATA FILE RMST CONTAIN A LINE FIIPIER AND HE NMEN OF
CASES TO E READ. THE DATA IS THEN ENTERED CNE CASE PER LIKE IN THE FCW.-LC NC RE:
LIKE KU11MER OtSSERVED DIECT LAM REIRMN fitI CUILATIVE MA VUCTION FLOT til

- AND PRODUCTION RATE PROl! (104). TE PROGRAN UWS A FME FIELD READ Fowl; TK.-ECRE
EACH VARIASLE 151ST CE t.EPARATED RI AT LEAST ONE SEFACE IOR OTHER SELINITER) SUT %N3 OTHER
SPECIAL FORNAT IS REQUIRES. AN EXANPLE OF A DATA FILE WITHI 5 CASES IS PRESENTED CLOW

lot 5
16I Ioo 11.5 9.5
lot It 31 25.5
lot s6 55 is
lot 75 82 27
1ts 71 113 1

ONE ADVANTACE OF THIS FROCWN IS THAT THE RESULTS DETAINED WILL 9E IN THE SANX UNITS AND
TORK AS THE INPU DATA. FOR EIMPL~o I I OU ARE MNORIE IN DIRECT LAW NOUlS TE WOIN
AND EQUIVALENT UNWITS, THE RESILTS VILL RE IN TERM OF THESE UNITS. ALSO. IF TOU WISH TO USE
A MR1LATIVE AVERACE APPACH, ALL 10 IM N 0D IS ACCNCATE THE DATA US IN THAT MOMN3

TOlE PROMIM 9ECINS 3? TRANSF0011IC THE JINPU ATS TO CONNR LOCARITIDIS. LOC LINEAR
RECRESSION is THEN PERVOR!I3 AS FOLLUS I RECRESSED ON Ile I RSSEDU 01. ItoAI
FINALLI t REGRESSED ON tOIN %I ALI 12. OBSERVED T'IRUT LARh REOUIREIIENS# PREDICTED
DIRECT LACOR REQUIRCKENTC, AND RESIDUAS ARE PRINTED IN ORICINAL UTRANEFORNED) FO"M FOR
EAUH RECIESSION SITUAION. IN WI3011, SIIMIII STATISTCS, AR E D FoR EACH l'OKlL. THE
swir"aRI STATiSTICS INCUDE TWO COCPicimNT OF DETERMINATION I CG43RED LOC AfD I SQUAEI
ACTUAL. THE I SOUARCD LOC REPRESENTS TI CGOODNESS OF FITit THIE MINL I0 THE IRANSFORKE11
BAIA ILOK FMI. IN[ 3 SMUS ACTUAL, OR1 IV TER HAND IS COMTED II 0114 lT
IXTRANSFOKMI AESIDUALS, AND i REFRCSENTSTIVE OF NOW VELL THE NOBEL Fits THE VUTDMIIRI
DATA. TH IN-VAISON STATISTI IS CILCULATED FOR 61SSEEM O U ITOCORRELTIOU
OF THE RESIDVU.
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SEVEMrA MIMI M,.,£E M'-IL-!LE 'aTHIl THIS FRM.ART AKE CA, I- ELECIED IT APPROPRIATE
A ;'ERs le T1. FCLLL;, L+-ESIICtS:

.. r0 ICU ,T 'O CHECK CTA AS It IS REA4 MO. FILE ........ AND CED.1RED 10
LOCUIPNS?

YES ILL CAUSE THE PINIM OF A LISTIN, OF THE RATIONAL INT DIA AND THE
ASSOCIATED LOCARIIMICl VALUES.

90 - SU?1%SSES THIS OPTION.

2. COFLETE PRINIOUI?

YES - VILL CAUSE OUItPUT TO CE PRIITED IN FULL rORMTl AS RECRIC5E ACOVE.
NO - VILL DELETE THE LISTIM' O OSERVE.O P CICrED, AID RESIDUAL VALUES

ETWEEN 1ALES OF SI.ART STAtISTICS. IT VILL ALSO DELETE LISIIKC OF
INDIVIDUAL RIRICES FOR THE SHORtRAXCE FREDICTIVE AIWLITI OPION;I.c.,
OILT THE, S1tMARt TAXE VILL 11 LISTED.

3. 00 IOU VAST A COfiFARISON OF IRE SI4ORTRANCE 'REDICTIVE ASILITY OF THE TWO iODELS?

YES - VILL CAUSE IHE PREDICTIVE AM.LITT TEST OPTION TO IT ACTIVATED AXD TIE USER VILL
IML : 'CI'TER PREDICTION RAXCE (CASE 'USRERS FOR FIRST AND LAST C;UES.

TIE USEt MUD ENTER TRE H IJr.ER Or HE FIRST CASE ; 9E PREDICTED FO.LOEO
3! THlE LAST CASE TO tE PREDICTED, SEPARTE IT A COMIA. TIM = WtER
I NIST IE IIFIECER VALUES CREATER TIH OR ECUAL 10 Z. THE MREDICTIVE
ARILITt TEST SIMULATES FUTURE PIEDICTIC4 1 PERFORXIUC A SITEVISE TUNCATION OF
IE HISTORICAL DATA. FOR THIS REASON AN UPPER LIPITATION ON TiE i0.ER OF

CASES TIUCATED WOULD RE: I(TOTAL IJARER OF CASiS 11 DATA FILE) 12) - 2
FOR EIAN,.E, IF TOUR DATA FILE CONTAINS 56 CASES, TOUR UPPR LiW! WOULD I
23 CASES. TIS, OF COURSE, REPRESENTS ONLY THE KAIIRUl IW ER OF CASES THAT
COULD BE TRUCAIES. Ii PRACTICE IOU .AT NAT ToTIRUCATIE OILY & VAL NIOMER OF
CASES. TMtIS, IF TOUR DTA IS COLLECTED IN IONIINLT ItTERVALS. IOU CAN LOOK AT
T1E PREDICTIVE ABILITY OF TiE FULL ANI REDUCtD NODELS FOR AN IS 10,T1 TIPE SAY IT

SPECTI1 AN t CASE RANCE. IF TOUR DATA IS COLLECTE IN CUARTERS, TOU CAN LOOK
AT TIE PREDICTIVE AIILIII OF COTH .LSLS FOR AN 18 WOITIM E SPAN IT SPECIFTINC
WA'. AFTER ALL PREDICTIVE ACILITI TEST SITUATIONS ARE PRIKIED. THE PROCAiM
PIITS A SJMART OF THE TEST RESULTS.

oIl "IPPIESSES THIS OPTION.

4. D0 TOD WINT PROJECTION AND SENSIITIVITT MTRII?

YES - VILL CA MINTI OF PROJECTION AND SENSITIVIT RATIl. TIRIS NATR!l PRESENTS
PUJCTED DIrECT LAW REOUISEENTS FOR SELECTED PAIRS OF tWAAYIVC PROOCNIM
PLOT POIRIS AN PROWIOI RATES. TIC MIPSE 11 IMTIW. FO IRE CUNULATIVE
PRODUCTIOM PLOT POINT IS11 OF THE LAST OrE D VALK. 11f RUCTION VA
FOR PRODUCTION RATE ARE 70o 11 Is IT M IllW 11 9 1419 AN I P OF
TIC LAST OSEVEI VALUE OF PITION RAi.

NO -SWRESES THIS OiPTION.

III'PECIAL ROTE... IRE PREDICTED OIRCT LAW REIOUI EENTS = tiSliNLs ra EACR 10.
ARE STORED I SEPAATE FILES. IRE VALKS FOR THE STAMAID LEARNIO CORE NII. AR

-STORE I A FILE CALLED ISII.EAI; I1 VALUi FOR TIC POWCTION UlfE VARIAR 1 LI
FOEL I 11THE FILE 'REIOUIRS'I AN THE VALUES FOR 111 COVRINE CO. PRO TION 111

PtWCTION RAIlT( NWFL It YIN itE 'FUEfIL'. ISES MYT ACCESS IMtE FILFtS FO
r.:.M;A ANALYSIS It OTHIER COPPER IMPACT STATISTICAL PRORIWDIS IF KSIIRI.
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r, ARS09 h s, W MOTL4I C~FICEK ;r.A1I
*S1444* L4 TI4444444444444.H4 44r,144*

4 f It a I

41414444**4444444444444144 44*44484

I2 -1.1841432 4IMt1&443I 1.100#040

RESIS OF SIAND LEA%"11N~ CMRV POLE

THE ECUATION FOR THIS ITOCEL IS: THAI a it 'It 4 11
It LOC FOM RIS ThiaMoc CECOHES: LOC(TAT) a LOW1ZO 4 It 4 LOCUII
WHEZI: 1.9I811 a '..49572 SID EMRO s .134S5 U a 3131.14884

It a-.S2Z SID EUK s 9.44U
$MN~ART STATISTICS:
I tZ1AED LOC zI.1I5 $TD U=RO EST £ IM~'
ACE v LIM062 wC 1.14311

-F RATIO '45.431 1. F. 1XM13 1 ' 3
I LUCRED ACIVALl.l263 LEARNINC FACTOR 8 2.20943 PECENT
ITIRIN-VAISOI STATISTICs 1.327753

UEE(OATIONFORTHIS ROOMIS: 0 INT Uo#It f #
13 LOC FORNIS 11rOEL IECOICS:- LOCITHAT) t LOG(I * U2 # LOCtIZ)
IRENE: LOSII~I a 2.253?l SID ERROR s 6.15M 3f v 179M.AMI

It 8-1.74392 SID ERROR s f.162175
SART STATISTICS.
R SOVARED UKl 21.9" $1$ SEM v a32 f.6
311 An v.f9 3 1.1171
F RATIO 211.7m5 3. F. 1101 9 I/ 26

* I SCIARED £CTOLst .".4

'104



tCSLIIS OF COUIi,:D CUM.rLA1I~i rMOPUCiION AN FR~OoUECTO RATE r'ODEL

IKE ECUATIOV FOR THIS IDtEL IS: THAI le 1 11 if Cl i IZ nitt
IN LOC FCL THIS roMa CECDO.-S: L0;I(THAT) LOC19I) 4 1141 LOCIII) 4 1Z i LOCIIZI
VHERE: LO;1501 a ;.7T b ERROR -ib a~ l ff : 5672.C464U

31 2-11.5157 SID ERROR 3 I.N134 Fo z635.21199
U a 9.64M ID ERROR * 6.46M5 Fi 15M.4*55

StUART STAT1STICS:
t SWhARED LOC t1. 9"" STO ERROR EST a M4
rSE W.46 Sa a 1.57715
F RATIO l7%3*c3z B. F. (1111 a 1137
3 SQUARED ACTUAL0.63 M
DMCIN-KATSON STATISTIC% 2.31V.ZO

S SWPPART OF PREDICTIVE AZILITT TESTS ESULTS

S ITEMS OF INTEREST i REDUCED KOBEL 4 FULL KODELI

4 AVERACE MROUTTE DEVIATION 1 3.44 1 .14
4 VARsANCE OF AISOMT DEVIATIONS 1.11 * III
i TEST STATISTIC WSE NOTE) 13.58. 1
*TOTAL. EluER OF TEST SITUTIONS 9 144 4 144

i RUIIEER OF PREDICTIONS WIHIM $?I # 128 144
i PERCENT OF PREDICTIONS UITHIN 5? # 95.119. 1
* NIIER OF PREDICT)ONS VITHN Ift 1 144 4 144 #

4 PERCENT OF PREDICTIONS VIIIIIN In#. IN. 4 In. &

NOTE: IN TESI IN FOR STATISTICAL. STONIFICANCE USE 3TUUET'S I 11ISIRIMUTIN
F IE NUMUR OF TEST SITUATIMN ME-LESS INAN IM, ITIIMfISE USE 6SlUWSN

NORKAL DISTRICUTION. IN EITHE CASE TIS IS A DNE TAILED TEST. IF
THlE TEST STATISTIC IS CREATER THUN TUE CRITICAL STATISTIC OIC NAT
CONCLUDE THAT THE AVERAGE AESOLUTE MYATION GUAINE1 INU TIE FULL
KOBEL IS SICN!,7ICAMTLT LESS TUWN mRAr MAsIM VITN TH E IMl IM .
FILES LO9F ILE 9 31LEARARENO S.AG FU.LIMIL MAITTER.
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ICVU ^.T.' AS CC-: VFF ILE sCTi.; s: C'1-NTED WO LOCCIT".S

1Fl8.I5 3.944422? 21f .692972 2 .27 3541159

139 543.9 2.7491141 451.M 2.657159 4.94 1.0?3724?
141 403.10 2.U40. 4 2.69 Z.7907143 4 5.33 1.72167M7
158 462.99 2.66,16420, 795.55.1 137 5.25 1.7671559
466 437.11 2.44114 1115.19 3.61inu 9 .47 6.2111143
111 404.66 2.616=84 * 125.16 3.12343 6.71 1.226722
lei 362161 2.552478 1495.10 3.174&412 7.19 13sIIIt
M9 347.66 Z.5453295 1775.11 3.2491983 4 7.37 9.94675
219 339.55 2.511513? 29.59 3.3215617-i 7.79 0.9115375
219 325.15 1 51 UM 2441.91 3.383134 4 1.33 1.9,11.451
2 317.10 2.511593 i2769.00 3.442132t9 # ?.1? 6.95MOW3

235 313.1# 2.4955443 : 176.65 MIMI$21 I 9.P4 f."9769
*246 31.15 1.49M55 3557.61 3.5511239l 1 16.51 1.521427
256, 3"4.91 Z.4221734 3976.15 3.5994444 4 11.17 1.1-1053Z
266 298.05 Z.474211.3 4445a..56 3.64T.52 4 11.35 1.171CSIO
275 291.55 2.4,6239t9 4944.55 3.4?52z2 4 12.37 1.5923697
216 234.95 2.45333 *5458.06 3.7371:35 s 12.67 1.1195725
291 271.66 Z.4446448 4 595.65 3.77S51734 4 13.3t 2.1264561
365 2V5.M 2.43134318 4 &441.1f 3.8112997 4 13.65 1 .1355 1327
315 263.51 Z.4199557 f I 92.5 3.14'33514 4 U3.9 1.145672
320 254.11 1.1192461 f 7491.66 3.974539 4 14.22 1.40=1649
336 251.11 2.397MI9 4 1686.6 3.1174114 4 14.45 t.1098374
346 245.55 2.11 f 3651.61 3.9.371141 4 14.98 1.1755111
356 . 39.11 2.3723979 I 9242.9 3.944471 4 15.29 1.324415
3u6 U35.6 Z.371#471 # 943.55 3.IMA34 4 15.45 1.1145143 . I
370 232.6 2.35489 # 1#450.14, 4J51114. 16.64 2.2152144
285 221.66 Z.3579301 f 11131.11 4.1424149 4 14.35 1.212M5178
399 224.66 2.3552425 # 1162.96 4.6654363 A 164. 1.3216756
466 221.65 2.1.44M93 # 127.7.6 4.18731"9 4 16.77 1.229813
416 211.55 2.3364565 * 183.9 4.11641 4 17.27 1.2272922
429 226.56 2.3344337 W L349.U 4.1254497 4 17.51 t.2445245
436 214.61 1.30438 41349.10 4.1414214 f 17.81 1.25663U....
446 211.10 2.32z421244 14337.66 4.56451 4 1815 1.255137
455 269.6 Z.3211443 I 14UM.6 4.1721941 4 18.22 112605484
445 256.56 2.3238472 f 15454.05 4.139M49 # 13.41 1.265153
471 113.66 Z.3974141 4 11643.61 4.2HU2M 4 11.51 1 1457

4436 25.51 2.3921755 14454.90 4.2215166 112.76 1.273M95
Al6 193.01 2.296452 17172.0 41234261 4 3.4 2.Z77386

PEARSON C~MULTION CCErFICICITS KATAI
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awULS flj AN141A' LE-;NM* CIZ1 ? DEL

CAS CFS .-ED !DICTCI RES2DV.1L I CEVIATION
I 21C.39 233?6.45 5.S 47

2 113.15 727.41 75.51 9.41
3 441.11 627.19 23.21 3.71
4 5U3.11 555.62 4.21 3.73
5 473.61 517.31 -26.31 -2.92
& 4Q2.33 474.25 -12.25 -U.s
7 437.33 443.35 -6.85 -2.57
3 464.3# 421.5& -17.54 -4.35
1 3U3.11 396.72 -22.72 -7.2t
It 347.10 377.93 -31M9 -3.91
22 33.33 363.73 -33.78 49.33
12 32e13 34.29 -26.11 -3.1?
13 317.33 343.3f -14.33 -5.14
14 313.33 321.63 -7.63 .Z.44
15 39.1.3 3M.52 -2.52 -4.49
It 364.34 3011 3.23 2.ot
217 293.68 291.44 6.56 2.23

.13 213.33 ULM.6 7.39 2.55
It 284.33 Z75.13 3.37 3.12
23 273.33 263.31 9.62 3.46
21 270.31 262.32 7US 2.34
22 263.33 256.74 6.26 2.38
23 2U6.30 251.53 4.42 2.73
24 250.31 ?46.24 3.74 1.53
25 245.33 241.56 3.44 1.41
2U 239.33 131.34 1.14 3.1
27 M3.3 23.06 2.14 9.11
to3 232.3 22s.91 3.32 1.33
21 223.13 22.52 L43 L.39
33 224.6# 222.2 2.32 3.32

31 M2."4 219.35 2.15 1.83

33 214.33 213.68 2.32 2.37
34 224.33 212.47 2.53 1.1
is 211.31 231.41 2.59 3.75
14 239.0 Z37.23 1.12 1.3t
37 236.33 235.32 1."1 3.43
33 213.33 232.35 3.25 3.11
39 209.61 203.73 -1*.13 -13
43 1ZM 21.61 -2.33 -4.52

IRE ESUATIO N TIS RMt III WHAT a l 1 1 4# 31
13 LOC FORl IRIS IM56 ISCIES: LOCIIIAT) 2 1.04111 4 31t LOCIII)
3(31: LocamB a 3.4937 ITn Eau5 v 6.245 it a 3132.24334

31 .-1.2VU6 515 ERUN a 4.13433

$IWDT STATISTICS'

ISE IN.3127 onA 0 1.14299
r CATIO 84=554805 3. F. tall) s It 30
& S2V181 AtIIL'3.9821 LEARI1C FACTOl 813.21M4 POCKET
VM2U-ATSON STATSII 3.21M35
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MU5LTS CF RtcrLSSICS 0'9 WE~TO ~ V.;iAL-E IWSWEE

CASE CUREVED PREDICTED RES1D.W, I DEVI-1TIOR
I WISJ.I 974.84 113.14 Wi.1
2 U3.11 £51.6 244.14 2C.es
3 441.55 5911.83 51.17 7.93

A 541.11; 54.0 1345 2.38
5 4T3.11 5214.41 -23.61 -4.7t
4 4U2.90 492.94 -2f.04 -4.34

7 047.111 447.?4 -26.24 -2.34
I 404.6 425.28 -31.28 -7.74
9 U31.651 4U1.B -S3.90 -14M&

it 347.59 415.94 -59.14 -1L."1
it 321.111 329.54 .5?.54 *2C.14
It2 -321 3711.0 -55.15 -25.81.
13 317.09 347.2P -31.29 -9.54
24 322.65 324.99 -13.91 4.14
25 3#9.09 311.74 -2.74 -1.89
14 364.69 297.93 6.117 2.I5
17 28.11 236.52 11.93 4.1

211Z9.01 274.25 23.1 4.77
29 24.99 243.13 15.87 5.59

29 2.115 2111.0 17.51 4.35
22 271.99 256.45 22.2.5 4.95
22 202.19 252.13 25.87 4.23
23 Z54.I9 121.82 7.13 2.85
24 250111 243.59 4.51 2.i5
25 245.56 239.511 5.56 2.25
2& 239.19 22.37 3.23 1.21
27 235.06 232.53 3.27 2.351
to7 232.59 227.LZ 4.38 L"1
29 2W.09 224.41 3.16 2.53
30 22.33 tZ2.zt Z.72 1.it
31 222.96 223.2 2.73 2.23
22 228.55 225.45 2.55 2.17
33 214.55 212.79 3.21 2.43
34 214.9 21I.57 3.43 1.Ua
25 211.11 2111.33 2.27 2.3 a
3 Z#9.61 2917.63 2.M 5.94
37 294.99 115.44 5.5 u5.27
35 213.55 254.111 -1.14 -5.51
39 2HI.9 26.4 -2.42 -1.22
49 19115 212.15 -3.15 *I.S9

THIE E00lON FORTNIS ODEL IS. 22A a I 24432
13 LOC FOIM 11621 KINM 1lCOIS' LOCITHATI LUCISI 4 32 4 LOCItZI
INEM: L0C2392 a 3.25M7 IT EWAO a 9.2395 3f a 1792.34991

. 2 3a-0.74439 M SIUR 1 I S

R SOIUAE LOG 09.9MI5 ST3 EMU1 EST 1 .0309
31a a 0.11494 rsR 1 .11M3
runis v1249.713 9. F. 23132 It X1SUI3SI*'.5

WIN2-VATSCU STAVISIC' 1.27721
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CASE .CS R14 fKEs'TE:§ S'At I DiVi"12Ou
Ins.e9 2331.13 -11.13 -6.11

CUM M7.3 .15 -6.25 -.12

* 49336o 414.32 -.3? -1.12
9 3695 369.24 -1.24 -1.1Z

7 (37.A 437.14 -6.6f -6.#Z

1 43 364 366.59 -14 61.12

13 317.e1 317.56 -1.56 -1.06

34 333e.66 319.51 -1.21 -3.1

13 317.60 317.30 -6.2 -#.1&

17 2991 297.99 6.11 f.04
is 291 296.45 -6.4s -6.15
it 284.65 293.75 9.2s 6.69
26 Z78.6 Z79211 -1.21 -61.67
23 276.66 269.56 6.44 6.16
22 263.16 2U2.86 1.26 6.11
23 256.06 255.53 1.47 6.39
24 75f.01 231.29 41.9 -6.11.
25 245.00 244.34 f.16 6.17
26 23t.66 Z39.34 -6.34 -6.14
27 Z35.111 235.37 -6.67 -6.113

23 Z32.11 231.63 6.37 6.14

33 224.63 224.31 -6.38 -11.17
31 221.66 21.13 -6.13 -3.66,
32 229.06 217.97 6.63 6.92
33 234.03 215.95 6.05 11.62
34 224.65 213.78 6.22 6.16
35 213.111 211.31 -6.39 -#.18l
34 269.96 263.31 6.12 6.6
37 206.06 215.38 11.32 6.61
31 203.00 21.95 6.15 11.67
39 23.1 266.26 -3.26 -6.36
4# 193.66 197.97 1.43 61.11

THE EQUATION FOR THIS MODEL IS: THAT s 33 11 21 3 Z 4 2 K43
IN L0' FORM THIS ROIL. ECOMSI LOC(THAT2 a LCuS)4 I it4OU 1.0 143 LOCh?)
1L OC1E: 109 a 3.75380 07 ERROR a 0.1211 10 a U672.94641

It a-6.5317 MT ERROR a 6.11134 Foe '6632.2369
C2 a 1.84496 STI ERROR a 6.66356 F# s513464

%MM.RI STATISTICS*
A SCUARED LOC '69399SI ERRO EST 1 .61104
M5 3a 6.36 ll .57765
F RATIO 279C8.212 3. F. lull3) a21 37
It SQUARED ACIUAL' 1.640#6
WpIN-VATSOg( STATISTIC' Z2016320
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i|lfiffi if offI i 164 1 l M#t MIMMt|! I Ito I tlt§1tl41!|tl f #I oil to tfftfifli I M| ifI I ItltitlllOllilltt

o SRMACE F R~ICTIVE AtIL111 CC.Ml', .. ..

M THE DATA FREKTOED LELM IS FR' CASE 9 42 -"ICH WAS A1 GLOnr'VD VALUE Cr': 199.1
4414#14 $ t14 4444l4M 1641#1414 i IMI Ill I IIIIII IIII 1 f 1§4444MI I14 I fill I II ifI ' 14 fI ol llllllllll flllllllllll

I I I REDIUXE CLEPRNII. 1 .'.,T) hODEL 41 FLR. ICU..LAT~VE p CrTI01 t rI .;O5UCM% ,ATEI KOBEL
* CAStS M 4#4144MMoi44M44I4ii4 I of44oo11110101oe4I49III44#4114I444 g414.I

U L'SED I PDICTIO o I DEVIAIIOW r ESI * IEST tt 44 !RD1CTIO I I DtV2AIIO I [-31 t) I EST It I lEST tz

t 3 19".64 -. 53 * 3129.1! i-f.29Z52 of 197.97 4 C.12 1 5671.27 , -p.27 %$1 6.34784
* 33 199.13 -1.5u * 3l27.21 1-.ZSZ44 if 117.91 4 1.1 a S,71.Z i-f.1 147 * 9.M,,73
a 37 199.11 -F.5 3127.3Z I-.2CZ44 ia 197.97 6 .61 1 571. 1-1.51947 1 I.346.

u 19.95 -.53 3119.3q 4-1.19154 it 117.17 4 1.12 * 571.34 1-1.51141 1 9.841,49
35 1".14 0 -6.47 4 3133.41 i-6.z273 if 197.94 4 5.Z 1 5471.37 f-.5193* 1. 4/37 #
34 192.93 -1.42 # 3137.51 1-1.3292 if 197." 4 1.61 # 5471.51 f-1.59945 4 1.34669 #
3 198.64 a -1.32 * 3144.39 4-1.283324 if 197.97 4 1.21L * SV.7I.XZ 4-9.5941 1.94651 4
32 198.45 1 -t.ZZ o 3151.43 o-9.23357 if 197.94 * 1.1? $471.3 f-0.5937 4 1.9441t9#

* 11 193.25 14 -. 13 4 3153.24 1-.I39 44 117.96 4 6.92 # 5471.17 4-1.59M137*9346371
3 4 198.644 -.12 3145.76 4-9.Z424 ## 197.97 4 6.52 4 517..3& 4-W.594 38 .94643 f
1 117.11 t f.6 3173.,4 4-1.18162 oa 19.161 4 -6.65 f 540.93 4-1.9943 t 1.94671 1

S28 197.56 1 6.25 4 32C4.44 4-1.28513 1# 19C.91 4 6.66 4 5011.95 4-9.5141 4 .W I,4
41111111I, 4;a 41.44 4 IMI I1444444441 f M14144M4 If4 I MMMIM I4i 4 1I M14 If Jl141|4444 4 14 4 #14 f I I ## #1

* SNORTRWACE PREDICTINE ACILITI CONWARISOM
TIE DATA PRESENTED [L02 IS FOR CASE, 39 MIHA1 iA 0I GSERVED VALUE OF: 2N1.16 4

S 1 4 REDUCED (LEAMilNC CUVEI KOBEL *I FWI. ICUPLATIVE POD2JT2ON t P. UC UCTIC RATE) M.ODE L
4CASES

USED # PtREICTT1 4 2 D1EVIAIOM f $li E I ( 4EST 3t o PREDICTIOI I I DEVIATION * EST C1 # E"T 31. a EST 12 4
4444444444f44444444444144444#44 444,4#444444444444144 1444444 4 H40i fitMOM41414114 f M M l4 4441 tic.

38 4 263.3 4. -0.4Z 1 3127.26 o-6.28244 it 261.21 4 -9.11 4 U71.22 4-1.51947 1 0.64673 4
31 4 21. 93 -6.41 f 3127.21 4-1.23244 i 261.20 # -0.11 1 U71.5 1-1.59?47 f 1.34W4, 4
U 2 2U6.78 4 -5.39 o 329.39 4-.23254 o4 26t.2 HI -3.1 4 5471.34 4-6.59941 1 4.9444 t
35 f 21.7 -1.23 4 3233.42 f-1.23273 Of 266.11 * -0.0 1 5471.37 1-1.5"932 1 1.94427.1

# 24 f 21.56 f -6.23 f 3137.51 4-6.239 if Z6.21 4 -5.16 * 5471.01 0-1.5"d4 * 1.84049 a
33 2 661.27 4 -6.19 4 3144.31 4-1.28224 44 266.1, 1 -3.25 4 54.7112 1-1.599M2 f 6.$153 4

1 22 4 29.1f 4 -1.61 4 3151.43 -. 28357 44 211.19 1 -5.19 # 5471.53 4-6.51937 # 9.9131 #.
32 M 99.9 4 6.61 ; 3153.24 4-1.23289 41 26.1 4 -.09 1 571t.17 4-0.537 4 .14427 4
4 t" 4 9.77 4 6.12 4 3115.76 4-6.234Z4 44 266.23 * -3.15 a 5470.8 #-0.5931 1 6.3443 1
9 a Ma.554 1.2 . 3173.U #-3.2442 io 31.23 4 -. 11 1 5461.91 o-1.5142 a 1.4471 o

# I 19.22 * 6.31 # 314.44 4-6.22513 fo NI.2 4 -0.21 f 54f9.95 #-1.59"41 4 6.344 o
4 t? 4 21.3 4 I.51 I 31.11 '-1.2573 44 2H.I9 4 -1.19 1 U76.13 1-.5. * 1o 6.4 1 4

-AV
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S'IIACEFEII A M M A O
* I 4 EDV:rt C(TWE): MEt r3L if Fat (CUIGLATEVE W~Czfi o:n' AE? 1pC,,EL

*USED FF IETION I I M14iiG4 I ES, CO I EST tl it FM[ICTIC47 4 1, DEV1ATI011 I EST El I ES7 11 ; EST E,

4 37 1 262.94 4 F.93 4 31Z7.3Z i-C.20244 # [12.C5 4 1.67 5671.58 4-1.547 0.94&69 4
4 36 4 22.9 f.5 * 3129.31 i-.2C54 44 ZC2.2 4 9.A$ 5671.34 6-1.59941 1 1.84?
1 35 1 2M.72 1 (.11 o 4133.4Z o-9.2c273 4# 28Z.83 4 6.19 571.37 1-6.59939 4 1.8437 1
4 34 1 26Z.67 1 6.1 1 3137.51 o-.2tV?2 #I 2fZ.96 4 f.67 571.11 1-t.59545 4 9.94669

33 4 21Z.40 1 1.25 4 3144.39 o-f.2.18 'o ZZ.5 6. 71.Z2 I-6.51911 I 9.,65 I
-.3t 29Z.29 * . 6.35 4 3151.43 M-..2457 44 2 , 6.19 571,33 f-1.59917 4 1.8463t
* 31 4 20Z.11 9 6.44 4 3159.24 4-.2829 44 262.84 4 6.98 5&71.17 4-6.59937 6.8437 I
36 * 1.69 F i.SS 3165.74 4-1.2CM44 4) 212.85 4 6.9 57.8 4-1.57938 *8. 4643 1

* 29 28.6 L& 6.U6 317 3.6U i-6.2846? it 212'. . 4 166 4 56.89 *-6.51943 1 .C461 4

28 211.35 .j 6.91 4 3194.44 4-1.2C513 #I 2EZ.87 4 1.06 1 5611.05 4-4.59941 .4W I
27 4 16N.94 j 1.61 4 4118.16 -. 2857 4' 2Z.94 4 1.68 4 500.15 o-6.59938 # 6.$4619 I

4 26 4 24..57 4 1.2 0 3219.L4 ,-e.26C2 is ZZ.cs , e.es S 59.92 I.51931 4.863,

.1 SHORTRACE[ PREICTWE AZILITT CM 9P2RISu 4

T1H[ DAIA [FS^ TED EELOV IS FOR CASE 1 37 VNICH RoS AN EOSERVED VALUE OF: 266.61

1 4 REDUZZO 1LEAR41i4 CURVE) IEL 4o FULL ICUMLATIVE PRODUCTION I PRODUCTIO RATE) KODEL
I CASES4444lif444i4MfI MII*
4 USED 4 PREDICTIO 4 1 BEVIATIO1N EST t6 I E&1 91 i. PREDICTION 4 1 DEVIATION 4 ES 1 EST it IEST 2t 4

4 36 4 25.64 1 6.5 3129.31 4-6.28ZS if 2HS.7 1 6.66 1 5671.34 o-1.391 o 6.4649
* 35 f 264.96 4 6.51 I 3133.42 4-5.28273 4# 265.89 4 6.67 4 .5671.27 1-1.59938 1.946371

3 24 # 264.85 # I.5 4 S131.51 0-9.22M i9 25.91 4 1.65 4 *5671.;1 i-.545 4 .8148. I
4 33 1 264.64 4 ;.5 4 3144.39 4-1.283z4 44 215.37 4 1.16 1 5671.22 4-6.59941 # I.84456 4

3 2 # 4 24.47 4 1.74 4 3151.43 I-6.2M357 t 215.37 4 1.64 4 5671.13 4-6.59137 4 1.34631 4

4 31 # 24.$2 * 1.94 4 3152.2 -1.2939 4# 215.37 4 6.t6 # 571.17 #-9.5"37 6.84637 1
4 31 4 264.67 # 1.94 4 3145.76 1-6.2 4Z4 I# 215.91 1 6.64 5M76.94 4-6.5138 4 1.24443 1
f 29 4 213.84 4 1.65 4 3173.44 6-1.2t94t Of 215.f1 4 6.14 # 569.9 4-1.5"143 4 1.94471 t
# 23 # 263.53 1.21 3184.44 0-1.21= 13 to H6S.9" 4 6.65 4 56g.65 4-.59 1 4 1.84464 1
4 27 & Z3.12 * 1.4# 1 3119.1f 4-.257 6 Z3.57 I 6.64 4 5471.15 1-1.5130 4 6.34619 1
4 26 * 262.75 o 1.52 3216.66 1-0.28n #I 265.33 4 6.6 51.38 4-1.5130 4 1.94423 1
4 25 262.33 1.7 4 3224.20 #-1.28712 44 Z15.91 1 1.64 561W.57 M-.51146 4 1.8A143 I

:i'I
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THE DATA rRESSTEO O ELJ I rot- CASE s 36 M ICH HAS X ODSER VED VALUE O: 29.15

I REDJCED ILEAgNIPNC CURVE!) IIOCEL ii FULL (CLIKULAIVE MMI:T10% t PROCUt.111; n;#Ei) PMIOL
4CASES 6644444444*446644664444*6I4466444~464

aUSED PREDICTION I DEVIAIICY * EST 90 1 EST E1l. PREDICTIOX I DEVI-71ON Es &* EST 91 4 EST 9I 4 1

* 35 4 25.22 4 .85 43133.4.2 #-0.2Z273 4' 29C.&4 1.46 *5471.37 *-915-791 4 1.844271
* 34 267.11 6.11 4 M~.S1 4-4=2211Z 11 268.0 1.". 1 5471.01 0-0.51745 6 0.8460

33 4 L 25.9 4 1.9 3144.3q 4-0.2934 is 2.97 4 1.1; U571.22 4-.5 9 4 .9U445
a 32 * 254.73 4 .59 # 3151.43 '-.857' CS.31 4 1.34 *5071.#3 #-1.51937 1 1.94.139
4 31 4 204.54 4 1.16 1 3158.24 4-0.283C? if 298.67 4 5.64 4 5071.11 S-f.51137 9.94037 f

* 35 4 254.33 1.26 4 3U5.7& i-f.28424 if Z08.28 I M.& 4 5476.84 4-1.5130 1 134643 1
4 i H1421.19 1.3t 3173.46 1-0.262 if 2HM.91 4 .34 1 54499 6-1.57,13 1 11.940L 4

z$ 23 26.71 1.54 43184.44 1-0.20533 if 268.95 4 5.15 4 5473.95 0-1.5991t 4 5.91,444 6

4 7 4 285.3? 4 1.73 43196.11 4-1.22511 4' Z68.27 1 3.614 547.15 4.1.59 1 4 .54419 4
4 4 15.51 1.91 4311.L4 4-6.2ttze If 216.8 I 1.51 I 5441.9 4-1.59?20 4 6.94423

* 25 4 234.69 2.11 43224.1t f-1.287ft it 293.91 4 3.14 6 1 .5 -.5 9 84 6443 4
* 4 Z023.9" 2.450 3244.45 f-1.29799 '4 210.95 I M.S 4 540.21 *4.59932 4 .844354

* ~SIIRTRAMCE MREDIUTMV ACuLITY COIIPARISON4
* THlE IIATA FRESENED CELOV 1S FOR CASE 1 35 VICH KAS AN OMSRVIED VAL.UE OF: 211.11

4 5 4 RDEO (LEARNMtC CURVEI NODEL of FULL. ICUULATIVE PRODUCTIONI I PRODUCTION RATE) r.ODEL I
4CASES

# MSD PREDICTION I I DEVIATION I EST H5 4 EST I1 #4 PREDICTION 4 1 DEVIATION 4 EST 11 0 EST 11 1 EST 32

4 34 4 251.24 f 3.63 1 3137.51 #-#.2629 H 11.-39 4 -3.19 1 5471 .11 4-1.59"45 4 0.34441 4
* 32 Z99263 1 92 4 3144.31 6-4.21324 44 211.33 f -3.13 . 4 571.22 #-1.51941 1.14456 4

f X2 4 216.34 4 11 1 3151.43 #-0.2337 f 211.37 4 -5.13 4 5473.53 #-3.593 4 1.0443t
# 31 4 261.47 4 L.164 3156.24 I-6.21 is M1.37 4 -0.17 1 5471.17 1-1.51937 4 1.34127 4

* 35 # 2M.4 4 1.250 3145.74 4-1.294H is 21.33 1 -1.13 4 175.34 #-5.593 6 .346431
It2 4 236.24 1 .31 4 3173.U4 4-1.2844Z I# 2.11.41 4 -6.19 4 544.13 1-.94 .34471

* 23 W 1.92 1.44 3 134.4460-1.20513If 211.45 4 -M.t 4 5475.65 44.5 1 1 46.8044 1
V27 257.52 * 1.65 3 198.15 1--23578 if' 211.37 * -1.11 1 5476.15 4-f.5913 4 1.94111

4 6 257.15 4 1.32 4 235.44 10.28633 #4 211.38 4 -1.13 1 54..9 4-6.5993 I 1.64M
4 2. 4 204.74 4 2.2 4 3224.25 1-0.2t7f2 10 233.4! 4 -1.21 4 5U0.57 4-t.5?141 4 (.8604 I
4 24 # 254.22 4 1.21 4 2244.491 -1.297"9 44 Z11.41' 4 -6.19 4 544.29 4-5.5"932 * 5.14035 4

6 22 6 265.37 * 2.47 4 3z.45 '-6.2C914 4' 211.42 4 41.21 1 U6.9.51 4-6.59747 1 64495 4
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4O IS FvA ASE 1 3 C 4 HAS.AEI r, Cl IVDVLU F 241

USE' D o REDICIIM o EVIAIIGN I ES 1 4 E Sl It I# PREDICTION i.1 DEVIATIOC 4 ST I# I EST 11 1£ E It

o 33 * 211.12 1 1.35 1 3144.39 1-f.28124 is 213.78 4 I.1 1 5472.ZZ 1-1.57941 1 . 1445
32 * I.Z 1.44 I 3151.43 u -I.2937 i, 214.79 4 1.11 571.63 1-f.5^137 f
31 a 216.74 1.53 4 315S.24 *#-.V2339 #1 213.77 1 1.11 # 5171.17 -. 5937 .437
36 4 215.53 X 1. 4 315.74 f-6.2CZ24 4t 213.78 4 1.101 5.71 .81 '-9.51938 1 1.84443

1 29 1 216.3014 1.73 1 3173.66 4-1.204&Z 4t 213.91 4 .6? 5W.18 f-1.519743 1.9471 1
I Z 41 2f9.9 4 1.87 # 3184.44 f-6.2:5131 2i 1 .1 2 1.19 4 5176. 5 4-9.51941 a6.84664
1 27 I 29.59 4 2.66 # 3118.1 o-4.2957C 46 213.77 4 1.11 1 57.15 #-.511f E.34l I

Z& 21.21 2.Z4 *. 3210.61 4-6.22438 44 213.78 4 1.114 561.98 4-6.5972 .9443 #
25 4 21686 ' 2.43 3224.21 4-.2V02 it 213.92 4 .19 541.57 t-1.39940 1.94WI3
24 4 268.13 A 2.7 3244.46 1-6.28799 #4 213.86 f 1.69 4 540.29 4-6.5932 9.94635 4
23 o 217.43 3.67 # 328.45 1-1.20914 i 213.84 1 5.68 1 5S.51 1-1.5147 1.84690 #
22 216.4? 4 3.51 4 339.Z9 1-6.21658 of Z13.78 4 1.16 1 54U.76 1-1.57121 '1.457 o

.* SRHOTRANCE PREDICTIVE AS1LIT1 COAPARISON .
STHE DATA PRESENTED DEL02 IS FOR CASE 1 33 WITCH HAS AN DESERVED VALUE OF: 211.661

I I 4 REDUCED (LEIRNINP CURVEI MODEL ,o FULL ICU!.ULATIVE PRODUCTION & PRODUCTION RATEI KODEL §
4 C9SES
# USED PREDICTION * I OEVIAIOX 4 EST l f ET t1 44 PREDiCTION 4 1 DEIATION I EST 3e 4 EST 31 # EST C 4.#

32 4 213.24 4 1.33 4 3151.43 4-1.22I57 if 215.94 4 1.13 1 5671.63 4-1.59937 * 1.84639 4
4 31 t 21Z.9 5 1.41 4 3158.24 4-1.2829 ,1 215.94 4 6.63 5171.17 '-.59137 1.94J7,

1..35 212.74 4 1.51 1 3145.74 4-.28424 ,i 215.95 4 .. 3. # 571.84 i-f6.59938 1 1.94&4. 4
* 2 Iz.51 # 1.41 3173.&1 #-6.23442 if 215.98 6.6 4 5469.91 4-1.5943 1 1.94671 4
4 2 4 2Z.Z 4 1.76 4 3134.44 #-f.28513 4i Z15.17 4 6.61 576.95 4-9.3941 ' 6.$444 i

27 4 Z11.83 4 1.94. 4 3198.15 1-6.2578 .215.94 1 1.13 # 5676.15 1-1.5919364.9419 9
2 4 211.43 4 Z.12 4 3216.64 4-6.2233 4 225.94 5.53 54&1.98 6-6.5"164 1 (.4623 I
25 4 211.62 4 Z.31 4 3224.1 4-1.21971, 215.98 4 6.6 5161.57 -6.5 61 1 6.3443 1
4 4 211.46 4 2.541 3244.45 1-1.22799 4# Z15.96 41 6.12 549.29 4-.5"2 1 1;84435

23 a 269.4 # 2.94 f 3240.45 o-f.39I4 Z 226.66 1 -. 66 4 5W6.51 -. I47 4 144691 4
22 # 268.71 # 3.38 0 3211.29 4-1.2 50 of 215.95 1 0.13 1 5".76 -.59926 1.545t7
21 1 217.39 # 3."9 1 39.76 4-6.2925& i 215.91 a 6.64 4 5667.92 o4.591z * .84537 a
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*,,I4444I444I44 4I*4444 I It%44I I t M4 44444 I MM111114 Mi ff I## fil4 I 6 I44 , 44 4 4 I114 I U4144I 44414,4,,.,

*~~~~ SI3R Ef~ FEDICINS ACILITI CCIPARISON
THIE W~A FREN20TEDELGVJ IS FOR CASE I UZ U"ICHl HIS P-. OGEt"VED YALUE OFF: ZI..!?

*ge*l 411 1144i4444444lU4l 11ll4lllllllllllillll4lll.ll4llllel44 lll1lllll44#414l444*,44l44llllliilil! l14444*44l l44i i0

* 4RE=UED ILECAIKC CURVEl MOElL 44 FULL MUMTIVE FRO" MitO 10 le RCDUZ iION R- E) ?.MEL I
* CASES

I USED i rRi 1TION 4 1 D.VIAIiON I E1 30 'CR1 E 1 #o PREDICTION I DEVIATION EST SO1 i ES t1 4 EST U

o 31 I 2.15.32 ' 1.13 1 3158.24 1-1.21 *1 z7.Z S . I.1Z 5671.17 1-.51937 1437 4
1 31 1 215.11 4 1.33 0 3165.74 1-1.2M44 4i 2l7.i 4 I.2 4 5471.06 '-0.5 113.84643
1 29 1 214.39 1.13 1 3173."6 i-I.284L2 i I5.15 I 1.5 1 561.9 #-.49943 !.4171
* 21 214.58 1 2.57 1 3124.44 4-1.29513 if 2l7.1 4 .0l I 570.05 4-1.5t941 1 0.6444 #
I 27 4 214.1 411 .- 1.73273 44 20.941 1 6.12 -4 5675.15 4-..11 9.4611 #

U 26 4 213.41 4 1.12 I 3'15.&& 0-M.38(33 i Z11.11 4 1.5 I -51. -5.51M4 1 i 1.3463 4
25 4 13.41 2.11 1 3224.25 4-.52762 4# Z18.11 Ii.11 5 546.57 4-5.51941 1 1.84&43 1
24 4t .ll I 2.41 i 3Z44.4; 1-1.287" 1 11i 21. 1 1 5.1 I llt.29 1-1.5932 1 134635
U 23 4 212.53 4 Z.74 4 3246.45 4-I.2914 if 11.12 -5.51 4 5669.52 1-0.59?47 1 5.24695

a 22 1 211. .15 3.171 4 3218. 2. 1-0.2155 44 Zl.I 4 552 * 56375 S-l.51521 4 1.24517 4
4 21 0 269.77 4 3.73 1 3213.74 i-0.21256 4 227.93 4 5.13 4 5467.92 1-i.5115Z 6.84537

20 2158.0 4.57 1 331.21 4-1.49513 if 217.34 4 1.57 * 5664.33 4-1.515 4 5.24339 4

SRUACE PREDICTIVE 991LITT COI'1A810N
4 THE DATA PRESENTED ;ELOW IS FOR CASE 1 31 WHICH HAS ANt OSERVED VALUE OF: Z1.55

4 1 REDUCED (LEARNING CURVEI NOBEL #4 FILL (CUILATIVE PM.UCTION I PRODUCTION RATE) r.0OEL 4

4 IS1 PREDICTION i I DEVIATION I E1 Ni 4 C1 I o# PREDICTION 4 I DEVIATION I TCR1 35 ES CI I E CR1l2 4

31 4 111.11 1.31 4 3145.74 1-1.22424 # 221.12 4 -.16 4 5471.86 4-1.59 f .114443 4
* 29 W 217.31 1.41 1 3173A. -1.23462 44 221.16 4 -5.57 4 5W4.9S 4t.594l .l t I

3 4 U7.514 I .$5 4 34134.44 4 -. 2353 of 121.15 4 -0.51 4 547#.55 14.54 1 1.94"444.
1 227.23 1 1.73 4 3113.10 *-5.23573 il 221.12 1 -1.5 4 54.15 4-.59930 4 0.4419 1
24 216.31 4 1.9 I 4.4 -0.28438 4# 221.12 4 -l.56 6 569.191 t 31 #.34M3 I -.
25 4 214.41 4 2.0 3224.20 f-1.23712 if - 2l.16 4 -. 01 1 5609.57 4-5.:5140 0.844
24 Z 215.79 4 .36 3244.45 #-1.279 if 221.14 4 -5.66 4 549.21 4-.53t932 1.34435 1
n Z 132.54 4 2.70 4 3248.45 4-0.2314 if 21.11 * -0 .0 1 56.51 4-5.59147 1 0.94" 1

* 22 2 234.10i 3.12 * 3213.29 1-1.21 953 is 22.12 4 -4.16 1 5413.71 4-0.51911 434597 4
S21 1 212.73 * .72 M .76 4-21 56 4s 2.11 * .64 567 ,.92 - 4 1.34537 4
S25to 211.5A 4.50 1 3313.81 4-I.29513 i. s 21.0 1 -0.11 4 5444.32 4-1.5914M 0.433t I

t 4 19 4 231.74 5.54 3446.53 4-5.29353 it 21.12 I -5.51I U 444.34 #-1.5941 I .3436 I
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4 ShORIRANCE PREDICTIV ACILITI CO.IFARISON
* THE CAIA PRESENTED ELCJ IS FCR CASE 1 31 W(ICK RAS M4 DESERVED VALUE OF: 224.03

I # CEM=~E ILEARNING CURVE) AM2E 44 FULL (CWMAATIVE PRODUCTION t PRODUCTION RAMl YODEL
aCASES

Z UED I PREDICTIC:: * I CEVI.1ION ES 05 36 ES 9I 1 44 PREDICTION 4 1, DEVIATION 'I ES H I5 EST l #5 E32 If

It I9 M2.34 4 t.32 I 3113.L4 o-.2S44 if Z4.4 # -1.18 # 5441.93 14.5"143 * 1.84471
It 21 22.73 4 1.41 f 3184.44 1-1.295134 if 224.41 f -6.11 1' 5673.65 # .5 9 3.84441
v 27 22.33 4 1.4 lA - 31912 6-9.2957C."4 224.37 4 -3.17 1 5473.15 i-0.59931 34 .84619

4 21 4 219.?4 4 1.91 I 3229.44 4-I.2PA38 '4 224.32 4 -3.17 1 5449.91 1.93 1 .9413
I 25 I 221.54 .4 1.9" 4 322."3 f-6.19732 of 24.41 * -0.16 4 5449.57 4-. J4 .C44434
S4 It 219.94 4. M62 f 3244.43 1-1.18719 41 224.43 4 49.11 1 544.29 4-l.59922 1 .91,35
* 23 1 211.29 4 2.51 4 26.45 f-1.2914 44 224.43 4 -0.19 1 5449.5! 4-1.51947 4 1.84 1 f
I M2 I Z17.26 4 3.31 6 3211.29 I-3.2913 44 224.38 4 -1.17 4 5468.76 i-1.59923 f 1.14597 4
* 21 4 215.94 1 3.6f 1 339.74 #-1.2925&. 44 224.34 4 -9.15 1 544.12 §44.59912 f 1.84537 f

* 23 4 214.22 4 4.37 *3313.99 '-O.29513 44 224.24 # -I.22 1 5444.33 f-3.59941 9.94339 4
It 19 4 21.92 5.39 3444.38 4-1.29M5 44 224.27 4 -5.12 4 54,4.94 4-1.5194 1.44

* It # 239.29 4 4.57 4 34549.33 4-f.38240 if 224.17 4 -1.33 4 5443.32 4-1.59772 4 9.91427 f

4 SHOIMTRANCE PREDICTIVE ABILITI COIIFAIIE"
* TKl DATA FRESE1110 CLLOU IS FOR CASE 1 29 IMiICII HAS ASi OtM'-: VALUE OF; W13

0 REDUCED ILEARMNC CURVE) ROMl. # FILL ICUIATIVE PRODUCT4Od 9 PRODUCTIOV RATE) MEL.
*CASES
4 SED I PREDICTION 4 2 DEVIATION 4 EST 1 33 ES It of PREDICTION IZ DEVIATION # EST 91 1 EST 11 1 EST 3z *

I M#4444If 44if 444#f * 444444444#44**444444#M014444l 14444* 144#44411144 Off It 144444449644444 1 it I

* 28 4 224.94 4 1.73 4 314.44 4-l.2153 Of - 22.93 4 6.33 1 5473.35 -359141.94444 #
.4 27 4 223.47' 4 1." 1 3198.16 4-f.2157 44 21.96 4 3.35 1 5473.15 1-.59 8 31442? 1
f 26 4 223.39 * 1.04 Wo21.44 0-1.2 4 22 Z7.93 4 3.34 1 54W.91 -t.59933 #.84423 #
4 25 4 222.11 1 .24 W 24.23 4-1.21712 i4 227.94 4 13 1 5609.57 1-.94 1 .84443 0
# 24 4 22.21 1 .51 31244.43 H~.211791 44 227.92 4 9.53 1 5449.29 1-13932 4 3.8403 #
4 4 2 221.5 4 .344 3248.45 4-3.2694 ## 22.94 # M.3 544.51 #3947 4 934416 1

U 22 22.4 42.5 4 M293.9 H-.299 of ' 227.93 4 1644 5441.74 4-4.5992 4 9151 1
4 21 4 219.29 2.32 11333.74 1e..2I5 .4 22.87 I M&3 4 567.12 1-.90 31.047 #

# I 94 217.57 4.38 M 1.69 f-f352 .4 22771 4 .13 4 444.32 441.511 1 11.14:r I

I t Z5.7 551 #3".8 -M 3 f .7 I 1. "4844-.511.1MG5

is0 1Z44# .7 134133#-.3Z4 6 270 1.1 W 11 -1502*1IL41*
17 If.0 01 4.10134#*1 Z77 .1 S33 .4



* ~SWSTI OFl PREDCIV ASL* TEST £3.39
TAEM? OF REST REMICEDer mt ruL * 4pE #

* t~ER APKLE DIon 2.HN ?4 133 1.14* PEACCAT Ov ?REITIEN tEITIONS 1? 1511 l 40

EST SNATSTIC (aFOR TE)CIA !U!V~~ S TDN'STDSRE~TOTALE IUP ER OF TEST SIIUTlea 12 E S 2A U TlE .5olS TA D

irE ISe OINF TEIITATISA LESSTIR THA Axg j11T OTKIE te tEDARO

FILUS & LESOOLEWREMMa FuWuou gkmmu.
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............................:2c .............................

* Is.:$ 114 12. 1E.54 1 2 3.4 11. 1 21.7 * 23 # 22.4,2 4 2.7.2

* 6:l 2344 12. 14M.3 1534 111..4 t 71.1. 19.1 1 194.M I 21.1 0
* 114 3.1 127U.5 4 21.5. 152.61 - 5.71a 121.37 291. 21.24 22.4

* CN U5 4 2:.54 124.8 4 123.2 : 112.1 4 W1.3 i 27V.1 Ili9.& 4 214.4 4 Z2.4
* 2413 4 0.1 IM 22.5 11.S 152.1 M 1. 7 5.4 M2 4 22.8

4 26941 121.74 13.14 1.24# 25.4 243.84 274.34 25.44 261.941 212.4#
4 27131 4 111.31 124.4 4 237.44 1 5.5 s 1,1.1 11.4 4 137.9 4 Z11.1 1 212.4

* 27213 tit2.8' I 224.14 2217.24 24.94a 21.34 17.34 287.? 4 9 29.4 222.241
, 7173 4 116.4 # 222. 4 134.4 149.4 4 241.1 1 74.3 1923.5 4 198.4 4 tit.& a

* 27M4 4 213. 4 223.2 § 234.2 1 48.6 § 242.3 * 173.4 RM 15. 97.9 4 219.3
.A 27123 4 139. 4 222.7 4 23.4a 141.? 1 243.74 173.1 253.2 4 9. 291. 2 1
* 2719 # 161.2 I 122.3 4 123.1 4 147.1 4 101 1 4 17. 154.3 6 194. 1 21t.? I
4 2U2 4 238.$ I 122.5 4 134.4 1 147.2 4 259.3 1 72.7 4 293.9 4 195.7 1 211.5

* 2833 11243.4 1 222.1 4 134.2 1 44.4 4 159.6 171.1 # 13.1 1 293.3 4 21M.11
4 S 20154 13 1121.9 # 233.5 4 44.2 4 15.4 1 76.5 1 282.4 4 294.3 1 2j.. I
* 2347 4 721.6 123.5 4 133.1 1024.5 0 257.3 1 41.9 1 282.2 4 293. I N53.2 I
4 25541 4 612 124.1 4 32.1 4 243.1 4 157.? 109.3 9 2l1 1 1212.9 1 2Z.5 I
4 M236 16.91 119.5 4 32.2 I 244.5 1 254.7 0 21.7 1 259. 4 292.2 4 23.3
4 ii 2992 423.5 1 19.2 1 21.7 1 44.3 4 254.2 4 1.! 1 79. 4 292.5 HA 4 1.
* T14 4 266.1 M 233 4 132.3 1123.5 4 255. # 147.5 * 79.2 4 291.3 M 1.3#
4 29533 4 15.7 4 l 12.44 2.1 1 43.3 4 155.3 11244. 4 179.4 4 293.2 4 21.4 4

2117 A 15.4 4 236 131.4 I 42.5 4 154.5 144.3 t 73.1 4 139.5 U129.91
4 29379 S 265.1 W.11. M 2.9 1 42.6 4 154.1 1 45.7 1 71.4 4 13 # V1.2
* 39353 4 234. 1127.2 4 M 12. 4124.5 1 253.4 4 243.2 1 274.3 12.2 4 299.5

4 *U 343 M 2.38 129.6 # 14. 52.M 1 4. 4M 274.2 1627.4 a t19.4
4 C 29 # WM629 124.4 1 25.4 M3~*. 4 252.4 4 244.2 1 75.4 a 283 4 19t.2
* 3151& # 3634 124.1 4 122.1 4 41.1 4 11 4 143.5 4 175.1 4 154.3 % 11.5
4 3399 4 1294 252 2. 3. 5. 4. . 1334 2524 242737 12.21 115.4 1127.7 .4 I.& 4 152.4 4 22.6 4 174.4 4 215.7 M 1.9'!

Ils 31114 a 9. 114.8 4 224.9 f 233.7 4 51.4 a 241.9 # 273.2 1924.4 4 295.5 4
M 1233 162.2 6 224.4 a 114.4 4 233.3 424.9 4 241.3 1 72.7 4 13.3 4 294.9

* 22t 2294 14.1 f 221.1 1 237.3 1 49.4 4 1"A. M 7.1 4 2.Z 4 194.3 i
4 31594 a 16245 1 223.7 1 12S.4 4 237.2 4 248.9 1 249.3 f 272.5 4 252.4 a 2913.5
4 32743 1126.2 2213.3 1122.2 £ 23.9 4 243.4 1 239. a 272.6 4 212.9 1 193.9 #
4 M IS39 M16. 4 113.3 SI 22. M 3.5 4 247.9 1 159.3 4 271.4 4 23 1 4 92.4 1

i 312I H023.4 4 212.64 224.4 1 34.6 41 247.5 4 S~ 15. 424.9 4 233.9 4 2921.3 # * , .
J3 3=93 4025.1 122. 124.1 1 35.4 4 147.1 1 251.2 # W4.3 I4' 198.3 4 2411.1 1
4 32455 4 9.9 4 12.9 4 223.4 4 235.2 4 24.5 4 157. # 24.3 4 1719.7 4 293.5 4
4 32425 1 99.5 1 222.5 1 223.24# 134.7 4 24.2 # ISM. 1 241.341 27.24 239.9 4
4 um7 6 9".3 0 111.2 4 222. 6 134.3 1 145.4 1 154.7 1 147.7 4 173.6 4 239.2 4
4 32 171 # "J. 4 129.5 1 22.5 S .4 23 4.2 4 254.2 4 257.2 4 278.1 4 233.7 4
4 33241 4 96.7 4 229. 4 22.2 1 233.53 144.7 4 255.3 1 144.7 4 177. 4 158.2 4
1 33323 8 93.4 # 226.1 f 1222.7 4 233.1 4 244.2 4 255.3 6 244.2 4 274.9 1 237.6 1
4 2341 4 93. a 239. # 222.3 a 232.7 4 23.3 4 254.5 4 245.7 4 274.4 # 287.5 4
4 2345 A 97.3 1 9.5 0 121.6 § 122.2 0 142.4 4 154.3 a 145.2 4 275.3 4 254.4 4

4 2231 # 97.5 a 109.2 1 226.6 # 232.5 4 242.94 153.9 1 144.4 4 175.3 4 285.1 1
4 34611 4 7 97. log3.$ # 221.2 0 232.4 4 242.5 4 253.4 1 244.1 4 174.3 4. 21 I
1 4272 4 3 9.9 # 26.54 2.9- 4 32. 4 242.2 4 254.9 1 43.7 4 174.3 1 234.3 4

# 24743 * 64 lo23.2 I 229. * 22.7 # 242.4 0 252. * 23. 4 273.7 1 134.2 4

IM01(41. FRUJCTEI VALUS FCA RE1 14901 WLUSP 11t 853 R(109 W124 THE 1 224112 31 FWCAINC A CIVER Paix'1CI2O
3115 V21m . ;vvic watf or amv9.u2 talls An4 kwa2 pt, VALUE rog D281 T LAW WM 2 1 W.4: 911245 2122551T10
SF IN[ tC04251333C W LOS£ COLWUA-. MUCKA23 MRul 2S1245 CW~1.3225 P1034120 I MN N2I0 RA11 10m3.

2. P55JICT2O US CR 0i ( fRCILSf9 I I ts 21F 24 114* 12131 1o MF IWSO2 14215.W

1A51 011(3513 VALK OF FRO 232I035MR.
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i ~ rs t31 * 2515 1 7.15 112.94 MC 211 :.Tl I 4.&Z 4 :L..:Z * U.4

* 17343 1 45.5 4 3 f. 4 11.1 0 14.1 1 13.3 Z 271.7 Z 45.1 4 LI 24.6 277.4
* 111:15 1 44.6 1 141.9 0 271.9 a 195.4 I Z12.1 :419.3 Z'244.3 4 ~~ # 21.1 n 1
* 7431 4 143.61 141.9.1 177.1 a 294.50 22. to. gm. * - M.9 5.4 4 274.2

M* 751 4 1434.1 W 4.1 4 171 4 1193.4 1 119.4 4 25. 1 a 241.5 1"S5.1 4 212.4
4 11336 4 142.2' 15.2 6 1175.9. 29M.34 Z16.4 4 224.40 26Z4.14 25.1. 1 271.1 1

4 221Z 4 24.3 4 2.3 4 274.9 1 291.2 I 26.2. 22,3.11 Z238.74 254.241 249.54I
M 174 # 24J.53 a 257.4. . 1739 19.2 4 M9121 221.34 2 37.4 4 25.6 I 41.9.

* 16545 4 171.1 1 154.5 172.9 4 ISM. 4 14.9 t 26.4 4 24. 1 4 251.4 4 44.54
li1lt1 4 139.9 155.4 4 27.1 2u1 4 213.1 211.14 234.8 4 29.0 2MM.

* C 1119 4 1. 4 15.1 111.1 IV* 13. ?122.1 21 a 23.5 4824.4 1 243.4
4 19161 131.5 1 53.1 1 171.1 1 214.9 4 M9.& 1 217.9 * 232. 4 247.3 4 242.2 4

M 932 * 134.7 IS #5. 1154.2 1925.94 tfl.S 4 1 32. Z 31.1 4 144.1 4 246.3
* 19464 0 Me4. # 252.3 4 241.3 4 134.6 11194 S 24.7 I 229. s Z44.7 # 259.4
4 2974 4 135.3 # 151.5 4 04.4 193.6 1291.4 4 213.4 4 228.4 4 243.4 # 251.64
S 14747 4 23.4 4 15.7 1624.5 IS 11. * 27.4 . 21.5 4 27.4 4 24M. 4 254.7
4 191 1322.94 149.9 4 24.7 1 11.1 1 94.3 Z121.4 M 2.2 4 240.8 4 255.3 4
4 21191 131.2 149.2 1424.3 1 131.2 1 1125.3 4 22.3 0 225.3 4 2M1. 4 254.6

21M4 132.54 143.4 1154.9 4 179.3 4 194.3 1 MA9. 4 223.9 4 23. A4 252.7 9
: 1434 f 132.9 1 147.7 # 243.1 1 13.4 1 292.4 M 6.2 4 222.3 4 1371.Z 4 52.5 4
37446 4 32.2 144.9 4 12t.3 4 277.5 # 192.4 Z127.1 I 221.4 a 238.5 253.2 1

* 27"3 1 36.5 1 44.2 4 241.5 4 274.4 4 292.4 a n&4.1 a 223.5 41 234.34 241.9 1
4 299 4 129.9 1 145.5 1 241.7 4 215.7 1 M9s. # 265S.2 4 Z19.5 I 233. # 247.74

4 21225 * 2293 .3 3 S 4 5. 1 14.9 4 119.4 f 234. 4 2.4 4 M3.5 4 244.5 1
4 213 A 221. 1 44.9 4 25.1 4 74.9 4 231.4 # 363.1 4 227.3 a 131.4 4 245.31
4 7244 f 12114 143.4 4 253.4 4 123.2 f 231.7 1 212.1 214.3 1 233.3 4 244.2
4 I 213 4 27.44 142.7 1 257.4 4 1f.4 a 114.3 192.5 # 225.2 ZZ22.24 243.9
4 it 2Ili4 2.6 142.31 154.9 t 172.5 4 21 4 11.2 4 214.2 4 -22. 4124.31
4 it 21ff 4 2.2 4 141.3 1 54.2 1 71.7 4 21.2 Mt 299. 4 132* 2.6 M .7

1 Z:~4 22M. 146.7 f. 155.4 1024.9 4 234.2 2911.3 4 22.2 214.1 239.64
* 223U3 4 M 1 2. 40.6 154.71 14 M .4 a 197.4 USA12 224.1 U823.5 #

*L22415 1 24.5 W 3.4 3 54.3 # 263.4 a M 21.5* 9.5 4 U22.3 4 23.9 27.4 I4
4 2247 122.1 M 2.7 IS 15. 1 47.4 131.7 19 4 M1.3 4 Z 2.94 3.3
4 233 4 22.44# 131.1 4 52.4 4 26.9 # 1311.9 4 194.7 # 2331.4 4 22I1 4 Z35.2 4
* 23913 * 122.3 4 I37. # 252.9 0 24.1 4 2.2 9. 6. 2. 3.

U 2112 4 122.3 4 13.9 # 252.3 1 43.4 4 1793 4 2.6 4 24.5 ' 211.9 M 7.14
Ul 235 122.74 13.34 25.4 1.4 4 271.54 92.1* 295.44 223.M 232.24

* 252 f 1222 0 15.7 424.9 4 243.t 4 177.7 a 191.3 # 234.7 n61 U1. 23.4,
t 23497 4 M2. 1 135.1 2491.30 2613.2 a 27.91 2 9.50 23.3 217.0 In23. I

* 2149 a 12.:. 134.5,4 24.6 4 24.54 27.21 2119.4 23.9 22.14 .22.2
r 4946 4 ~~ 194 12139 4 2.9 4 1,61.0 4 175.4 3. 4 23.14 5. 4 221.1 4n

U.ZI22 119.1 1 133.4 1 47.4 a 261.1 # P74.7 # I33.$ 232.2 4 224.21 4 27.24I
4 24314 f 113.4 .4 .1 4 14.714 146.4 4 173.9 s 117.2 6 263.4 v 213.3 1 224.! 4
4 24555 4 113.1 4, 232.3 4 244.1 4 159.1 # 27.2 # 1134.4 IM e9. 4 I 22. W 2.24
* 2472V 111.4 4 131.7 0 145. 0 159.1 # 172.5 1 25.7 1111.7. 151.4 a 224.3 4
4"239t 117.2 a 132.2 # 144. 4 311.4 # 172.3 8 3. 19 74 2.1 4 223. 4 R
1 251 1124.6 4 13.4 144.3 4 2730.171.6 1124.1 It29.3$ 219.8 4 222.4
*: 2542 114.2 1 239.2 4 143.7 157.1 4 17M. 4 IS3.4 1124.2 1 239.6 1 221.5 I

4 25414 0 125.7 4 121.6 1 143.2 4 254.5 4 11.7 1 212.4 4 295.4 1 23.1 I 225. I*M a 4S 251 U 1.24 19.1 142.4 155.9 149.1 v 231.9 1 294.7 4 211.3 4 221. I
4 I 255 1124.1 4 123.5 6 142.3 4 12.5 1 141.3 1 231.2 4 293.9 4 14.4 0 214.9 I

OR1. P31*4733 94LUS FOR 918(27tAC L N M NAT1 3*3 RE f1CRINC M3*34 *221 ICII FAC IA 423(3 P8031
3Ulf 92K£4343110 A CIWAIVE 232O WJAI~ 119 63 EI 109I VAKFO 131 1141C LUM~ OM F133 At1 IK IRiIC?231
N TOE COO I RM 3 INO WJLIU. fRCA1tg M It11ot COMAlMl P Il I PM KItm MR1 MRl.

2. P39*2128 INTERVAL FOR cL'V.411I 111 IIl 13 it OF33 List 0211161 VALK 9 CzutWIV oili.
3. 933*21111 VALUESVO FIRWJIO MIC3161 ARE 76, 33, "s, 26.li Ille 1129 3 146o NO25 131 93 TIE

LII? 011113(1I 93 U ?0W IN 1861R1.
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