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CHAPTER |
INTRODUCTION AND OVERVIEW

The learning curve has been used extensively in the
aircraft industry during the last thirty years to assist in cost
estimating for major DOD weapons acquisition programs. Since
the introduction of the basic learning curve model, a number
of variations have been developed in an attempt to achieve a
greater accuracy in predicting actual cos* figures [7:6].

The post-World War II years constitute an era of
increasing complexity in Department of Defense (DOD)
weapon systems acquisitions. Although primary concern has
centered on the effective and efficient use of taxpayer
dollars, numerous obstacles make this objective difficult
to achieve. Tremendous leaps in technology have resulted
in weapon systems of previously unimaginable complexity
and cost. Further complicating the issue is the need to
plan the acquisition and use of these weapon systems over
as much as a twenty-year time span with money that is
appropriated one year at a time, Even more uncertainty has
been added by shocks to the U.S. economy in the form of
(1) inflation, (2) increasing cost and questionable
availability of energy, and (3) increased competition from
foreign countries (2:1).

These conditions contribute to cost overruns in DOD
weapons systems acquisitions and clearly illustrate the

need for more precise techniques to estimate weapon

systems cost. The experience of industry and the DOD

e e o L
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indicates that direct labor is a significant determinant
of cost., This research will focus on developing a more
accurate way to estimate direct labor costs, and, more
specifically, the effect of the absence of production rate

data on estimating these direct labor costs.

LIMITING THE PROBLEM

At the outset of a major DOD production program, a
tentative monthly production schedule for the life of the
program 1is negotiated between the contracting parties.
This schedule permits planning for such items as work
force build-up, facility and tooling needs, and the
ordering of 1long lead items. Although the planning
delivery schedule covers the life of the program, formal
contractual agreements between the DOD and manufacturers
usually cover only annual delivery requirements. Delivery
requirements for subsequent years are funded through the
exercise of options or separate contracts as funds are
appropriated by the Congress (14:2).

These multiple year programs may result in a need to
change the production rate. For example, when funding for
a particular year is insufficient to cover the production
schedule under an existing production plan, it may be
necessary to stretch out the production over a longer time

span.'A national emergency or changed mission requirement

. e e e L
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‘may dictate an accelerated rate of production. When such

changes in delivery schedules are required, changes in
cost estimates are also required to support contract
negotiations and additional funding requests. It is
suggested that the rate of production is an important
independent variable that can be used to help project the
change in unit costs due to either program accelerations
or decelerations (14:2). In some instances, however, when
actual production rate data are not available, it is not
known if a reliable proxy exists to serve for these data.

Industrial and government cost estimators have
traditionally used learning curve techniques to estimate
direct labor hours required in production (4:25). Learning
curée theory is derived from the relationship between the
cumulative number of units produced and the number of
direct labor hours required for production. In other
words, as a worker produces more of a gived item, a
certain amount of "learning" (proficiency) occurs, and the
number of hours required for production tends to decrease
in a regular pattern. Learning curve theory is based on
the rollowing‘ussumptions:

(1) The productidn item 'should be sigzeable and
complex and should require a large amount of labor.

(2) The majority of assembly operations should not be

mechanized or machine-paced.

—e . s — r
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(3)- Learning curves applied from past experience
should be adjusted for any differences in items,
processes, or other aspects of production.

(4) The production process should be a continuous one
and the item and product changes kept to a minimum.

(5) Historical data should be available to compute
the curve, since estimated data have low reliability.

(6) There should be no external production rate
changes (4:231).

The 1last assumption is unrealistic for DOD weapon
systems acquisition. Changes in production rate are forced
on DOD aétivities quite often. There has been considerable
research conducted to correct this apparent limitation of
the standard 1learning curve model (2:4). These studies
will be discussed later in fhis chapter.

One of the most promising studies, by Larry L. Smith,
resulted in a model for airframe production which improved
the basic learning curve model through the addition of a
production rate variable. Smith's methodology has been
replicated for aircraft avionics, engines, and missile

systems to determine its validity in other types of
production. Further replication, using proxies as a
substitute for the actual production rate variable is

warranted, and forms the basis of this research effort.

e e .
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STANDARD LEARNING CURVE MODEL

T. P. Wright is generally regarded as the pioneer of
learning curve theory. After his initial research,
learning curve tables were used at McCook Field,
Dayton, Ohio as early as 1925 (5:49-50). Wright's 1936
article on the application of the learning curve to
aircraft manufacturing cost estimation is widely regarded
as the initial substantive effor;c in mathematically
modeling the learning phenomenon for aircraft
manufacturing (16:2D26). As a result of increased aircraft
production during VWorld War II, the U.S. Government
sponsored a statistical analysis by the Stanford Research
Institute on World War II airframe direct labor data. The
Stanford study resulted in two important achivements: (1)
it confirmed the learning curve effect on World War II
production, and (25 it demonstrated the value of a
learning curve model for use in cost analysis
(16:2D26-~27).

It can be intuitively discerned that for labor production
processes which are repetitious, each successive equivalent
unit of production will require fewer direct manhours, and that
the manhours required decrease at a decreasing rate. This
phenomenon, known as the learning or experience curve, has
two basic variations. The variation validated by the Stanford
study is known as the "unit curve" or the "Boeing theory",
and can be expressed mathematically by the formula:

Y = AxP
where:

Y represents the direct labor hours for the "xth" unit,

5
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X represents the total number of units manufactured in
the process,

A represents the number of labor hours to produce the
first unit manufactured in the process, and

b represents the slope parameter or a function of the im-
provement rate [2:7].

The slope of the curve can be expressed as a
percentage, which is the ratio between the per unit cost at
any unit and the percent cost at double that number of

units [3:199].

The "cumulative average" or "Northrop" variation
{described by Wright in his 1936 article) measures the
average cost for X units rather than the cost for the xth
unit. Its mathematical form is:

7 = axB

where:

Y represents the cumulative average cost of all production
up to and including the xth unit.

The other parameters are the same as for the unit curve
theory [2:7].

While the Boeing and Northrop modeis can be
manipulated in the same manner, the user should be aware i
of the difference between the unit cost and the cumulative ‘
unit cost measured by these respective models [7:7-9]. '

As stated above, the basic learning curve model can
be manipulated by either unit cost or cumulative unit .
cost. The unit learning curve (unit cost) of the basic
learning curve will be the model used for the remainder of
this paper. Also, for purposes of this research, the basic

learning curve model will later be referred to as the

e —— e

"redu¢ced model."”
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Limitations of the Standard Learning Curve Model

Probably due to its simplicity, intuitive appeal, and
long history, the basic learning curve model is still widely
used. However, the learning curve model does not take into
account the exogenous changes in the rate of production.
Those exogenous changes are a concern to researchers
because of their effect upon the total direct labor
requirements.

Concern about exogenous changes in production rate is
justified by the following factors: (1) workers will adjust
according to pressure to speed up or slow down production;
(2) as more workers are employed, the distribution of tasks
to each individual worker should narrow; and (3) at higher
production rates, tooling costs and set-up costs can be
more widely allocated to larger number of units.

Fiscal prudence dictates that each echelon within DOD
strive for accurate cost prediction in order to budget,
manage, and control. It naturally follows that the
importance of production rates in cost estimating must be
investigated fully, and that DOD buyers must consider the
effects of production rate changes throughout the
acquisition process [15:11].

HISTORY OF EFFORTS TO ADD PRODUCTION RATE VARIABLE

The focus of this research involves the addition of
the production rate variable, in the form of a proxy, as a
second independent variable in the learning curve model.
This section will present a chronological history of some
of the more important work that has been done in this
regard:; The list is not exhaustive, and is intended only
to provide the reader with a summary of the most widely
recognized research efforts :'i.n this field. Not all
researchers have agreed as to the usefulness of the

production rate variable. However, recent efforts show




great promice for the production rate to aid in more
accurate predictions of labor requirements. If this
research effort substantiates the contention that a proxy
can be used in place of the production rate variable in
the learning curve, DOD researchers will have the
opportunity to complete research efforts where the

production rate variable is not available.

Harold Asher (1956)

Asher examined the relationship between cost and
quantity in the airframe industry. Using empirical data
from several airframe production programs, he subjectively
evaluated the effect of the production rate on direct
labor hour requirements. Asher identified two ways in
which the production rate could affect unit labor cost.
First, it can affect the amount of machine set-up time
charged to each unit of production. Second, it can affect
the number of subassemblies in the manufacturing process,
which, in turn, affects the number of hours of subassembly
work charged to each unit. He concluded that production
rate was not very important as a predictor when compared

to the effect of cumulative production (3:86-87).

Alchian and Allen (1964)

Alchian and Allen advanced the idea that production
cost is dependent on three production variables: (1) total

volume of the item to be produced, (2) production rate,
8




and (3) amount of time from the decision to produce until
the first output occurs (14:19). They drew three major
conclusions. First, larger total voiumes lead to smaller
unit costs because of increased product standardization
that accompanies larger volume. Second, unit costs
increase with increasing production ratés because more
overtime and less efficient workers’.;re needed to support
the increased production rate. Third, the cost variable
increases if the initial production start-up time is
compressed. Trh2y explained that less efficient procedures
are used than if time were allowed to prepare properly for
production. Subsequent effort expended to correct these
inefficiencies results in higher unit costs (1:308-322).
Although Alchian and Allen did not test their
conclusions on actual data, theiz; ideas may have

application to the airframe industry (14:20).

Gordon J. Johnson (1969)

Johnson predicted 1labor requirements for rocket
motors using an additive model which considered both the

rate effect and the learning effect. The model he used
was:

y=A+BX +CX:

where:

y represents direct labor hours per month,




xl represents production rate in equivalent units
per month,
X, represents cumulative units produced as of the

2 end of the month, and
A, B, C and Z are model parameters.

Johnson regressed this model against four sets of
rocket motor data. His results are shown in Table |. As
depicted in the table, Johnson had good results (high R2)
with data sets 1 and 4, fair results with data set 2 and
poor results with data set 3..Johnson explained data set 3's
poor results as being due to an inadequate accounting
system used by the manufacturer. He concluded that the
production rate is a significant determinant of direct labor

requirements [7:10].

Joseph A. Orsini (1970)
Orsini (12:57-80) tested Johnson's rocket motor model

using airframe data from the C-141 program. He employed
the following procedure: (1) regression analysis was
performed on the data using the standard unit learning
curve model, (2) regression analysis was again performed
using Johnson's three dimensional additive model that
incorporated rate of production, and (3) analysis was
performed after converting Johnson's additive model into a

multiplicative one which is stated as follows:

v=eB°-)¢1- )62

where:

Y represents the direct labor hours per quarter,
represents the number of units produced per quarter,

2 represents the cumulative number of units produced
as of the end of the quarter,

10




TABLE 1

SUMMARY OF JOHNSON'S REGRESSION ANALYSIS

: Coefficients 2
‘ of Determination (R“)
Regression Variables Data Set
1 2 3 4
Labor Hours ;
vs. .753 . 395 . 0067 .763 ‘
Cumulative Units
: Labor Hours
. vs. .932 .808 . 308 . 927
‘ Cumulative Units ,
and »
Production Rate
Source: [9:34]. )
f
i |
| !
;
| :’
| |
e ;
. ,'
} !
| |
4 '
X
i' !
| ,
I . \
i !
11
-,‘L 1 J»_.«,. - -
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Bo' Bx' and B2 are model parameters and e is the
base of the natural logarithms {2:11-12].

Orsini concluded that (1) inclusion Qf the production rate
as an independent variable significantly improved the
predictive ability of both the additive and multiplicative
models, and (2) the multiplicative model performed better
as a predictor than did the additive one because it

eliminated the need to estimate the parameter Z (12:71).

Large, Hoffmayer, and Kontrovich (1974)

During an effort to develop a general model, Large,
Hoffriayer, and Kontrovich examined data from major
airframe acquisitions relating to the effect of production
rate on cost. The model wused, according to Smith

(14:29-30), is of 'the form:

YicAa . wB .sC. (0
where:
Yi represents the cumulative direct manufacturing
Jabor hours through unit number i,
w represents the program average Defense Contractor
Planning Report (DCPR) weight expressed in pounds,
s represents the maximum design airspeed in knots,
r represents the production rate expressed is the

acceptance span in months for the first | airframes.

(For their investigation, Large, Hoffmayer, and Kontrovich
chose i arbitrarily to be 100 or 200), and

A, B, C and D are model parameters [2:12].

13




Large, Hoffmayer, and Kontrovich concluded that the
effects of the production rate could not be predicted with

confidence, especially in the eariy stages of a major

acquisition. They concluded that each case must be

considered separately (10:50-51). Smith (14:31) indicated
that the use of an acceptance span as a proxy for
production rate masked the true effect of the production

rate because of the resultant averaging effect.

Joseph Noah
Noah analyzed cost data to find the effect of

production rate on airframe costs. His model for the data

was:

_A. 4B C_ D
y=. x7. x5 - x}

where:

y represents average direct labor hours per pound of
airframe for each airframe lot,

e is the base of the natural iogarithm,

x, represents the cumulative volume.in pounds of aircraft
produced by the midpoint of each airframe lot,

X, represents the production rate in average pounds of
airframe delivered per month for the entire period,

x3 represents the annual volume of aircraft in airframe
pounds, and

A, B, C, and D are model parameters.
Noah averaged the estimated regression coefficients from

two sets of data, one on the F-& and the other on the A-7,
and tried to develop a generslized cost model. Smith feit

13




that this approach was questionable and that the model

needed to be tested on additional aircraft programs to

determine if it did actually serve as an accurate predictor.

Also, Smith stated that while the lot average airframe ;
delivery rate was a practical representation of the

production rate, the average delivery rate variable ‘
appeared to lag the average expenditure of hours required : ) ‘
to produce the airframes delivered [7:10,12].

Larry L. Smith (1976)
Smith developed a model for airframe production that '

included a production rate variable to. test the idea that
production rate changes can explain changes in direct
labor requirements (14:35). He adapted a modified version ,

of Orsini's multiplicative model as follows:

- B, B, &
i = Bt Xt Xyt 10

where: ;
Yi represents the unit average direct hours needed to {
output each pound of airframe in lot i, i
X4; represents the cumulative learning accrued from .
experience on all airframes of the same type through ;
lot i, ‘
X2i represents the production rate of lot i for all airframes f
_of the same type, ,
e represents the variation of each dependent variable |
which is not explained by the two independent :

variables,

Bo' 81' and B2 are parameters in the model [14:§3]).

Smith also linearized the model to facilitate multiple:

linear regression. The linearized form was:

14

B I — - . o R A . e - -
. B




Log Yi = Log BO + B1 Log X11+ B2 Log X2i + ei (14:45).

To test the accuracy of his model versus the standard
learning curve model, Smith employed a "reduced" model
which was merely his model, or '"full" model, minus the
production rate variable. The '"reduced" model was a unit
learning curve model as follows:

L Bl L]
Y =B cX 10

o
1 (13:43).

Regression of historical data with each model allowed
Smith to identify the contribution of predictive ability
by the production rate variable (15:17-18).

Evaluating data from the F-4, PF-102, and KC-135
airframe production programs, Smith reached the following
conclusions: (1) in each case, the production rate
variable was negatively correlated with unit direct labor
requirements, (2) both proxies to the production rate
variable were important contributors to the full model's

2 values

predictive ability, and (3) as evidenced by the R
he obtained, the full model more closely fit the data than
the reduced model (14:142-146). Tables 2 and 3 summarize
Smith's regression analysis and predictive ability test

results.

Congleton and Kinton (1977)

Using the same methodology, Congleton and Kinton

replicated Smith's research for the T-38 and F-5 airframe
15
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production programs. They reached the same  Dbasic
conclusions as Smith; however, in one of the thirty test

2 was higher for the

situations they reported that R
reduced model than for the full model, but by less than

one percent (6:91-93).

Stevens and Thomerson (1979)

Stevens and Thomerson replicated Smith's model for
aircraft avionics systems. Specifically, they examined the
Magnavox ARC-164 radio, applying the methodology set forth
by Smith. Stevens and Thomerson formed the following
conclusions: (1) production rate was a significant factor
in explaining variations in direct labor hours in nine out
of ten cases, (2) the predictive ability of the full model
was better than that of the reduced model for eighteen
months into the future, (3) the standard learning curve
(reduced) model consistently overestimated direct labor
hours while the full model stabilized predictions over an
extended interval, (4) regression coefficients are unique
to the program for which they are derived, and (5) the
overall applicability of Smith's model has wide potential
and can be tailored to various other programs

(15:102-104).

Crozier and McGann (1979)

Crozier and McGann also replicated Smith's research.

They applied both the reduced model (standard learning
' 16
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D .
TABLE 3
SUMMARY OF SMITH'S PREDICTIVE ABILITY
!, TEST RESULTS
Test Situation Number Percentage Deviation®
Full Model reduced Model
1 -2.6 14.5
2 2.2 13.6
3 Not Reported 13.6
. 4 1 L] 8 5 L) 3
' 5 3.1 5.3
6 ~7.8 Not Reported
7 + Not Reported
' 8 -0.7 1.1
) 9 -4.2 1.1
10 -1.1 5.6
11 3.5 Not Reported
12 2.2 -3.3
13-16 § i §
*These tests were conducted as described in Chapter II
of this research. All percentages are rounded to
nearest tenth.
+Smith reported the results . were deviations greater
than those for test situation 6, but did not report
a value (14:96).
§Smith reported that predictive ability tests were im-
‘ practical for situations 13 through 16 because obser-
b vations were limited to seven (14:71-131).
]
. ; Source: {2:16].
4
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curve) and the full model to three aircraft engine
programs: (1) the General Electric J-79, (2) the Allison
TF-41, and (3) the Pratt and Whitney F-100. They found
that the production rate significantly explained variation
in direct labor hours in three of the six cases examined,
with especially good results on the F-100 engine. On
engine programs, the full model was a better predictor
than the reduced model. Crozier and McGann concluded that
the results when using Smith's model depend a great deal
on the type of weapons system. This last finding justifies
the need for more replication efforts of Smith's model

(7:92-94).

Allen and Farr (1980)

The findings of Allen/Farr are crucially important to
this research effort. They replicated Smith's model for
the Maverick and SRAM missile programs, utilizing twelve
models in their research methodology. Smith's model was
replicated for the fabrication, assembly, and test
components of the two missile programs and Allen/Farr
concluded that the production rate was found to explain a
significant amount of variation in direct labor hours in
nine of the twelve models examined. Enough support was
evident to conclude that the production rate variable
should be considered when evaluating missile production

programs. Whereas Allen/Farr used the production rate as

19




the second independent variable in the full model, this
research will use their data and substitute a proxy for
the production rate variable.‘This substitution will test
the reliability of the proxy as a substitute when
production rate data are not available. The details of
this proxy and its application to the model are discussed

later in this paper.

RESEARCH PROBLEM STATEMENT

Past research efforts have shown that changes in
production rate affect direct labor hours for continuing
weapon systems production programs. These past research
efforts used the number of end items completed during an
accounting month as their measure of production rate. This
measurement of production rate is not always accessible
for the following reasons: (1) the. contractor may be
unwilling to furnish the data, or (2) the contractor may
not collect the data in a format suitable for use in
learning curve analysis. Whenever the actual production
rate data is not available, a proxy must be employed in
its place. One easily accessible proxy for actual
production rate is the DD Form 250 acceptance rate. This
form is always used in DOD weapon system production
programs to document end item acceptance and is readily

available to DOD researchers. The use of a proxy, such as

20
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the DD Form 250 acceptance rate, in 1lieu of actual
production rate data in predicting direct labor hours for

continuing weapon system production programs is not known.

RESEARCH OBJECTIVE

The objective of this research is to determine if the
DD Form 250 acceptance rate can be substituted for the
actual production rate variable contained in Smith's model

without compromising the predictive ability of that model.

RESEARCH HYPOTHESIS

The predictive ability of Smith's model is not
compromised by the substitution of the DD Form 250

acceptance rate for the actual production rate variable.

PLAN OF DEVELOPMENT

With the problem narrowed and the objective outlined,
the next chapter is devoted to a discussion of the
methodology for testing the research hypothesis. A brief
summary of assumptions and 1limitations about the
methodology will <close Chapter II. Chapter III will
contain the data analysis and evaluation. Finally,
Chapter IV will contain the summary, conclusions, and

recommendations of this research.
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CHAPTER i
RESEARCH METHODOLOGY

This chapter outlines the procedures used to test the
research hypothesis. The chapter is divided into five
sections as follows: ,
(1) Restatement of Objective,
(2) Model Definition, Variables, and Assumptions,
(3) Data Collection,
(4) Analysis Methodology, and

(5) Summary.

RESTATEMENT OF OBJECTIVE

The objective of this research is to determine if the

DD Form 250 acceptance rate can be substituted for the

actual production rate variable contained in Smith's model

without compromising the predictive ability of that model. i

MODEL DEFINITION, VARIABLES, AND ASSUMPTIONS

Model Definition

Chapter I discussed the two models used by Smith,

which he called the '"full model" and the "reduced model."

For ease of reference, the two models are repeated.

The reduced model is the basic learning curve stated

- B, e !
Yi 800 xu-lo . \
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In the full model, the production rate variable is added

as follows:

= B, B, €4
Y3 =By X5 - X5 ¢ 107

Model Variables

The three variables used in this analysis were:
(1) direct labor‘ hours per missile produced, (2)
cumulative number of missiles produced, and (3) the
DD Form 250 acceptance rate as a proxy for the missile
production rate. Since it was considered desirable to
improve the ability to predict the direct labor hours
required per missile, direct labor was treated as the
dependent variable. Cumulative missiles produced and the
acceptance rate were considered the independent variables.

The Direct Labor Hours Variable. Direct labor is usually

measured in hours, although it is occasionally measured in
dollars. Whenever the data are expressed in dollars, care
must be taken to accurately account for inflation. The
primary determinants of total direct labor are (1)
fabrication labor, (2) assembly labor, and (3) test labor.
Depending on the individual contractor, t.he data may be
expressed as total labor or any combination of the
component parts (fabrication, assembly, and test). The
exact measure of the data is unimportant as long as a

consistent unit of measurement is maintained (2:21). This
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research will measure total direct 1labor in hours.
Referring again to the reduced and full models, direct
labor is depicted by the variable Yi' Yi represents

direct labor hours required for each missile, where:

Yt = total direct labor hours per accounting month,
’ Ytu = unit index portion of total direct labor hours
per accounting month, '
Ytsh = standard hours portion of total direct labor
hours per accounting month, ,
Yf = fabrication direct labor hours per accounting ’
month,
: qu = unit index portion of fabrication direct labor
' hours per accounting month, and '
>
sth = standard hours portion of fabrication direct ,

labor hours per accounting month.

The Cumulative Qutput Variable. Records are normally kept

for the number of missiles completed each month. The

cumulative output is the total number of missiles
completed since the beginning of the production program as
of the end of a specific accounting month (2:22). The
cumulative output variable is depicted by the variable

X and represents the cumulative output of all missiles

through the itB,

1i

i
:
4

* The Acceptance Rate Variable. The production rate is the
1

number of missiles completed during an accounting month.

2 S

M For some production processes, the production rate is

difficult to accurately assess. Whenever this situation

-t

occurs, a proxy must be developed for the production rate.
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Commonly used proxies are the delivery rate and the
acceptance rate (2:22). The production rate variable used
in this research effort will be the missile acceptance
rate, earlier referred to as the DD Form 250 acceptance
rate. The acceptance rate is depicted by the variable X2i
and represents the acceptance rate of the missiles in
group 1i.

Miscellaneous Variables. e represents the variation which

is left unexplained by the variables in the model and Bo’
Bl’ and B2 are the regression coefficients for the model.

In order to use multiple linear regression to analyze
the two models, they were transformed to a linear form by
taking the logarithm of each term. The logarithmic form of
the reduced model is:

Log Yi = Log Bo + B1 Log X1i + e; -

The logarithmic form of the full model is:

Log Yi = Log Bo + B1 Log X1i + 32 Log X2i + e; -

Assumptions
The statistical significance of the results of the

regression will be tested using appropriate F-distribution
statistics. To establish the validity of these tests, it
is necessary to make some assumptions concerning the error
terms in the model. First, the error terms are assumed to

be normally distributed with a mean of zero and equal
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variance. Second, the error terms are assumed to be
independent of each other and of the independent variables
(11:30-31).

A third assumption concerns a problem which
frequently develops in multiple linear regression, that of
multicollinearity. Multicollinearity exists when there is
a high correlation between or among independent variables,
which in this research are cumulative output and
acceptance rate. If a strong correlation exists between or
among independent variables, the F-test may find the

marginal contribution of one or more variables to be

statistically insignificant when, in fact, they may be

good explainers of variation in the dependent variable if
considered separately (11:341).

While multicollinearity can be a serious problem if
the model is to be used for control, it is not as serious
a problem when the pﬁrpose of the model is to predict, as
is the case in this research (11:342). The contribution

made by adding the acceptance rate to the reduced model

will be subjectively evaluated by comparing predictions of

the reduced model to those of the full model. Therefore,
it 1is assumed the varying degrees of multicollinearity
will have no substantial impact on the short-range

predictive abilities of the models (2:24).

26
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DATA COLLECTION

As in all previous research using Smith's model,
accessibility of data is 5 very important determinant in
selecting the particular program to be studied. The data
must be the actual historical data rather than estimates.
The data represents a census rather than a sample and
statistics derived for each individual population are,
therefore, descriptive of only that population.
Consequently, the information derived is applicable only
to the program \being studied in this research. The
regression coefficients found in this research must not be
indiscriminately applied to other missile production
programs.

The data furnished by the Hughes Aircraft company
consisted of total direct labor requirements and
production history <for the total Maverick missile
production., Full-scale production commenced April 1972 and
continued without intgrruption through May 1978 (73
months), resulting in tﬁe manufacture of 26,500 units.
During the 73 months of production, the government
accepted 68 deliveries using the DD Form 250.

This research effort uses the same data as used by
the Allen/Farr team in their research excépt for
production rate. Where Allen/Farr used actual production

rate, this research uses the DD Form 250 acEeptance rate
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as a proxy for actual production rate. Because the data
reflected significant fluctuation in the acceptance rate,
the Maverick program provides an excellent test situation
fér this comparative research. In the Allen/Farr research,
the Maverick data were broken down into several major
components: fabrication, assembly, and test. These three
components were then incorporated into a total model. This
research models only the fabrication component and the
total model wused in the Allen/Farr effort. Funding
limitation precluded incorporating the assembly and test
components into this research.

One intriguing aspect of the Maverick data was the
manner in which the manufacturer accounted for direct
labor hours. Direct labor hours were segmented into two
components: Unit Index and Standard Hours. On a continuing
basis, Hughes conducted time and motion studies to
estimate how many hours it would take to manufacture each
missile under "ideal" conditions at a particular point in
the production program. This estimate was called Standard
Hours, and its evolution over time represented a measure
of methods improvement. For each month of production,
Hughes computed a Unit Index reflecting the deviation
between actual number of direct labor hours required for
production and the number of hours that would be required

under ideal conditions. Whenever the actual number of
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hours required for production achieved the '"ideal'
standard, the Unit Index was equal to one. Any value of
the index greater than one reflected less than ideal
performance. The evolution of the index over time
represented a measure of labor improvement or learning. To
calculate direct labor hours per missile, the Unit Index
was multiplied by the Standard Hours. For example, assume
the program is in the early stages of production, the
Standard Hours are 100 hours per unit and the Unit Index
is 2.50 per unit (less than perfect conditions). The two
are then multiplied to calculate total hours per missile
of 250,

As one might expect, the Unit Index, Standard Hours,
and direct‘ labor hours exhibited learning trends to
varying degrees. Because of this unique accounting
procedure, Allen and Farr were able to assess the effects
of the production rate on both the 'labor learning' and
"methods improvement" aspects of direct labor (2:39). The
same advantage holds for this research because of the
simpiicity of substituting the accepiunce rate proxy for
actual production rate.

The raw data are transformed into logarithmic form to
be used in six different models for this research. The

first three models are labeled as follows:
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Model One: Total Hours Per Unit,

Model Two: Unit Index for Total Hours Per Unit, and

Model Three: Standard Hours for Total Hours Per Unit.

The last three models are labeled as follows:

Model Four: Fabrication Hours Per Unit,

Model Five: Unit Index for Fabrication Hours Per
Unit, and

Model Six: Standard Hours for Fabrication Hours
Per Unit.

Regression analysis is performed on both the reduced
and the full forms of the models, and test statistics are
calculated. The test statistics are then compared with the
critical values required, and the criterion tests aré
applied to determine if the model is acceptable for
testing. If the reswlts for a particular model support its
acceptability and the criterion tests fail to reject the
model as inappropriate, that model is then tested for its
predictive ability. The sta¥istica1 tests, criterion
tests, and their objectives for this research effort are

discussed in detail in the following section.

ANALYSIS METHODOLOGY

The hypothesis to be tested in this research is that
the predictive ability of Smith's model is not compromised
by the substitution of the DD Form 250 acceptance rate for

the actual production rate variable.
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Testing this hypothesis first requires determining if
the modél, using the DD Form 250 acceptance data, is
acceptable. Then, if the'model is found to be acceptable,
the predictive ability of the model is compared to the
predictive ability of the model using actual production
rate data to determine if any compromise exists.

To determine if a model wusing the DD Form 250
acceptance rate is acceptable requires two steps. The
first step examines the statistical significance of the
model's regression coefficients by regression analysis of
historical production data. This step is composed of two
statistical steps. The second step involves the use of two
criterion tests to evaluate the appropriateness of the
model for this data. The dependent variable of the full
model, in log~linéar form, will be subjected to regression
analysis. The independent variables are the logarithms of

cumulative output and the DD Form 250 acceptance rate.

MODEL ACCEPTABILITY TESTING

Statistical Tests

The first statistical test (ST1l) examines the
relationship between the cumulative output and acceptance
rate variables and the direct labor hour variable as shown
in the model. The null hypothesis and its alternate are

formed as follows:
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HO:

Hy

This hypothesis

(1)
(2)
(3)

: B1 # 0

B, and B, = 0

1 2

State the null

and/or 32 #0 .

will be tested using the following format:

and alternate hypothesis.

State the alpha level (level of significance).

State the test

statistic. The test statistic for

statistical test one will be the F-test.

(4)

than F*, reject Ho, else cannot reject H.,.

(5)

State the Decision Rule.

0

State the Decision based upon the Decision Rule.

Mathematically, F-ratio = MSR/MSE, MSR = SSR/p-1, and

MSE = SSE/n-p where:

MSR

MSE

SSR

SSE

n

P

represents the

mean of the regression sum of

squares in logarithmic form,

represents the
sum of squares

represents the
in logarithmic

represents the

mean of the error (or residual)
in logarithmic form,

regression sum of squares
form,

error (or residual) sum of

squares in logarithmic form,

represents the

represents the

number of observations, and

number of parameters in the

model (11:45, 79, 227-228).

The F-ratio compares the explained variance (MSR) to

fbe unexplained variance (MSE), and thus determines the

ability of the model to explain the variance of the

dependent variable (2:26).
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N
The second statistical test (ST2) tests the ability
of the DD Form 250 acceptance rate variable, when combined
with the cumulative output variable, to explain additional
variation in’ direct labor hours per missile.
Statistically, the null and its alternate hypotheses are:
HO: 82 =0
HA: B, £0 .
This hypothesis will be tested using the following format: !
(1) State the null and alternate hypotheses.
; (2) State the alpha level (level of significance).
(3) State the test statistic. The test statistic for p
statistical test two will be the F-test.
(4) State the Decision Rule. If the F-statistic is f
’ greater than F*, reject Ho, else cannot reject Ho. E
; (5) State the Decision based upon the Decision Rule. !
; The value of F* is determined as follows: ;
| pr - ——R2g
: (1-R")/(n-k-1) |
4 where: F
) AR? represents the increase in explained |
. variations caused by the addition of ;
f the logarithm of the acceptance rate |
2 variable to the reduced model, '
a7 g represents the number of variables (in ?
this case, one) which cause the increase
in R2,
‘ n represents the number of observations, f
; k represents the total number of regressors, and
"g 33 |
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n-k-1 represents the degrees of freedom in the
unexplained variation (17:435).

The F* statistic in this test yields a ratio of the
increase in explained variance to the remaining
unexplainéd variance which resulted from introducing the

acceptance rate variable into the reduced model (2:27).

Criterion Tests

The first criterion test (CT1) for the
approptiateness of the model concerns the assumptions
about the residuals, or observed errors. The model is
considered appropriate for the data if the assumptions
about constant variance of residuals, independence of

residuals, and normal distribution of residuals cannot be

rejected on the basis of appropriate tests (11:240).

The assumption of constant variance of residuals is
tested by plotting the residual values against the
predicted values of the dependent variable. The assumption
is accepted if the plot revealed an even distribution (no
discernible pattern) and if most residuals are within one
standard error of the estimate (11:239-240).

The Durbin-Watson Test (2:28) was used to check for
independence of residuals. The test determined whether or
not the autocorrelation parameter p was equal to zero.

The test alternatives were:
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HO: p >0
HA: p =0 .

This portion of criterion test one (CTl) will be tested
using the following format:

(1) State the null and alternate hypotheses.

(2) State the alpha level (level of significance).

(3) State the test statistic. The test statistic for
criterion test one will be the Durbin-Watson statistic.

(4) State the Decision Rule. If D is greater than

d conclude HA; if D is less than dU’ conclude HO; if

L’
d DXL dU’ test is inconclusive.

(5) State the Decision based upon the Decision Rule.

A statistical package called "STAT II" in the Copper
Impact Library at the Air Forcp Institute of Technology
calculated the Durbin-Watson statistic designated as D.
Table A-6 in the Neter and Wasserman text contained upper
and 1lower bounds (dU and dL) for various sample sizes,
levels of significance, and numbers of independent
variables. The calculated D statistic was compared to the
upper and lower bounds in the table at the 0.05 level of
significance. 1If HA was concluded, the residudls were
considered to be independent (2:29).

The assumption of normal distribution of residuals

was tested through the Kilmogorov-Smirnov (KS) test. The
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basis of the KS estimation procedure is the cumulative
sample function, which is denoted by S(X). S(X) specifies

for each value of X the proportion of values less than or

equal to X. The KS procedure utilizes a statistic, denoted -

by D(n), which .is based on the differences between the
cumulative sample function S(X) and the true cumulative
probability function F(X).
D(n) = Max [S(X) - F(X)| .

In other words, D(n) equals the largest absolute q§viation
of S(X) from F(X) at any value of X. D(n) is shown as a
function of n because it depends on the sample size.
Surprisingly, however, it does not depend on the specific
form of F(X). Hence, the KS procedure may be used for
goodness of fit tests for any shape distribution, and will
be used in this case to see if the residuals were normally
distributed (2:29).

The KS statistic used in this research was calculated
by the STAT 1I package in the Copper Impact Library. If
the calculated statistic was below the critical value in
the D(n) table, the data were considered normal. Stated in
hypothesis form:

. >
Ho. KS 2 D(n)c

H .

" KS < D(n)c .

This portion of criterion test one (CT1l) will be
tested using the following format:
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(1) State the null and alternate hypotheses.
(2) State the alpha level (level of significance).
(3) State the test statistic. The test statistic for

this portion of CT1l is the KS test.

(4) State the Decision Rule. If KS is less than D(n)c

reject Ho. ,
(58) State the Decision based upon the Decision Rule.
The second criterion test (CT2), which also tests the
appropriateness of the model, involves the use of the
multiple coefficient of determination, known as Rz. The R2
value measures the proportion of variation in diredt labor
hours that is explained by the regression model. R2 is
calculated by subtracting the quotient of SSE/SSTO from
one. The error sume of squares, SSE, is the summation of
all squared residuals,_ and is formally defined in
statistical test one (STl). The total sum of squares,
SSTO, is calculated by summing the squared differences
between each observed value of the mean of the dependent
variable (11:77).
| In this model, Rz, as a valid measure of explained
variation, is somewhat obscured by the transformation of

the model to logarithmic form. R2

in that form represents
the 1logarithmic value of direct 1labor hour variation
rather than variation in actual hours. Smith, in his

research, developed a more meaningful statistic which he
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called R2 (actual) (14:53). Rz (actual) is calculated in

2 is, except that the SSE and SSTO

the same way that R
values are calculated after transforming the observed and
predicted values of the dependent variables from the
logarithmic to actual form. In that way, the variation is
represented in actual hours instead of logarithms (2:31).
An appropriate model for the data would explain a
high proportion of variation in direct labor, and would

consequently yield a high R2 (actual). Therefore, in this

criterion test, an R2 (actual) value of .75 or higher is
selected as the level at which the model could not be
rejected as inappropriate (2:31).

If an acceptable model is found after model"

acceptability testing (ST1, ST2, CTl1l, and CT2), predictive

ability is then tested.

PREDICTIVE ABILITY TESTING . i

‘ After the full model, with DD Form 250 data |
' incorporated, is accepted as the result of model !
acceptability testing, its predictive ability is '
determined. This determination is made by comparing the
1 full model with the reduced model. . !
A To determine if the acceptable full model is a more f
¥ accurate predictor than the reduced model, the full and |

reduced regression models are developed with the last 12

3s ,




data points omitted. Then, using these models, omitted
values (which were known but not used in estimating the
model coefficients) are predicted. Then, an evaluation of
the deviation of the predicted values from the observed
values, for ©both the full and reduced models, is
accomplished.

The comparison is made using both a statistical test
(ST3) and a criterion test (CT3). The statistical test is
used to determine whether the full model is significantly
more accurate than the reduced model in predicting the
labor hour values omitted in the prediction simulation.
Where the full model may be found to be a significantly
better predictor based on the statistical test, a
criterion test is then applied to establish whether the
improved preaictive ability -of the full model has a

practical significance as well.

Statistical Test

The statistical test (ST3) is performed to determine
if the average absolute deviation of the full model (|3F|)
is significantly 1less than thét of the reduced model
(lﬁRI). The average absolute deviation for each model is
computed by taking the absolute value of the difference
between the actual and predicted direct 1labor hours

occurring in each test situation, then separately summing
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the absolute deviations for each model in all teét
situations (2:33).
Statistically, the null and alte:nate hypotheses
are:
Bo: Dyl < gl
Hy: |5R| > IﬁFI .
This hypothesis is'tested using the following format:
(1) State the null and alternate hypotheses.
(2) State the alpha level (level of significance).
: (3) State the test statistic. The test statistic for
statistical test three will be the Student's t test.
(4) State the Decision Rule. The Decision Rule for
ST3 will be to reject Ho if t > tc(0.05), where:
t = (|Dy| - |Dgl)/ f(S%/N)‘+ S%/N)
'j (5) State the Decision based upon the Decision Rule.
; In the above Decision Rule, fhe variables are defined
; as follows:
i Si represents the variance of the distribution of
| deviationz obtained with the reduced model,
. ? S%' represents the variance of the distribution of
4 deviations obtained with the full model,
. N represents the number of test situations, and
.‘t t, represents the critical t value obtained from
* a table of Student's t critical values (17:208-
i ? 215). ,
j
]
; 40
|
i

e S——




Criterion Test

Where the improved predictive ability of the full
model over the reduced model may be shown to be
statistically significant, the model will then Dbe
subjected to a test of practical significance. This
criterion test (CT3) is necessary because (1) the reduced
model, although shown to bev a statistically less accurate
predictor, could still be sufficiently accurate for
practical application, or (2) the full model, although
shown to be a statistically better predictor than the
reduced model, could still be so inaccurate as to be of no
value in practical application. In either instance, the
addition of the acceptance rate variable would not be
considered worthwhile from a cost/benefit standpoint
(2:34).

To perform the criterion test (CT3), the individual
deviations computed for the full and reduced models in

each test situation under statistical test three (ST3) are

converted into a measure of deviation expressed as a

percentage of the actual direct labor hours. The use of
percentage facilitates later comparison of results between
this program and other programs whose values for direct
labor hours are relatively large. Two categories are then

established for the deviations.

41
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These categories provide a basis for comparison of
the predictive ability of the two models. When percentage
deviations fall in the range greater than five percent to
ten percent or less, the predictive ability is categorized
as good. When percentage deviations are five percent or
less, the predictive ability is categorized as excellent.
The number of test situations in which the percentage
deviations fall into each category is then separately
summed for the full and reduced models. Totals for each
category- and rodel are then subjectively compared and the
mbdel with the greater total number of good and excellent
predictions is judged to have the Dbetter praétical

predictive ability (2:35).

SUMMARY

Historical productior (acceptance) data will be
analyzed using least squares multiple linear regreséion.
The research hypothesis will then be tested using the
statistical and criterion tests described in this chapter.
The model's acceptability for testing is evaluated
using two statistical tests and two criterion tests. If
all Fests are passed, the full model is then eyaluated for
predictive ability. The conclusion sought is that the
acceptance rate ‘s a significant factor in determining

direct labor hour requirements for missile production.
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The predictive ability of the model is evaluated
using one statisticgl test and one criterion test. If both
tests are passed, the full model is shown to have better
practical predictive ability than the reduced model.

Certain assumptions are necessary for the regression
model to be appropriate. The strength and validity of the
conclusions drawn from the research hypothesis are
dependent on the applicability of these assumptions.
Further, the methodology contains certain limitations
which must be considered. A summary of the assumptions and

limitations follows.

Assumptions

(1) Historical data obtained from the manufacturer
were recorded accurately.

(2) Multicollinearity did not impair the short-range
predictive ability of the models.

(3) Data measurements and transformations were accurate.

(4) No significant loss of data precision was induced
by the logarithmic transformation of the data used to
facilitate multiple linear regression.

(5) The error terms had a normal distribution with
a mean of zero and constant variance, and they were

statistically independent (2:41-44).
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Limitations

(1) Subjective analysis was required to assess the

validity of the assumptions concerning error terms.
(2) Information derived from the data apply only to

the program being studied in this research - .<4).

(3) Funding limitation precluded inc r~porating the
assembly and test components into this research. This

research models only the fabrication component and the

total model used in the Allen/Farr research.
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CHAPTER I

DATA ANALYSIS AND EVALUATION

This chapter presents analysis of the efficacy of using

the DD Form 250 Maverick missile acceptance data as a proxy

for actual production rate.

Utilizing the methodology pre-

sented in Chapter 11, six regression models were tested for

acceptability. The six models differ in the direct labor

hour variable (Yi) as follows:

Model One = (Yt)

Model Two = (Y,.)

tu

Model Three = (Ytsh) =

Model Four = (Yf) =
Model Five = (qu) =
Model Six = (sth) =

total direct labor hours,

unit index portion of total
direct labor hours,

standard hours portion of
total direct labor hours,

fabrication direct labor
hours,

unit index portion of fabri-
cation direct labor hours,
and

standard hours portion of
fabrication direct labor
hours.

Following the acceptance testing for these six models,

those models found to be acceptable are tested to determine

their predictive ability and then are compared with the re-

duced model.
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PRESENTATION OF MODELS AND ACCEPTABILITY TESTS

Model One
Model One is presented below. The raw data and results
of each statistical/criterion test are presented in Tables
4, 5, and 6.
Reduced Model: ,

B;
Y¢ = By - % :
or in logarithmic form:

Log(Yt) = Log(Bo) + B1 . Log(xl)
Full Model: ',

_ B, sz
Yo =By * X ° Xy
or in }ogarithmic form: ]

Log(Yt) = Log(Bo) + 81 . Log(xl) + 82 . Log(xz) )

total direct labor hours/equivalent unit/accounting
month,

)
n

cumulative output plo%t point (cumulative units
at end of accounting montih),

ol
]

>
"

|
DD Form 250 acceptance rate/accounting month. }

Model Two
Model Two is presented below. The raw data and results
of each statistical/criterion test are presented in Tables

7, 8, and 9.
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Reduced Model:

B,
You =B * %
or in logarithmic form:

Log(Y, ) = Log(B,) + B, - Log(X;)

Full Model:

B, B,
Yeu =B * X1 X
or in logarithmic form:

Log(Ytu) = Log(Bo) + B1 . Log(Xl) + 32 . Log(xz)

where: :
P
Ytu = ypit index portion of total hours/equivalent ‘
unit/accounting month,
Xy = cumulative output plot point (cumulative /
units at end of accounting month), {
i
xz = DD Form 250 acceptance rate/accounting
month. :
Model Three 7

Model Three is presented below. The raw data and re-

sults of each statistical/criterion test are presented in

Tables 10, 11, and 12. | |
Reduced Model: ‘ 5

BI
Yisn = Bo * %1

or in logarithmic form: |

Log(Y,,,) = Log(B)) + B, - Log(X,) o
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Full Model:
B, _B,
Yish = Bo * X1 X2
or in logarithmic form:
L°g(Ytsh) = Log(Bo) + By - Log(xl) + By ¢ Log(xz)
where:
Ytsh = standard hours portion of total direct
' labor hours/equivalent unit/accounting
month,
ﬁ x1 = cumulative output plot point (cumulative
units at end of accounting month),
; X2 = DD Form 250 accentance rate/iccounting
month.
Model Four
Model Four is presented below. The raw data and results
of each statistical/criterion test are presented in Tables
j 13, 14, and 15.
! Reduced Model:
{
i
I = L ] Bl
i Yr Bo x1
i or in logarithmic form:
0
) Log(Yf) - Log(Bo) + Bl . Log(xl)
'4 Full Model:
|
R - . 1, 2
¥ Yf Bo x? xg
: or in logarithmic form:
Log(Y,) = Loz(Bo) + B1 . Loz(xl) + By Log(xa)
2 48
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f
| where:
4
. ! qu = unit index portion of fabrication direct
4 labor hours/equivalent unit/accounting month,
ﬁ x1 = cumulative output plot point (cumulative
-7 units at end of accounting month),
X2 = DD Form 250 acceptance rate/accounting month.
X 49
, Is .
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where:
Yf = fabrication direct labor hours/equivalent
unit/accounting month,
X, = cumulative output plot point (cumulative

1 units at end of accounting month),

DD Form 250 acceptance rate/accounting month.

ol
]

Model Five

Model Five is presented below. The raw data and results
of each statistical/criterion test are presented in Tables

16, 17, and 18.

Reduced Model:

_ Bl
You =B * %

or in logarithmic form:

Log(qu) = Log(Bo) + By + Log (Xl)

Full Model:

=B -« xBlo xgz

an () 1

or in logarithmic form:
Log(qu) = Log(Bo) + By . Log(Xl) + By . Log(xz)

-




Model Six

Model Six is presented below. The raw data and results
of each statistical/criterion test are presented in Tables
19, 20, and 21.

Reduced Model:

B,

Yesh = Bo * %1

or in logarithmic form:

Log(sth) = Log(B ). + By ° Log(X,) ‘

Full Model:

B
= . 1. 2
Y B, X', Xo

fsh

or in logarithmic form:

Log(sth) = Log(Bo) . B1 . Log(Xl) + Bz . Log(Xz)

where:

sth = standard hours for fabrication direct labor
hours/equivalent unit/accounting month, |
X1 = cumulative output plot point (cumulative f
units at end of accounting month), j
X2 = DD Form 250 acceptance rate/accounting month. !
i
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TABLE 4
MODEL ONE - RAW DATA

(Total Hours Per Unit)

REDUCED FULL

TEST ITEMS MODEL MODEL

Estimated Bo 954.16 984.48 !

Estimated B1 - -0.24 -0.22

Estimated 82 - -0.04 i

Data for ST1 g

F Ratio 765.40 409.96

F Critical — 3.15 Y

Data for ST2 '
)

F Statistic - 5.25 {

F Critical _— 4.00 f
I
I

Data for CT1 '
|

KS Statistic —— .26 ?

KS Critical - .16 f

Durbin-Watson Statistic —— 1.02

Durbin-Watson Critical - 1.67/1.55

(dU/dL)

Data for CT2

R? Log .921 .927

R? Actual .918 .898
|
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TABLE 5
MODEL ONE -~ ST1 & ST2 RESULTS

Statistical Test One Results

(1 HO: B1 and 82 = 0
HA: B1 # 0 and/or B2 #0
(2) a=0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject H. ..
(0]
(5) Decision: F-Ratio = 409.96
F*¥ = 3.15
409.96 is greater than 3.15, so reject Ho.
Statistical Test Two Results
1) HO: 32 =0
HA: B2 #0
(2) &« = 0.05
(3) Test Statistic: F-Test
(4) Decision Rule: 1If the F Statistic is greater
‘ than F*, reject Ho, elsge
cannot reject Ho.
(S) Decision: F Statistic = 5.25

F* = 4,00
5.25 is greater than 4.00, so reject no.

T /
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TABLE 6
MODEL ONE - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be
made because of discernible patterns.

Test of Independence of Residuals:
(1) Hy: p is greater than 0

H p=0

A
(2) o = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than d, con-
clude HA; if D is less ;han dU,
conclude Ho; if 4; < D < dy,
test is inconclusive.

(5) Decision: D = 1,02 1.02 is lgss than 1.67,
d. = 1.55 so conclude HO.

L

dU = 1.67

Test of Normal Distribution of Residuals:
(1) Hy: KS 2 D(n),

0
H KS < D(n)c

Al
(2) o = 0.05
(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c,

reject Ho.
(5) Decision: KS = .26 .26 is greater than .16,
D(n)c = .16 so cannot reject Ho.

Criterion Test Two Results

Rz (Actual) = ,898 and is greater than .75. So, model
cannot be rejected as inappropriate for this test.
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(Unit Index for Total Hours Per Unit) . ;

TABLE

MODEL TWO - RAW DATA

7

T

REDUCED FULL
TEST ITEMS MODEL MODEL
Estimated B 46.34 49.29 {
Estimated B, -0.21 -0.15 |
Estimated 32 —-——- -0.11 - !
Data for ST1 ;
F Ratio - 360.54 279.32
F Critical - 3.15 -
Data for ST2
i
F'Statistic - .31.50
P Critical e 4.00
Data for CT1 !
- KS Statistic —— .22 i
KS Critical —— .16 !
Durbin-Watson Statistic 1.22
Durbin-Watson Critical - 1.67/1.55
(dU/dL)
Data for CT2
R? Log .845 .896
R? Actual .878 .855
i
5
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TABLE 8
MODEL TWO - ST1 & ST2 RESULTS

Statistical Test One Results

[ .

¢ HO: B1 and 32 =0
, HA: B17¢ 0 and/or B2 #0
(2) « = 0.05
i (3) Test Statistic: F-Test
|
) (4) Decision Rule: If the F-ratio is greater than
' F*, reject Ho, else cannot
reject Ho.
(5) Decision: F-Ratio = 279.32
' F* = 3.15
| 279.32 is greater than 3.15, so reject Ho.
: Statistical Test Two Results
1
- (1) HO: B2 =0
HA: B2 #0
(2) o = 0.05
(3) Test Statistic: F-Test
) (4) Decision Rule: 1If the F Statistic is greater
y than F*, reject Ho, else
* cannot reject H,.
A
| (5) Decision: F Statistic = 31.50
Y . Fx = 4,00
’ 31.50 is greater than 4.00, so reject Ho.
b ;
. 0?
|
- l 88
|
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TABLE 9 -
MODEL TWO - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be

made because of discernible patterns.
Test of Independence of Residuals:
(1) HO: p is greater than O

HA:p=0

(2) a = 0.05

(3) Test Statistic: Durbin-Watson 5
(4) Decision Rule: If D is greater than dL, con- :
clude H,; if D is less than dy, *

conclude H.; if dL <D< dU’
test is inconclusive. '

1.22 1.22 is less than 1.67,
so conclude HO.

(5) Decision: ..

dL = 1.55

dU = 1.67

Test of Normal Distribution of Residuals:
(1) Hy: KS > D(n),
H,: KS < D(n)c

e e .

A
(2) o =0.05
(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c,

reject Ho.
(8) Decision: KS = ,22 .22 is greater than .16, .
D(n)c = ,16 s0 cannot reject Ho. {
?

Criterion Test Two Results

2
R™ (Actual) = 855 and is greater than .75. So, model
cannot be rejected as inappropriate for this test.
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TABLE 10
MODEL THREE - RAW DATA
(Standard Hours for Total Hours Per Unit)
REDUCED FULL
TEST ITEMS MODEL MODEL
Estimated Bo 86.27 83.00
Estimated B1 -0.06 -0.09
Estimated B2 - 0.05
‘ Data for ST1
‘ F Ratio 173.66 174.50
F Critical —— 3.15
Data for ST2
F Statistic —_——— 49.01
i F Critical -—— 4.00
; Data for CT1
KS Statistic — .13
KS Critical —— .16
;_ Durbin-Watson Statistic - 1.46
: Durbin-Watson Critical -_— 1.67/1.55
. | (qU/dL)
A
‘ Data for CT2
¥ 2
; R® Log .725 .843
] R? Actual .694 .824
- 857
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TABLE 11
MODEL THREE - ST1 & ST2 RESULTS

Statistical Test One Results

(1) HO: B1 and 82 =0
HA: B1 # 0 and/or 32 #0
(2) o = 0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject Ho.
(5) Decision: PF-Ratio = 174.50
Fx = 3.15
174.50 is greater than 3.15, so reject Ho.
Statist;cal Test Two Results
1) Ho: B2 = 0
HA: 32 #0
(2) a = 0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F Statistic is greater
than F*, reject Ho, else
cannot reject Ho.
(5) Decision: F Statistic = 49.01

F* = 4,00
49.01 is greater than 4.00, so reject HO'
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TABLE 12 ‘
MODEL THREE - CT1l & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can.be
made because of indiscernible patteras.

Test of Independence of Residuals:
(1) Hy: p is greater than 0

H p’-o

Al
(2) o = 0.05

(3) Test Statistic: Durbin-Watson

(4) Decision Rule: If D is greater than dL' con-
clude HA; if D is less than dU’
conclude Ho; if dL < D¢ d.,
test is inconclusive.

(5) Decision: D = 1.46 1.46 is less than 1.67,
dL = 1.55 so conclude Ho.

dU = 1.67

Test of Normal Distribution of Residuals:
(@B Ho: KS > D(n)c

HA: KS < D(n)c

(2) a = 0.05

(3) Test Statistic: KS

(4) Decision Rule: If KS is less than D(n)c,

reject Hi. .
(5) Decision: KS = .13 .13 is less than .16,
_ D(n)c = .16 so reject Ho.

Criterion Test Two Results

R2 (Actual) = .824 and is greater than .75. So, model
cannot be rejected as inappropriate for this test.
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(Fabrication Hours Per Unit)

TABLE 13

MODEL FOUR ~ RAW DATA

REDUCED FULL

TEST ITEMS MODEL MODEL
Estimated B° 101.55 100.21
Estimated B1 -0.105 -0.08
Estimated 32 —-——— -0.04
Data for ST1

F Ratio 74.82 41.78
F Critical 3.15
Data for ST2

F Statistic —_—— 4.63
F Critical 4.00
Data for CT1l

KS Statistic - .13
KS Critical —— .16
Durbin-Watson Statistic —— 1.34
Durbin-Watson Critical - 1.67/1.55

(dU/dL)

Data for CT2

R? Log .531 .562
R? Actual .530 .548
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TABLE 14
MODEL FOUR - ST1 & ST2 RESULTS.

Statistical Test One Results

1) Ho: B1 and 82 =0
It B1 # 0 and/or 32 # 0

(2) o = 0.05

(3) Test Statistic: F-Test

(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho’ else cannot

reject Ho.
(5) Decision: F-Ratio = 41.78
F* = 3.15
41.78 is greater than 3.15, so reject H..

0

Statistical Test Two Results

(1) H

(2) o= 0,05
(3) Test Statistic: P-Test

(4) Decision Rule: If the F Statistic is greater
than F*, reject Ho, else
cannot reject Ho.

(S) Décision: F Statistic = 4.63
Fx = 4.00

4.83 is greater than 4.00, so reject Bo.
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TABLE 15
.MODEL FOUR - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals cannot be
made because of discernible patterns.

Test of Independence of Residuals:

(1)

(2)
(3)
(4)

(5)

Test of
(1)

(2)
(3)
(4)

(5)

Hé: p is greater than O

HA: p =0

a = 0.05

Test Statistic: Durbin-Watson

Decision Rule: If D is greater than dL’ con-
clude HA;
conclude Ho; if dL < D¢ dU’
test is inconclusive.

Decision: D =1.34 1.34 is less than 1.67,
d. = so conclude H,.
L 1.55
dU =1.67
Normal Distribution of Residuals:

Hy: KS > D(n),

HA: KS < D(n)c

a = 0.05

Test Statistic: KS

Decision Rule: If KS is less than D(n)c,

reject Ho.
Decision: KS = .13 .13 is less than .16,
D(n)c = ,16 s0 reject Ho.

if D is less than dU'

Criterion Test Two Results

R2 (Actual) = .546 and is less than .75.

rejected as inappropriate for this test.

So, model is
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TABLE 16

MODEL FIVE ~ RAW DATA

(Unit Index for Fabrication Hours Per Unit)
t

REDUCED FULL
TEST ITEMS MODEL MODEL
|
Estimated B 4.29 4.06 ;
Estimated B1 -0.08 -0.04 f
Estimated B2 -—— -0.07
Data for ST1 E
I F Ratio 45.02 37.61 |
F Critical -— 3.15 .
Data for ST2 :
F Statistic - 18.36
: F Critical — 4.00 {
| Data for CT1 ;
: KS Statistic - .12 5
| !
! KS Critical _— .16 f
f
| Durbin-Watson Statistic _—— 1.81 (
f Durbin-Watson Critical —— 1.67/1.55 f
4 (dU/dL) i
. l '
A Data for CT2 |
i 2
¥ R® Log .. 406 .536 ’
R2 Actual .450 .508 !
|
ki i
|
]
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TABLE 17
MODEL FIVE - ST1 & ST2 RESULTS

Statistical Test One Results

1) Ho: B1 and 82 = 0
HA: B1 # 0 and/or B2 #0
(2) o= 0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject HO’
(5) Decision: F-Ratio = 37.61
F* = 3,15
37.61 is greater than 3.15, so reject Ho.
Statistical Test Two Results
(¢ Ho: B2 =0
HA: B2 ¥ 0
(2) o = 0,05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F Statistic is greater
than F*, reject HO’ else
cannot reject Ho.
(5) Decision: F Statistic = 18.36

F* = 4.00
18.36 is greater than 4.00, so reject Bo.
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TABLE 18
MODEL FIVE - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can be
made because of indiscernible: patterns.

Test of Independence of Residuals:
(1) BHy: o is greater than 0
HA:p=O

(2) o« = 0.05 ,

(3) Test Statistic: Durbin~Watson

(4) Decision Rule: If D is greater than dL' con-
clude H,; if D is less than dU’
conclude H.; if 4, < D < dU,
test is inconclusive.

(5) Decision: D =1.81 1.81 is greater than 1.55,

’ dL =1.55 so conclude HA'

dU =1.67
Test of Normal Distribution of Residuals:
(1) HO: KS > D(n)c

HA: KS <« D(n)c

(3) Test Statistic: KS
(4) Decision Rule: If KS is less than D(n)c,

. reject Ho.
(5) Decision: KS = ,12 .12 is less than .16,
D(n)c = ,16 s80 reject Ho.

Criterion Test Two Results

Bz (Actual) = .508 and is less than .75. 8o, model is
rejected as inappropriate for this test.
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TABLE 19 i |
MODEL SIX - RAW DATA '
- !
(Standard Hours for Fabrication Hours Per Unit) i
. [
REDUCED FULL
TEST ITEMS MODEL MODEL )
Estimated B 25.75 26.76
Estimated B, -0.03 -0.06 f
Estimated 32 ——— 0.05 |
Data for ST1 !
F Ratio 8.99 13.41 |
F Critical --- 3.15 .
}
Data for ST2
F Statistic —-—— 15.82
F Critical — 4.00
1
Data for CT1 '
KS Statistic -—— .15 !
KS Critical _— .16
Durbin-Watson Statistic ——— 1.97
Durbin-Watson Critical -_— 1.67/1.55
( d‘U / dL )
Data for CT2
R2 Log .120 .292
R2 Actual 111 .268
o
f
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TABLE 20
MODEL SIX - ST1 & ST2 RESULTS

Statistical Test One Results

(1 HO: B1 and B2 =0
. 2
HA. B1 # 0 and/or B“ # 0
(2) o= 0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F-ratio is greater than
F*, reject Ho, else cannot
reject Ho.
(5) Decision: F-Ratio = 13.41
- F* = 3.15
13.41 is greater than 3.15, so reject Ho.
Statistical Test Two Results
(1) Ho: B2 = 0
HA: 32 + 0
(2) a=0.05
(3) Test Statistic: F-Test
(4) Decision Rule: If the F Statistic is greater
than F*, reject Ho, else
cannot reject Ho.
(8) Decision: F Statistic = 15.82

F* = 4,00
15.82 is greater than 4.00, so reject Ho.

a7
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TABLE 21
MODEL SIX - CT1 & CT2 RESULTS

Criterion Test One Results

Test of Constant Variance of Residuals: The assump-
tion of constant variance of residuals can-be
made because of <indiscernible patterns.

Test of Independence of Residuals:
¢D) Ho: p is greater than O

HA: p =20
(2) o = 0.05
(3) Test Statistic: Durbin-Watson
(4) Decision Rule: If D is greater than dL’ con-

clude HA; if D is less than dU’
conclude Ho; if dL <D< dU’
test is inconclusive.

1.97 is greater than 1.55,

(5) Decision: D = 1.97
s0 conclude HA'

dL = -1.55

dU = 1.67

Test of Normal Distribution of Residuals:
(1) Hy: KS 2 D(n),

HA: KS < D(n)c

(2) o = 0.05
(3) Test Statistic: KS
(4) Decision Rule: If KS is less than D(n)c,

reject Ho.
(5) Decision: KS = .15 15 is less than .16,
D(n)c = ,16 so reject Ho.

Criterion Test Two Results

Rz (Actual) = .268 and is less than .75. So, model is
rejectgd as inappropriate for this test.
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SUMMARY OF MODEL ACCEPTABILITY TEST RESULTS

Each of the six models described earlier was
subjected to two statistical tests and two criterion
tests to evaluate their overall acceptability as suitable
models for further predictive ability testing. Below is a
concise summary of each model's score (pass/fail) for
each of the statistical and criterion tests presented in
the previous section. It is important to remember that a
model must pass all four of these tests in order to be

found acceptable for further predictive ability testing.

Model! One

Statistical Test One (8T1). Passed. The PF-ratio is

greater than F Critical and thus confirms the ability of

the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately
explains the additional variation in direct labor hours
per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (CTl).' Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variahce of residuals because

of discernible patterns.
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b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less. than the
upper limit of the table value. Thus, HO was concluded
which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Failed.

The calculated KS Statistic was greater than the critical

value listed in the table. Thus, the data were not

considered to be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation
in direct labor hours during the regression analysis.

In summar&, Model One passed ST1, ST2, and CT2. It
failed all tests contained in CT1 and is, therefore, not

acceptable for further testing.

Model Two
Statistical Test One (STl). Passed. The F-ratio is
greater than F critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately
explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.
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Criterion Test One (CTl). Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variance of residuals because

of discernible patterns.

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the
upper limit of the table value. Thus, Ho was concluded

which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Failed.

The calculated KS Statistic was greater than the critical
value listed in the table. Thus, the data was not
considered to be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation
in direct labor hours during the regression analysis.

In summary, Model Two reacted identically to Model
One. Model Two passed ST1, ST2, and CT2. It failed all
tests contained in CT1 and is, therefore, not acceptable

for further testing.

Mode! Three
Statistical Test One (STl1). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.
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Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately
explains the additional variation in direct labor hours
per missile when the DD Form 250 data is added to the

reduced model.

Criterion Test One (CTl). Overall failure.

a. Test of constant variance of residuals. Passed.

Constant variance of residuals can be assumed because of

indiscernible patterns.’

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the
upper limit of the table value. Thus, Ho was concluded
which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical
value listed in the table. Thus, the data is considered

to Be normally distributed.

Criterion Test Two (CT2). Passed. The R2 (Actual) was

greater than .75. Thus, the model explains the variation
in direct labor hours dufing the regression analysis.

In summary, Model Three came very close to passing
all four tests. Model Three passed all tests except the
Test of Independence of Residuals in CT1l. This failure
was marginal but was enough to deém Model Three

unacceptable for further testing.
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ModelFour.
Statistical Test One (ST1l). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately

explains the additional variation in direct labor hours

per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (CT1). Overall failure.

a. Test of constant variance of residuals. Failed.

Could not assume constant variance of residuals because

of discernible patterns.

b. Test of independence of residuals. Failed. The

calculated Durbin-Watson Statistic was less than the

upper limit of the table value. Thus, Ho was concluded
which indicates the residuals are dependent.

c. Test of normal distribution of residuals. Passed.
The calculated KS Statistic was less than the critical
value listed in the table. Thus, the data are considered
to be normally distributed. .
Criterion Test Two (CT2). Failed. The R

less than .75. Thus, the model does not explain the

2 (Actual) was

variation in direct 1labor hours during the regression
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analysis.

In summary, Model Four passed ST1l, ST2 and failed
CT1l and CT2. Therefore, Model Four is not acceptable for

further testing.

Model Five
Statistical Test One (ST1l). Passed. The F-ratio is

greater than F Critical and thus determines the ability

of the model to explain the variance of the dependent

variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately
explaiﬁs the additional variation in direct labor hours
per missile when the DD Form 250 data are added to the

reduced model.

Criterion Test One (CT1). Overall pass.

a. Test of constant variance of residuals. Passed.

Constant variance of residuals can be assumed because of

indiscernible patterns.

b. Test of independence of residuals. Passed. The

calculated Durbin-Watson Statistic is greater than the
lower limit of the table value. Thus, HA was concluded

which indicates the residuals are independent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical value
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listed in the table. Thus, the data were considered to be

normally distributed.

Criterion Test Two (CT2). Failed. The R? (Actual) is less

than .75. Thus, the model does not explain the variation
in direct labor hours during the regression analysis. -

In summary, Moﬁel Fiﬁe came very close to being
acceptable for further testing. All tests were passed
except for CT2. Thus, the model is not acceﬁtable for

further testing.

Model Six

Statistical Test One (ST1). Passed. The F-ratio is

greater than F Critical and thus determines the ability
of the model to explain the variance of the dependent
variable.

Statistical Test Two (ST2). Passed. The F Statistic is

greater than F Critical. Thus, the model adequately
explains the additional variation in direct labor hours
per missile when the DD Form 250 data are added to the
reduced model.
Criterion Test One (CTl). Overall pass.

a. Test of constant variance of residuals. Passed.
Constant varisnce of residuals can be assumed because of

indiscernible patterns.

b. Test of independence of residuals. Passed. The
calculated Durbin-Watson Statistic is greater than the
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lower limit of the table wvalue. Thus, HA was concluded
which indicates the residuals are independent.

c. Test of normal distribution of residuals. Passed.

The calculated KS Statistic was less than the critical
value listed in the table. Thus, the data were considered
to be normally distributed.

Criterion Test Two (CT2). Failed. The Rz (Actual) is less

than .75. Thus, the model does not explain the variation .
in direct labor hours during the regression analysis.

In summary, Model Six is identical to Model Five. !
All tests were passed except for CT2 and the model is not

acceptable for further testing. ;

For ease of comparison, Table 22 further condenses the

results of the acceptability testing.

SUMMARY OF RESEARCH HYPOTHESIS ANALYSIS

The research hypothesis stated that the predictive

ability of Smith's model is not compromised by the

substitution of the DD Form 250 acceptance rate for the
actual production rate variable. !

In the Allen/Farr research effort, it was concluded <
that the addition of the production rate variable
explained a significant amount of variation in direct
labor hours. A§d1tiona11y, Allen/Farr concluded that the

addition of the production rate variable (£full model)

further enhanced the basic model's (reduced model's)
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TABLE 22

SUMMARY OF MODEL
ACCEPTABILITY TEST RESULTS

MODEL NUMBER TEST CATEGORY
ST1 ST2 CT1 CcT2 '
1 Pass Pass Fail Pass ;
2 Pass Pass Fail Pass !
3 Pass Pass Fail Pass ‘
4 Pass Pass Fail Fail ;
e
5 Pass Pass Pass Fail ;
6 Pass Pass Pass Fail ,
|
|
|
!
|
|
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predictive ability.
This research effort substituted the DD Form 250

acceptance rate for the production rate variable in the
Allen/Farr data and concluded very definite results. Not
one of the six models tested with this proxy were found
acceptable for further predictive ability testing.
Because Allen/Farr experienced satisfactory results with
their models, it can only be concluded that acceptance
rate in no way correlates with actual production rate for
the Maverick missile data and is not a reliable proxy for
actual production rate data.

Both of the statistical tests (ST1 and ST2)
indicated full support for the research hypothesis in all
six cases. The criterion tests (CTl and CT2), however,
produced mixed results.

Referring to Table 22, it is interesting to note
that whenever Models One, Two, or Three failed CTl, these
same models passed CT2. Model Four failed both-CTl1 and
CT2. Equally interesting is that Models Five and Six
passed CT1 but failed CT2. These comparisons, together
iith all models passing ST1 and ST2, comprise the only
noticeable patterns in the test results.

The results of testing for Statistical Test One
(ST1) in every model demonstrated that the explanatory

power added by the acceptance rate data was
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statistically significant at the 0.05 level of

significance. Notwithstanding these excellent results,

all of the models either failed the KS test for normality

the Durbin-Watson tes* for independence of

or a combination

of residuals,

residuals, the constant variance test,

of these tests.
In summary, the results did not support the research

hypothesis for the Maverick data used by Allen/Farr. In

fact, the models were not even acceptable for further

predictive ability testing. Chapter IV will contain the

and recommendations for these

summary, conclusions,

research results.
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CHAPTER IV
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

The years following World War II have presented an era
of increasing complexity in DOD weapon systems
acquisitions. Air Force managers attempting to plan the
acquisition, operation, and maintenance of major weapon
systems face an increasing array of obstacles in the form
of inflation, spiraling cost of energy, and international
political instability. While the task has become more
difficult, the need for more accurate cost estimating has
become more obvious.

Direct labor is one of the most significant cost

elements in a major system acquisition and experience has

shown that direct labor costs are most often estimated

using learning curve analysis.
SUMMARY

Literature Review

Learning curve models were in use as early as the
19208 and evon' more interest was generated as a result of
the aerospace industry's experience during World War II.
Over the .yurs, aumerous variations of the basic learning
curve model have been investigated. Since the DOD is
constantly faced with budgetary and political éontrola that
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cause program accelerations and decelerations, the
variation that has the most promise for DOD application is
the model that considers the effect of production rate
variations.

It is possible, however, that this production rate
variable is not always accessible or even available to the
DOD researcher interested in projecting the costs of a
future DOD major weapons system. When these data are not
available, a proxy must be developed as a substitute for
the production rate variable. This research effort has
investigated the use of acceptance rate as a reliable proxy
for the production rate variable in the attempt to predict
direct labor costs for the acquisition of a major weapon
system.

Most of the research on the effect of production rate
changes concluded that production rate is a significant
determinant of direct 1labor costs. Smith developed a
learning curve model that included a production rate
variable, tested the model on airframe production programs
and concluded that the model yielded promising results.
Smith's model has been applied to other airframe programs,
avionics, and engines, and now has been extended to

air-launched missiles in the form of the acceptance rate

proxy.
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The Model

The production rate model, which Smith called the full

model, is presented as follows:

B, B,

= - . . e
Y Bo Xl X2 10

where the variables are described as follows:
Y represents direct labor hours,
represents cumulative output,

X2 represets the production rate (acceptance rate
in this research),

represents the variation which remains unexplained
by the variables in the model, and

Bo’ Bl’ and 32 are regression coefficients.

To facilitate regression analysis, the model is linearized

using logarithms as follows:
Log Y = Log Bo + B1 Log x1 + B2 Log x2 + e .
The reduced model is identical to the full model except

that the reduced model does not include the production rate

variable (2:98).

Research Objective
As stated in Chapter I, the objective of this research

was to determine if the DD Form 250 acceptance rate can be

substituted fo.r the actual production rate variable

contained in Smith's model without compromising the

predictive ability of that model.
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Methodology

Linear regression analysis of the logarithmic forms of
the full and reduced models was employed to achieve the
research objective. Data were obtained from the Maverick
missile production program and the treatment of these data
is described in Chapter If. Testing of the research
hypothesis first required determining if the mbdel, using
the DD Form 250 acceptance rate data, is acceptable. Then,
if the model had been found to be acceptable, the
predictive ability of the model would have been compared to
the predictive ability of the model using actual production
rate data to determine if any.&ompromise exists.

To determine ‘if a model using the DD Form 250
acceptance dats is acceptable required two steps. The first
step examined the statistical significance of the model's
regression coefficients by regression analysis of
historical production data. This step was éomposed of two

statistical steps. The second'step involved the use of two

criterion tests to evaluate the aprropriateness of the

model for this data. The depsndent variable of the full
model, in 1log-linear form, was subjected to regression
analysis. The independent variables were the logarithms of
cumulative output and the DD Form 250 acceptance rate.
After .the full model, with the DD Form 250 rate
incorporated, is accepted as ‘the result of model
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acceptability testing, its predictive ability can be
determined. This determination is made by comparing the
full model with the reduced model.

To determine if the acceptable full model is a more
accurate predictor than th: reduced model, the full and
reduced regression models were developed with the last 12
data points omitted. Then, using these models, omitted
values would be predicted. Then, an evaluation of the
deviation of the predicted values from the observed values,
for both the full and reduced models, would have been
accomplished.

Had the models been found to be acceptable for further
predictive ability testing, the comparison would have been
made using both a statistical test and a criterion test.
The statistic#l test is used to determine whether the full
model is significantly more accurate than the reduced model
in predicting the 1labor hour values omitted in the
prediction simulation. Where the full model is found to be
a significantly better predictor based on the statistical
test, a critefion test is then applied to establish whether
the improved predictive ability of the full model has a

practical significance as well,
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CONCLUSIONS

This 1research provides three primary conclusions.
First, the production rate, as substituted by the
DD Form 250 acceptance rate, failed to explain a
significant amount of variation in direct labor hours in
the six models examined. Of the six models, none produced
acéeptable results using the acceptance rate proxy. There
was no evident support to conclude that the DD Form 250
acceptance rate variable should be considered as a reliable
proxy fqr actual production rate when evaluating missile
production programs.

Second, the results of the predictive ability
comparisons were not able to be tested because the model
acceptability tests were failed in all six cases.- Thus, the
DD Form 250 acceptance data, as a proxy, proved to be
unreliable as a substitute for actual production data in
the prediction of direct labor costs.

Third, as a result of hypotheses testing, it is
concluded that Smith's model has no potential for missile
production programs when using the DD Form 250 acceptance
rate as a proxy for actual production rate. This conélusion
is based solely on this research and in no way infers that

other proxies, such as delivery rate data, should not be

investigated.

85

i o B

e

——— e —




+
[ N T

)

i g TN TR S MR e At e

———

P S

-

—

RECOMMENDATIONS

This type of 1learning curve analysis has potential
application anywhere that learning curve theory applies and
should be used widely within DOD to test the effects of any
moderating variéble on the cost of a major weapon system
acquisition.

A related recommendation is that the research applied
in this effort be conducted on delivery rate as well as
acceptance rate for other production programs within the
DOD. The ease of obtaining these data, compared with the
difficulty of obtaining actual production data in some
cases, makes the use of proxies an attractive alternative
for DOD researchers interested in predicting the direct
labor costs of major acquisition.

Finally, it is important to reiterate the Allen/Farr
recommendation that a checklist guide to the practical use
of Smith's model be developed. Such a guide would encourage
the use of the model by those who are uneasy with

statistics and the seeming complexity of the model (2:103).




APPENDIX

THE COMPUTER PROGRAM PRODRATE
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' The revised version of PRODRATE developed for this
researéh significantly reduced user costs and increased
program usability. PRODRATE users can now perform essential
residual analysis with the additional PRODRATE statistics
and the statistical pickages already incorporated in the
basic computer program. In addition, several options are
now available to drastically decrease run-time and increase
the usability of the prediction routines.

This section lists the computer program PRODRATE in
its entirety. The original program was developed by Colonel
Larry L. Smith, and later modified by Captain
David Y. Stevens, Captain Scott C. Allen, and Captain
Charles M. Farr. The version 1listed 1incorporates the
original program and all modifications. The actual program

used during this research is the program presented in this

section.
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COULD BE TRUKCATED. IN PRACTICE TOU MAY WANT TO TRUNCATE QWY & SMGLL KUKIER OF)/y
CASES. THUSe IF YOUR DATA 1S COLLFCTED IK NONTHLY INTERVALS: 10U CAN LOCK AT*¢/:

THE PREDICTIVE ABILITY OF THE FULL AKD REDUCED NODELS FOR AN 18 NGNTH TRIE SPAN B1"0/r

SPECIFTING AN 38 CASE RAXCE, IF YOUR DATA IS COLLECTED IN QURATERS: TOU CAN LOOK™:/s
AT THE PREDICTIVE ABILITT GF BOTR FOOELS FOR Ak 1R MONTH YINE SPAM BT SPECIFIING™/:
"7, AFTER ALL PREDICTIVE ABILITY TEST S:TUATIONS ARE PRINTED: THE PROGRAN®:/v
PRINTS A SINART OF THE TEST RESULYS.™e//¢
%3 - SCFPRESSES TRIS OPTION.“+//¢ .
4, DO T0U VAT PROJECTION AND SERSITIVITY MATRII?i//y
1ES - HILL CAUSE PRINTIRC OF PROJECTION AND SENSITIVITY WATRIZ. TWIS WATRI1 PRESENTS™./y
PROJECTED DIRECT LABOR REQUIRZMENTS FOR SELECTED PAIRS OF CUMILATIVE PROCUCTIONT:/:
PLOT POINTS AsD PRODUCTION RATES. THE PROJECTION INTERVAL FOR THE CUMRLATIVE™(/:
PRODUCTION PLOT POINT IS 11 OF THE LAST QBSERVED VALUE, THE PROJECTION WALDES®:/,
FOR PRODUCTION RATE ARE 76+ 88 %61 1851 1160 120+ 120« 146: ARD 138 PERCENT OF"+/y
THE LAST ORSCRVED VALLE OF PRODUCTION RATE.™r//+
N0 -SUPPRESSES THIS OPTION.®¢//s

16118 * o90SPECIAL NOVESs# TRE PREQICTED DIRECT LABOR REQUIRENENTS AND AESIDUALS FOR EACM NODEL®:/:




R )
e e ————

0 ARE STGRED IN STFRSSTT TILES. THE CALUES FOR THE STANDARD LEARNING CURVE PGOTL AC*+/y
10138 SIS0 IN & FILE CALLED *STOLEARN'I THE VALUES FOR THE FROJUCTION RATE VERIARLE GLONE"+/y
1L ° oIt IR THE FILE 'RECROURS'S AND THE VALUZS FOR THE CORLIGED CUE. PROGUCTIOR AND®+/,
14150 *  FROLUCTION RATE MODEL [N THE FILE 'FULXOOLY. USERS WAY ACCESS TWESE FILES FOR ™iby

H A

1 .

1360

P O R T L T L D Y e LA L L Ty T I I T Y R T R R A LAY TR YA I A Y
1060 GLEERSIONING VARIABLES

JFERCHMIINIMIN IR R H N R R R EIH IIRINIRN H
167% ALPRA ENSUER(13) 1ANS(39)

1638 FILENAYE ORTAFILE

RESIDUAL RNALTSIS EY QTHER COPPER IMPACT STATISTICAL PROCRANS: IF BESIRED.™)

"3! DINENSION PLOTIISH) +RATE(1SH) 1HRS (15812110580 411 L1SE) (I2U1SALLRLISELy
1eit  KEWPLOTULSE) «PRORATE 1S 1FHRS (1560 15) 1ACEVR(T99) (ADEVF 19991 ,RESIDI2INY -
RTIRLEEE®

PATA SUTTRRS, SURT1 ( SUNX2, SULT+SST1 o SSTZoSURSITASUNR2T S SALITZ)

et SSE4§SES 1SSE20SSELASSELL ¢ SSELSST05ST01 165702, SSTOL) SSTOLY,SSTOLL/ 2198/
HIECHHI NI H IR IR BOIRHEM R BRREOY
1146C

1S mr:x = BECIN PROGRAR: INSTRUCTIONS: lﬁﬂ IKPUTH DATA TRAWSFORRATION: MWD OPTIOM SELECTICNS.
114¢C

lnr"uuuummm:nmmmuumunmmmnnmmmnummmomuuommmunon
1187 PRINT 1195

1192 1195 FORmAT(LI® | THE CURAATIVE PRODUCTION RKC PRUDUCTION RATE COST NODEL™
L Iy LTI LT LR TR PY PO R CELT LSt S e L b LR EA A L R AR RS AR S A AL A R IR LA A R R LA
1214C IRSTRUCTINS OPTION SELECTI

(i (B R AR HR IR FEE R 2R EH .:z::::m:.:z::::::-::.':::::-:m:x::::':m:::: HE PR
1222 GPTION ROUARN

1232 OPENIFILE="L0G7 ILE'uU\IT'h&CCESSt'UHENO'uSTﬁTUS"mHX'!
1248 OPERIFILEs’STECURVE")

© 125€ OPER(FILEs"REDCURVE")

1267-0PN(FILEs FLCUVE?)

1276 QPEN(FILE="STOLEARN')

1258 QPER(FILE:*REGANRS')

129% QPER(FILE="FULLIOOL")

1389 CLOSE FILE"STRCURVE")

1316 CLOSE(FILES"REDCUAVE")

1328 CLOSEFILE 'FILCURVE')

N MR

1350 1§ FORRATUIRID0 100 WaNT LISTRCTIONS™)
1%6 105 10GT, ANSHER(S)

131 IF (ANSWERU1).EQ."N0") €0 10 102
1380 IF (AKGRERU)EQTES O TO 1M
1319 PRINT,® MISVER TES OR N0 O PLEASE®
T I T

et e

128 191 7T S

1434 21T 4

1446 192 PRINT,"COPPLETE MRINTONT™

1458 1RO MS(2)

1468 1F NS (2).£0, "KT". OR. AN (3) 0, "TES™IC0 TR 472
1476 PRINT/"MSUER TES OR MO ORLT PLEASE®

1488 60 10 102

91




b

.
..
.o
.o
e
..
..
we
..
P
o

..
..

..

.

..

»e

.

.

.

»
ve
.
ey

.
v
'
.
v
e

1532 472 PRINT 20
1S4 26 FORYST(10,"FLEAST ENTER THE NANE OF TOUR DATA FILE®)
1559 IRPUT) DATAFILE
1350 READCDATAF ILE+ 8 1LN 1) 1RCASES
1576 B0 30 I:1.HCASES
‘? 1564 READCDATAF ILE, #)LK (1) +HRSLT1\PLOT (L) (RATELT) ‘
' 15% U« pLOstecRASLIN a
1) 1D = RLOSIECLOTITN : -
1619 12011 = RLOCIFRATEITD) :
1626 SRITEW 263101 (1) 113152201 :
1830 26 FORNAT (11, 12:21:F9.7,20,F9. 11 214FS,T)
) SUNKRS = SUMHRS ¢ KRS(I)
1us SURIL = SURIE 4 INDD
‘ 1660 SUNIZ s SUNEZ ¢ 120 .
12 ST ssumt eI
1459 SSU1 = SSI1 » X)LM#AL
169 $S12 28512 ¢+ I2(l1en2 _ ;
178 SST = SST 4 T(N)eeY
; m SUNTIT = SURKIT + XICHISHN : . b,
: 170 SIMIZT = SUNIZY ¢ T2(NeRLD) . :
1 SEINIZ = SHILIZ ¢ T3ATION2LN)
1T JRONTINUE
n

1758Cs3e
1265C ATh CHECK OP
§778Ce szt
- 1787 PRINT 35:DATAFILE
$799 35 FORMAT(11,™DO YOU WANT T0 CHECK DATA AS IT 1S RTAD FROM FILE ™)%™ &NO CONVERTED T0 LOCARITHNS")
1638 163 INPUTRKSUER(D)
1814 IF (AWSWER(Z).EQ."M0") 6O 10 §04
| 192 IF (ANSWERLD)EC.*TES™) GO TO 1M
‘i 1838 PRINT,* ANSWER TES OR NG ONLT PLEASE"
! 1849 €0 10 183
i
|
1

eessaztases
sasiasiini:

e | e e e e i

i - 43 R R R LR AR R i I R i et iR iRy e e M I Y P L I e S T P S YT IS T VLI N

: 1568C mmm ABILITT TEST OPTION SELECTION ' A
. l‘“t!!":uﬂ%" 1331138231220 E11 ) 8::83::.::::: BB i I IR 1 i1 N A

B 1580 158 PRINT 40

bt 1899 45 FORMAT(12,°DO YOU WANT A CONPARISON OF THE SHORTRANCE PREDICTIVE ABILITY OF THE THO NOBELS™)
43 1999 165 IKPUT,ANSHER(D) © -

114 IF (ANSWER(3).£Q."K0™) €O 10 166

1926 1F (ANSUER(3!.€Q.“1ES"™) €O TO 203

1934 PRINT," ANSVER TES OR MO OMLT PLEASE"

1 ¢ 10 165

1956 283 AT 42

195  £2 FORMATUIX,“ENTER PREBICTION MANCE (CAST WUMDERS FOR'FIRST AND LAST CASES)™)
1978 1998 1NPOY, 1TRNG, [ TOEOP

. 3998 IF(NCASES-1TRUNC#1,LE.NCASES/2-2)C0 T0 186
1995 PRIND 1904

:l” l"::ﬂ’:l(!l +'NURSER OF CASES INPUT EICEED MLLOWASLE AWOUXT--REENTER WRMBER OF CASES TO B€ TRURCATER')
LN RN

o2




2158 PRINT S&(DATAFILE

2388 SO FOREATLIRE/70754"#") /4 S1."INPUT DATA AS READ FROK FILE ™iA2)™ AND COKVEATED TO LOCARITRNS™
U 15t

b PRINT:™ LINE  DIRECT LAZOR HOURS & OUn FROD PLOT FOINT ¢ PRODUCTION RATE"

o3 PRINT.™ NUNBER RATION-L LOGARITHY » RATIORAL LOCARITHN ¢ RATIORAL LOCARITHE™

e 00- 66 1:1,NCASES

258 PRIKT SSeLKCI}oHRS(I) ¢ TLT)PLOTER o XTLT)WRATE(R 2UND

28 SS FORMATUIXoISoRSoSTaFS.2e2LeF 974 ¢ "iFB.H2eF 274" 8 FC.LHI2LFI.T)

2178 bECONTINUE :

b¥4) PRINT &5 -

2298 &S FORRAT (1X,75("1*))

€368 169 CONTINUE
zs}%:l‘l""l"".'."""".""‘."Qii|'|""0"’.."".'.l"""'l“"."'."l.".ll.'01'!"""'.""
328t '
3¢ PART 11 - PEARSON CORRELATION COEFFICIENTS AKD RZCRESSION ARALISIS

2348C .
z:s‘c.‘l...".".'l.{'.."'...‘l'"'.l"‘."”"’l'|"'.'i"|l."'...."."l’..".".i
redd i1 EEH H
2:7iC CALC".STE AKD PRINT PEARSON CORRELATION COEFFICIENTS

bt I R it ittt iRttt d sttt i it a ittt iR P AR R R R AR SRR AR R R I

bali ] RIIT = {SUMILT-SUMXIPSUNT/NCASES: /SORT LSS~ (SUNXS882/RCASEST)# (SST- (SURT#42/RCASESY))

Uy RIZY = (SUAX2T-SUNIZPSURV/NCASES) /SURT { (SSI2- (SII2942/NCASESE) 4 (SST- (SUNTHAACASESH))-
UL PILZ « (SB““’WH“'S“HXZIK*S;SNSW‘“(ssu"w““"lmmf&sni:s;:l'lmuuzmtmsn). .-
14%4 ] RI1I1 = 1.8 o
U3 RI2Z = 1.9

H1] ] RIT = 1.8 .

usr PRINT TLeRTTARDIT,RIZVLRIIT,RXITLVRILTARIZTSRILIZRICEZ

868 T 78 FORNATURXo/7/ 0100450 4%} o/ 441, “PEARSON CORRELATION COZF7!TIENTS *

i b Y AR OT IS (LM TR A TYZHY S Chd s 1 Tl AT 3 FAal T3 Ol § Bl it W3 1 O

2314 21270 /4 11045178704 /5200 Y ", 303" iF 1. 70100070100 451%9°) 07420

{1144 bt 4 LT3 O [l BT AT I PR TY Y § £1 [hal A FYIT Oty 4 (kL BRI 31 R3340V 2171

Tt Rt R R Rt R R R R R R IR R SR T AR SR SR T 003

5100 CALCICATE AnG PRINT THE RECRZSSION RESULTS OF TKE STANDARD LERRNING CURVE KODEL
oY R R R R R T P AR R R R R I e ST R R T TR RS I cTEER H 42 HETY
3533 81 s(SURTIY- L (SUNT14SUNY) /NCASES) ) / (SST1- (SUNTLS#2/RCASES) )

411 TBAR = SUv!/NCASES

1554 URSSAR = SUNARS/NIASES

s IIBAR * SUKT1/NCASES

stsnessssusgess sess sssee
A A A P I A R i i AR i R bR R A iRt iR R R HE

23

1
N :;;3::::!!::!:::!2:!!::!::::::::!!:::2::333232::2:2::2!2"2:!:::!:2:::"2:2::::::::!:.:: selsessesissese
| TPBC  PROJECTION AND SERSITIVITY MATRII OPTION STLEC )
M 133133 R4 33432224 222 S RS2 RSA LR RA A AR ST SRR
(63 166 FRINT AS !
[639 45 FOARATCLLCO TOU BaKT PROJECTION AKD SENSITIVITY MATAIL®) |
L6 167 INFUTAKSUERIG) :
uLE IF (RHSHER(4).EQ."K0") €O T0 193
‘ 2 1F (ANSWER4).EQ.TES") €O TO 188
! 213 PRING.~ KNSKER TES OR NO ONLY PLEASE®
: 214 0 16 187 .
' ZXSiC::SE:::::::::::!:::::::::::2:!::!::!::!32:3’:!!3:::32::!3::32:2:::::!333:1:!2!223:3‘:3::::53:::2:.:2 :
2168 BECIA DATA CHECK OPTION i
2178522::3!:::::::22::::::33::::2:3!::::::2:3:!:83:!::‘:‘3::::::!::!23:3!%%3::2%!:252::223:2:::2%252%S!%I
2180 168 IF (RNSNEAL2).EQ.°KQ") €O 10 199




PV

P e d

% ITRAR = SURBI/NCASES

s 5 » TEA3- BLALIEAR

4] RE3 = 16,0008

L8 TP IANGL3).E0.“NT"IPRIKT 775

418 775 FGREAT(/710s730°0%) o/ 1AR« "RESULTS OF STRNGRRG LEARNING CURVE NOLEL™)
607 TFOASS(31.EC."K1™1C0 16 T)¢ :

2434 FRINTPS

SolF 7S FOREATCIXa7SU"0%) o /4341, *RESILTS OF THE SIANDARD LEARKINGC™
st . ® CURVE POGEL"s/ o 11025081 o 14100 CASE"» L+ “BRCERVEL™ SEo "FPREBICTZDY
et ST RESTIRIAL"1ST4"T BEVIATION™

2678 776 M 118 1+15MCASES

UL WAL = B3 ¢ B ¢ JU(DY

U RESIO = V(1) - THATL

bi4) SSELL = SSELY » AESIN o0 ¢ .

o SETILY = SSTALY ¢ {3U0) - YA %0 2

Iy AT s 15 00 VAR

N NESIB(I) s WRSII) - WAT

uY PERCEKT= (RESIB(LI/ RASLLYY @ lt!

e $SE1 = SSE) ¢ RESIDULINR 2

s $5161 = SST01 ¢+ (MASI) - URSEARD o4 2

T RITEISTELEARN" 1 28) THAT RESID(T)

2084 28 FORIAT(FE.LFL.TY

2798 1FLANS(3) .20, *n0"2¢0 10 119

] PRINT £2¢1sKRS{I) 9 THAT,RESIDI]) +PERCERT

16 88 FORTAT(1X13)ATeFR.206KoF8.2iS1F8.L0TL0F6.2)
828 116 COATINGE

W CLOSEIFILE"STOLEARN)
2643 CALL SYSTEN("/$0RTss0 STOLEARNSSTOCURVE: 2083-10-2"52004)
USE 00 28 IshNe;
2046 READ{TSTOCURVE! »4) THAT VRESTDUI)
41 SURRESIDSURRESIIRESIRL1 02
W UL ,
2889 BESINIFSRESIDLI)-RESIONI-1) ,
2098 RESIDIFLRESIDIFes?
2900 RESIOTMSRES1BSUNESIBIFZ
™ oot
1928 78 COMTINK
2900 WCTATSAESIOSUN/SUMESTH
2050 SOMESIIRESTAS: = .
bo T AP A I R R i R E A R R A Rt i it A A I iR L A 3 iR LR T TE]]
2MC  CACWATE ASD PRINT STATISTICS FIR TNE SHWMD LEARNING CURVE NOEL
m&ﬂ“!ﬂﬂlS:“I"Sl““l"!“"l"3"“"!!lIIISS.IHHHHl"l!38"%"2I:Hlﬂ!l"l:ﬂ{!2“““8888
TY00 $900 NFONCASES-2
R, » 1SS - AL
TEEL + SR / KN
SE e ST (TRSRL)
MRS« SEE / (1 / NCASES + IIBAR o2 / (SSI1 - (SUNZI ve 2 / KCASES))
SN+ SORT (OARLS)
SEO1 « BEE / ISORTISSII- ISV21002/MENSERN))
BRI » (SSIOLE - SSELY) / SSTOL
KSON) o (SS703- SSEI) / SSTOY
FAATIO: TASKL / 1RSEL
REMmMe 1P 55 (01 0 RICIHLI ¢ 109

TEHTLE

- __—a—TA "
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* i
.,‘.Ql_h_ﬁ-____u,—f. S ORIy

I

nu FRINT 1,06 SECA 486161 SEELIRS :1:.st‘.xrszt.russL.;a;vxn.unrn.asoax.rusa:a.nusxst
S1IF U FORAZTiTTa754"0") o/ o Xs*TES COUATION FOR THIS RODEL IS: *

1t SR S SN T I TR TR AN ST B

3360 "IN LOC FORM THIS MGOEL BECONES: LOSCTHATY = LCSIED) » BI ¢ LOSIX™)
SIIC D13 "WRIRES LOGICE) =™iF8.50430"STE CRADR == (FB.5vALs"BE +F11.5s
SR A1E5 R =iFR.5045,%ST0 ERAOR ="iF8.5r

B0 FodD,"SUNIRRT STATISTICS:™ /s 1Ly

SIFEL "R SGURRED LOC  ="»F7.5.161,"5T0 ERROR EST =™F1l.Lu/ully

MBI TESEU 11,581 IR s PR S s

S50 °F RATIO™(92, "+ 9.4, 81D, F. (R/D) = 1/°13:/10,

3IR80 *R SOUSRED ACTUAL=":F7.5:81:"LEARKING FACTOR «*oF9.$:" PERCENT™)
32108 MLOURBIN-EATSCH STATISTIC="F9.4

I LIS

‘232 H 34 "...".’...Ctl'.....l::: HH

R PR TrrrssissirsnsstanisAsasNneIAIIINLAIANINS
32490 CALCULATE AKD PRINT THE RECRE SION RESUL1S Fg THE REDUCEB HRS VS RATE MODEL
Eh R T R S L PR R S E R L E TrrrsnrssosssIsIIIIIIIIISRNNANAnIIIININNNANL

Jed B2 ={SUMI2T- ((SUXX2aSUNT) /NCASES) ) /(SST2- (SURXZ4¥2/RCASES))
328 8¥ = YRAR - B2 ® IZBAR

3282 ARd=1gsbp

3253 IFCRUS(3).EQ.“TES™CO 10 382d

33 FRIRT €20

3316 828 FORRAT(//1X025("#"3 /111, "RESWLTS OF RECRESSION OK PRODUCTION RATE VARIABLE ALONE®)
337 €0 10 2886 :

3335 3829 PRINT 52

3365 ST FORRAT(1L,I5¢"#"}»/ 112, "RESWLTS OF REGRESSION ON PRODUCTION™»
8888 * RATE VARTABLE ALONE™ /o {1y 75("2"}2 /2 1Xa"CASE™ 13X, "DBSERYED" 131y
St “PREGICTED™ 1S "RESIDUAL" 151" DEVIATION™}

3377 3868 DO 111 1=1.NCASES

]!} TRATL = B8 ¢+ B2 # 22(1)

339 RESIDL = W[} - THATL

kLT $SELZ = SSELY + RESIDL 442

A SSTOLZ = SSTOLZ ¢ (YII) - VBAR) ¥4 2

Y THAT = 18+ THATL

3 RESIBAIL = HRSI} - YHAY

k1)) PERCENT= (RESIDIIN/ HESIINY + 148

sk SSEZ = SSEZ 4 RESID(NIe82

ol §ST02 = SSTOZ 4 (MRS(I) - HRSBAR) %% 2

370 VRTTE ("REDHIURS" 128) THATRESTDIT) t ST

367 TFIANS(3).E9.“N0")C0 TO L1

3o PRINT 88: 1+HRS (1) s THAT 4RESID{]) 1PERCENT

3588 113 CONTINUE

3563 CLOSE(FILEs'REDHOURS"Y

3516 CAL STSTEN(’/SORT+4% REDHOURSIRECCURVEIZRB:-11-2" 143348}
3520 DO 2314 [s1,RCA3E

3538 READUTREDCURVE' v#) THAT(RESID(IY

3531 SUKRESIDSUNRESTD+RESIDIIN#02

3548 IFU1.CT.0)

355¢ RESI.IFIRESINU-RESIDU )

- 3548 RESIOIF2:RESIDIF 992

3578 RESITSIMRESTOSUMSRESIDIF2
159% EXDIF
3461 3314 CONTINUE

95

-




418 TUSTAT=RESIISUN/SUNRESTD
:\oZi ‘U‘-\gSlh-iﬁZlDSaJﬂ

TR M SRR EEE SRR R RIS TS

eNu CALCULATE AND PRINT STATISTICS FOR THE P’WtED 'RS VS RATE RCCE
é&l‘-oloclunq srlssesses R 313 I

sraesesse: sesrrensesssesne
sdedaneialn staiiaiae R R RS2 1 4

0
.
.o
.
I
-
.
"

JoLk 3347 WNSRL=(SSTALZ-SSELYY
38 IKSEL = SSELZ / KOFD
st SEE = SIRTIIMSEL)
Jish VARBA = GEE / (1 / NCASES + I28AR #+ 2/ ($512 - (SUNIZ w Z { RCASESINY
3168 SEL® = SIRY (VARES)

37 SEBZ = SEE 7 (SORT (SSI2 - (SUMX2 #% 2 7 NCASES)))

n RSOLZ = (SSTOL2 - SSELZ) / SSWOL2

3733 RSOA2 = 1S§102- $822) 7 55102

314 FRATIO® THSRL 7 TASEL

3159 PRINT £3:83,SE86+ABd+R2,SEB2ASALT,1SEC INSEL, TR RLvFRAﬂDvKUFDoRSGiZ:OHSMI’
3146 83 FMMI(IUS("I"HIP’"E EQUATION FOR THIS MODEL 1S:

378t THAT = B0 ¢ X2 1 524/41X

N “IK LOGC FORM THIS YADEL BECOMES: LOCUTHAT) = LOSIEH) ¢ 62 ¢ LOCIIZI™,

Jivat Jed1y"RHERE: LOCIEE) =17 B.504L."STD ERROR =*1F8.544%:"BE =*)F 115

Jsedt H1314"BT =*1F8.5:411"STD ERROR =*4F 8.5y

BN 1o11,"SUIART STATISTICS: "1 /0 1Xs

328t "R SQUARED LOG  ="»F7,S,18X"STD ERROR EST =*F11.4e/elYy

Je3dt "HSE" 131975 oF 9. 5080 MR 110 ™= F9. S0 Lo U

k311 *F RATIC (X1 "= sFS. 4EL "D, Fo (/D1 = 1/*[30/s1L

38588 "R STURRED ACTUAL="F7,5/iX"DURBIX-UATSON STATISTIC:"F§.6/1X151"D

11433133 '.Dl'll‘lb..lllllll ovulco' .l.t'llolooc.ooa.l!n.....l‘.l 133 34
Sofladazeis HEH 2] 1131

s3sssssesssesusessvsetsseaseray
saddisiisssacainise snePesazANLNNN NN

3878C CH.CULM; AND PRINT THE RECRESSION RESILTS FGR THE FULL MODEL

SeeatIrsIrssstsss e aatrisat i astsatstsasnasrrrstassesnanynNisss
ki1l BEKQK‘. © ({SSX{-X{EARESUNII)(SSA2-T2BARASUNXZ) - (SLIT%2-
3988 BY 2({SSIZ-X2BARESUNI) # (SUNKIY-L1BARISUNY) -

3918 (SNI1X2-X1BARPSUXX2) # (SURX2Y-XZEARISUNT) ) JOENON
ki B2 = {{SSI1-XIBARISUNIT) 4 (SWHXZT-2BAAASUNT) -
L3N (SKELEZ-XLBARESIRIXZY 4 (SUNTIV-ZISARSSUMTY) /DEND

390 B¢ = TEAR-BI$I1DAR-B21128AR
3958 A6 = 14,9280

3968 TF(ARS13).E3."TES™)CO TO 4320
3978 PRINT 848 .

3968 84d FORMATU//1L,75("1") /81, "RESWLTS OF CONINED CUNULATIVE PRODUCTION Ax PRODUCTION RATE BWEL"" )
3989 €O 10 4358

(598 1326 PRIKT 84 -

4515 84 FORMATUIX,75("#%)9/14X,"RESULTS OF COMBINED CUMULATIVE PRODUCTIOR®:
29 ® AXD PRODUCTION RATE BODEL™s/+1Xs25{™3%} e/ 11+ "CASE® 1301 "0BSERVED™«SXe
@I “PRziiCTED™ ST "RESIDUAL"»SL,"T DEVIATION")

§419 4369 D0 112 1=1.KCASES

0ss THATL = 8¢ « BL # X1(I} + B2 # J2U1)

111 RESIOL: 1(1) - THAR

L 1) SSEL s SSEL + RESICL %0 2

4 T3] SSTOL = SSTOL ¢ (T(1) - TBAR) a0 2
i ] THAT = 10 #2 THATL
\. ue RESID(L)s KRS(I} - YHAT
A au PERCENT: (RESIDINN/ WASIINY o 100
j 42 SSE  » SSE ¢ RESID(IIM 2
Y
!
| 96
| : ' %
. A___:k:




a2

1 SST0 = SST0 ¢ (KRS} - MRSBAR) #v 2

4145 SRITRLUFULLPACL™ 28 THAT,RESIDD)

L1327 (FIANS(31.E0."RI"C0 10 132

{168 PRIKT €2+ LoRRSLIY 2 THATIRESIBIYY 4PERCENT

U 112 CONTINGE

475 CLOSEIFILE="FULLNOBLY)

CIEF CALL SYSTEN('/SORTS®3 FULNODLIFULCURVE 2R3 -11-2" 1$3694)
A198 DO 3844 1=1,KCASES

4288 READIPFULCHRVET v#) THATWRESTO(T)

LIF1 SUMRESID=SUNITSIDIRESIDIIN 02

(218 TFLLCT.N

(Z# RESIDIF=RESIDCL)-RESIOLL-1)

(238 RESIDIFZ=RESIDIFI82

(248 RESIDSUN=RESITSUNRESIDIF2

(2§ ENDIF

(275 3868 CONTINUE

€287 DWSTAT:=RTSIDSUN/SUMRESTD

4299 SUNRESID:REISIDSUN=E

{326C CALCULATE AKD
{31802 2R 31

dsesssaiisasitie:

{339 3399 KOFD=NCASES-3

4 THSRL = (SSTOL - SSEL) / 2

(355 . TRSEL = SSEL / NOFD

(Y] SEE  * SORTATKSEL)

(k] VAL = NCASESH{SSI1 4 SSKZ - SKXIIZ ¥¢ 2) - SUNI1SISUNID + §512 -

(3268 MELIL ¢ SUMIZ) ¢ SUNKZOSUURY 4 SMIIRL - SS11 4 SGMIR)

139 RVAL = (SSIf # £612 - SAIII2 ¥ 20 / VAL

Wes VARBY = TMSEL ¢ AVAL

SO SEB8 s SORT (VARGR) :
wi SEBL = SORT(LIASEL # (SSI2 - XZEAR ¢ SURIZI) / DENON) .
(i SEBZ = SORT(ITASEL 3 (ST - TIBAR # SUNLL)) / DENON) : ‘
(g RSGL = (SSTOL - SSEL) / SSTOL

WSE  RSQA  (SST0 - SSE) /4 SSTO

s FRATIO* THSAL /TESEL

un FBL = (ASQL - RSQLZ) / (11 - RSAL) / (NCASES - 31}

4459 FB2 = (RSQL - RSQLI) / (11 - RSQL) / (KCASES - 3))

e PRINT 85/D61SEBE/ABD,811SERYFB113205E52:FB2,RSQL, SEE, THSELs THSRL FRATIONKOFDy RSGAs DUSTAS
$S88 85 FORNAT(1L/7S("3™)1 /410, "THE EQUATION FOR THIS BODEL 1S: ™ .
(S18C " TRAT = B8 4 N1 00 81 % X2 MB2N s
(5205 "IN LOG FARN THIS NIOEL BECOMES: LOCCYHATY = LOGIBE) + B1 ¢ LOGIXI) o §2 ¢ LOC(X2)™

(5308 /v1X)“GKERE: LOCIES) =" 1FB.S4R,"STD ERROR =*1F2.5+41,"LH +,F11. S,

$S6IC  /013047BY =*)FR.5043,"STD ERROR +™\F8.50200"F4 24716, 4sl

13588 1314782 #*iFQ.S0A1,"STD ERROR *1FR.S04X,"Fs s* P18 00/ olly

(S8t “SUMMART STATISTICS:*»/v11,"R SQUERED LOC  «*(F7.5.181,

STIC "SI0 ERROR EST s™4F10. 4070 10i BSE™ ) 130s"e"1F9. 518X, 55R" 113, %2*,F9. 5070 114

S8 RATIOTIN PO 430D, F D) 1 2" 130/011,

4593¢ "R SQUARED ACTUAL="F7.S/11"DUREIN-UATSOK STATISTICE"FS.42i1781" ™))
“‘!c"l"l)...ll."l.l!"”‘liI.QlllIOQOCI'DOOOOQII|0|0||§0‘0|l|l|lfll!l'!)Il'lll"l..l"!l.lll'.!"l.i'
Wi
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(131

IF (SNSRER(3)LEC."N3") €O TO 114

L8 TFLANS (31, EC. "WI™IPRINT 4173
4661 TTRUN, NCASES- 1TRUNCH)

AL7# ITGEUF=ACTASES-TT0EUP+1

4566 DO 113 1=1T020P, ITRUNC

(11}

JIEST = RIASES ¢ 1 - |

(183 U3 FORRATLINY
471§ IF(AKS(3).EQ."ND")CO 1O 4968

028
03
(221
47568
(7688
(91 1
{reet
0%t
(et
L1
{28t

FRINT 86, JTEST/HRSLITEST)

88 FORRATUILI LIEL™I™) 4 /51Xy ™1™) 371 "SKORTRANCE PREDICTIVE AEILITY *
"COMFARISON™ 3710 1 e 1L 1" 161y
*THE DATA FRESENTED BELOW 1S FOR CASE #"¢13," WAICH HAS AN GESERVED")
® VALUE OF:™iF9, 2018008/
T10316 04" o /1L, 3% 30 #1302 *» 91, "FEDUCED (LEARNING CURVE) *»
"MODEL™ 1 §X2*99%, 3T “FILL (CUMRLATIVE PROGUCTION & FRODUCTION RATE) ™
“HOGEL™2Xe"8"s /0 11078% ™ CASES "e1BB{™t"ha/o1K/™0 USED ¢ ™»
"PREGICTIAN ¢ T DEVIATION ¢ EST B6 ¢ EST B1 »v %y
"PREDICTION ¢ T DEVIATION ¢ EST B8 # EST BI # EST B2 %y
IR AL N A}

4837 298¢ 00 114 J=1HITRUNC

4548
465¢
4360
4576
1539
899
(veg
{918
329
4938
LY
1950
1311 ]
31 )
4986
499
it
588

1CASES = 1TEST - 4

suvr s 4

suNtt = ¢

Sz = ¢

ssit =38

§S1z2 =14

SuwiiY = 4

SUxX2T = ¢

SKirt = ¢
DO 115 K=1,JCASES

SUKT = SUNT ¢ THK)

SUNXE = SURXD + R1UK)

SUNIZ = SURXZ ¢ K21K)

SSIt = SSII ¢ ILMK) 8¢ 2
$SI2 = S5I2 ¢ I2M0) 44 2
SUXILT = SUMXIY ¢ IT1{K) ¢ T(K)
SUBITT = SUNIZT ¢ 120K} & T(K)
SKITI2 = SHIIXZ + L1K) 3 I21K)

$828 115 CONTINUE

5838
Sip
SUS8
Sty
sin
e
5098
i
514
st
5130
Stas
Sts4

ICOUITA = 1COUNTA ¢ |

1BAR = SUNT / JCASES

1548 » mx; ! :ca&s

_YZBAR = SUNZ / JCASES

“HIR Y (SURIIT - (usuant o EUNT) 7 TCASEST) 7 TSSET - (SURKL eV T ms:su
MR TBAR - BIR 0 IIBMR

ABSR = 19 43 2R

TNATR s §6 #0 (BSR ¢ BIR & RL{ITESTY)
DEVR s MRS(TTEST) - THATR
AOEVRITCOUNTA) = ABSIGEVR)

SUMAOEVR = SUNADEVR ¢ ADEVR(ICOUNTAN
POEVR  + 106 ¢ DEVA/NRS(ITEST)
APDEVR + ASIPBEVR)




T

.

A
2

Slll
Siie

.
e

5194
Stk
L34 ]
s
53
prei]
325
S48
S218
b ]
29
5389
S3us
s3I
5331
S34¢
5356
5368

If (2°LEVE,CT.16.8) CC TG 281
JCOUNTOR = JCOUNTER ¢ )

ERE

IF (R7REVRLCT.5.6) €0 10 288
ITIUNTER = ICOUNTER # 1

S

13

LINGH = ((SSTI-TTECRISUMIIN 4 ISSIT-DERPOSLAT2) - (SNITRZ-TIBARSCURIZIARY)

= (ISSIZ-TTTARISURTI ISUNTIT-TIRARASURD) -
(SRILIZ- LLRAR 4 SURT2Y S (SUMTTY-SZDARISLAT) ) /DENON

= (ISSI1-TiBAReSUNY1) ¢ (SUMKZT-XTERRISLAT) -
(SHRLIZ-2iEARISURTZ) A (SUNLLT-T1BRRSSUAT)) /DERGE

BIF = TBAR - B1F 3 I1BAR - B2F + 120AR
RBAF = 10 ¢ BEF
THATF 3

10 40 (DEF + BIF & LICITEST) + B2F ¢ I2ULTESTH)
DEVF s HRSUITEST) - YHATF

ABZVF LICOUKTA) = AESIDEVF)

SUKRDEVF = SUMADEVF 4 ADEVF (1COUNTAY
POEVF = 133 ¢ DEVF/MRS(ITEST)

AFUEZVF s RESIPDEVF)

IF (RPUEVF.CT.16.8} CO 10 22
JCOUNTCF = ICOUNTCF + §

JE (RFDEVF.CT.S.6) CO 10 262
ICOUNIEF = ICOUNTEF + 1

§378 207 IF (ANS(3) .EQ."R")CO 10 114

$38%  PRINT 87|lCdS'Sv!Hﬁ?iv?v‘VﬂlﬁbZﬁ'alﬂlYbATr|PtEVrn52f'|5(rv52F
$356 87 FORMATUIXo"s™20s 13920 # v ilaF 5. 0028 30078, 2: 400 "8 o F. Ln Ly

Siist R LTI P ST A YA R AT ST T TR 113 Pl MT3 2 438 (Rl 18- 11 §

SEI%C a7 FR.SeIXe )

S428 §34 CONTINUE

5438 TF(ANS(3).3."KO™IC0 10 5594 ;
stig PRINT 88

SIS €8 roanmu.u.(-c-».uum J
5468 S598 COWT=COUNTHL, }
5478 FLACL = COUNT / 2.8

s4eq FLAGY « FLAGY - INTIFLACD '
S48 IF (FLAGZ.NE.B.61 GO 10 113 ;
€528 113 CONTINUE j
s518 AVCADIVR = SUNADEVR / [COUNTA g
L] AVGAIEVF = SUMADEVF / TCOUNTA ;
5558 80 119 T =1, 1COUKTA ;
T SSDEVR = SSDEVR # (ROEVRUI) = AVGALEVR)es2 :
5558 SSGEVF « SSDEVF ¢ IRDEVFUL) - AVCADEVF) 192

§568 119 CONTIMUE

§S78CsrassnnnsarianarnrnIsesin it ataIIssteso LI IRISILLLALLIILILILILLILINLLLAINNIIINN

§588C  CALCULATE AND FRINT RESULTS SUNNART FOR PREGICTIVE ABILITY TESTS

LS {1333 1231532331223 I st s IR iRttt E Attt a ittt titittttiiittiitattittitittititttd

468 VARADEVR = SSDEVR / (1COUNTA - 1)

13T VARRGEVF = SSOEVF /7 (1COUNTA - 1)

5620 TESTSTAT = (AVCADEVR-GVCADEVF)/SORT [ (VAROEVR/ ICOUNTAI4 (VARADEVE /1COUNTAL)

$638 PCENTER + 188 ¢ ICOINTER / 1CCUNTA

S648 PCENTCR » 100 ¢ 1COUKTCR / LCOUKTA

[13]] PCEXTEF = 10¢ ¢ ICOUNTEF / TCOUNTA

S840 PCENTCF = 108 o ICCRTCF / iCOUNTA

671

PRINT 954AVCADEVR,AVCADEVF JVARRTEVR/VARADEVF ) TESTSTAT) ICOUNTA.




|

13344 JCOUNT Ry ICCUNTER ¢ JCOUNTEF 1 FCENTERFCTNTEF o 1CCUNTCR, JSOUNTEF o PCEXTSR

LY

L1314 PCENTCF
T7EE 95 FORPATLILNEDE™ "hhﬂl"'olﬂr"S&"‘hm OF FREZICTIVE ARILITT TESIS®y
Sres * RESULTIS o120 /oI Dab 1010 20 00 "0 ST, " TERS 07 INTEREST™)814
set "% RICUCED AODEL o FULL PODEL #°0/0100071%¢%) 4 /010" SVERRCE "¢

£ 19 “RESOLUTE DEVIATION" 71,0 3100, i35 0" 200 F 9. 203 0 s 0 1le
SNt "¢ VARIANCE OF ABSOLUTE GEVIATIONS™:21"0=e3leF 11,2030 1% F11.2:31s
575¢¢ “8%e /o110 TEST SIATISTIC (SCE NOTEY™i€14™8=0b1s™ =" eb1¢™1" 2L+
et FR.2020,70% e /11%9™0 108AL KURBER OF TEST SITUATIONS #™i81413481,™1%
st SHe130820" 9™/ 1%0%0 KUNBER OF PREDICTIONS WLTHIK SU *81:13480
$itét *1%SLe130820%0% ¢/ 114" % PERCERT OF PRECICTIONS WITHIN ST #"81iF8. 8¢
s1s2t SL"0™ i SLoF 4 0sSK0"1" /01 Xo™s NUMEER OF PREDICTIONS WITHIR 161 &=y
Sseat SLeI3 801" 1o ST 150800 "8 ¢ /41X ™¢ FERCEKT OF PREDICTIONS KITHIN 16107
S&1st SLFLE ST ™ SHFLEaST "8 /o 1104200 o Lo L1 "HOTR: IR TESTIKG FOR *»
ssoet “STATISTICAL SICKIFJCANTE USE STUDENT'S T DISTRIBUTION,/,1X

3839t “IF TRE MUREER OF TEST SITUATIONS ARE LESS Twa¥ &7 QTRERRISE *»

S8t “USE STANDARD"i/+10,"NIRNAL DISTRIZUTION. 1IN £ITHER CASE THIS IS *
Sesét “A ONE TAILED TEST. 1F™i/+11"THE TEST STATISTIC IS CREATER THAX
Seest | “TRT CRITICAL STATISTIC OKE EAY™:/+11."CONCLUDE THAT THE AVERACE *
sereg “AESOLUTE DEVIATION OBTATAZD RITH THE PL™4/+1T4"KOOEL 1S *y

sss2 “SICNIFICARTLY LESS THAN THAT OBTAINED WITH THE RZDUCED MODEL.”)

§858 FRIRTY"FILES LOCFILE:STOLEARN RCOHQURSIARD FULLEGDL WRITIEN.”

Sﬁffcllil""ll"HHHN"OHMONHHHD"DNHHl"MlHlllHl"lil"""""l“! sERRIHIB IR

391

3§C  PART IV - I’ROJECTIOI AHD SENSTTIVITY EATRII OPTION
See

SR T R T T L T P L I T A T T T LA T R T VA D TS T LA Y L AT T AT L AL AL
3958 t1b iF (ANSWER(4).EQ,“K0”) ¢O 10 12§

S566 AJSPLOT = PLOTINCASES)

597¢ B0 117 t=1.188

5988 ADDFLOT = ADDPLOT + .61 # PLOTINCASES)

399¢ REWPLOTUI) = INTCADOPLOTY

1111} ADDRRTE = .48 ¢ MTE(NCRSEQ

({31 00 118 J=149

(174 ADDRATE = ADDRATE ¢ .1 # RATEINCASES)

838 PRORRTIELJ) = ADCRATE

(317 FHRS(I)J) = ABS 9 NEWPLOT(1)0eBf # PROGAIF(JINIB2 '

6656 §18 CORTINUE

6869 317 CONTINVE

17/ ISTART = {

({11 ISToP =+ 59

(11/] PO 128 K:1e2

U] PRINT 89+ (PRORATE(J) 1d2149) .

S116 89 FORMAT(IX113¢™¢™)e /0114 "1%, 39T, "PROJECTION AND SENSITIVITT MATRILI*,
s12¢8 8% Lo s L LIS (4% /0 108 PROJECTED #7382+ "PROJECTED PRGTUCTION
b130t * RATES™120Ts "1/ 111" CIRLATIVE 0":”"‘")#1“0"' Wit
(78711 $UFE. 212804 1o 0 110 113(%0° D)

$15¢ DY 121 1sISIART,ISTOP .

s PRIKT 98,KEWPLOTLL) o (FR2S(Ted) vds1v )

176 0 FORMATUILs™v"y30a 0e30 1"y 2100 F 8. 101248 "))

6189 121 CONTINUE

(3L/] PRINT 91

100




£i8 91 FERRATUIL 112ty
s1e FRINTSZ
b2

¢ FCREATOIL,*NGIE: 1. PROJECTED VALUSS FGR DIREST LazOR KOURS MAY v,

s,a wpe A A * 3
23 2 READ FRON THE ATOVE MAIRIX 8 MATCHING & CIVEk PREDUCTICN"s /012,

sudt

"RATE VITH & CIVIN WynDER OF CURWLATIVE DKITS RKD ZEADING THE =,

oye N 2
::::: .;;lfﬁz'g::gﬁﬁgﬁg.ﬁf'::;“gggsc;f::n AT TRE IRVERSECTION 111,
atrrer “LerUndite ROW AN K. FORECASTING MOBEL IS Tws *
s CUNILATINE FRGIUCTION ¢ PRO MOBEL 1S THE *,
“lon hP MUCTION RATE ROTEL.™0J471,2. PRoyrcre
:g::: _lgg éNTERknL':OR‘CUHULAIlVE WAITS IS 13 0F THE Lass Beszavzgqiitga:.
P m&’ﬁ::\;’m:;s.;;:.7‘x;;s.’ :aa.:zcmn VALYES FOR PROOUSTION »,
oy t T8 Bete L 1300 138 (430 AND 158 P .
OB "TEEN/ 10, "UAST OBSERVED VALUE OF promus ERTENT OF =,
. vﬁ‘. - "
pros ISTRRT o 51 UE OF PRODUCTION RATE.")
633 1S10P « 138

€348 126 CORTINGE
6355 125 s1ce1
34 EXD

Sample PRODRATE Output

This next section provides a sample output

viated and full format options using simulated data. The

"“data base was developed by Stevens and Thomerson (15:127)

to demonstrate how the PRODRATE program works.

be noted the data were developed to demonstrate superidr ’ ;" !
results fqr the full model. The program instructions are .

presented first, then the abbreviated format followed by

the full format.

will, hopefully, demonstrate the value of the abbreviated

option.
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O!||I0!||‘."|l!|l'.‘.lI|'||.|“"0000||.l000|l'l.!..ll.C‘l.ii.il.l‘..l."‘lll....“..."..ll...'..
PRODRATE INSTRUZTIONS
0.‘("'..“l'.IOl.....‘l'll.'..““..I'l.l‘..'l..0.!.'0.;00""'Cl'.'l.."..l!0..0'.0‘0.'00.00.60!00
THIS PROZSAR 1S DESICKID 10 EVALUAIE THT VARIATION IN OIRZCT LASOR RICUIREXERTS AS &
FUNCTION €7 "-.r,..m'i FRISUCTION 280 FROMIZTION RATE. IN RGGITION. THD AKALYST KAT
COMARE THE RECULIS GEIAINED FRON T CTANGARD LEAONING CURVE VITR THE AISULIS CLIAINED
FRON THE CONLATIVE PRODUCTION &ND FRGDUCTION RATE PG0EL. THE COST ROGELS USED IN THIS
. TROCRAX ARE: '
1. SEDUCED KOZEL (STAKDARD LEARNING CURVE KODEL)
Ta0o o (XL s 810 0 (1801 )
1. PAL FODEL (CUMRATIVE PROCUCTION AND PROJUCTION RATE KOOEL)

Ve BF 4 (T1 48 813 ¥ (X2 4% B2} ¢ (16 a3 B

VHERE: ¥ IS THE DIRECT LACIR REQUIREKENTS
11 IS THE CUMULATIVE PRODUCTION FLOT POINT
¥4 ls THE PROBUCTION RATE FROXT(E.C. EQUIVALERT UKITS PER NORTH)

£ REFRESENTS THE ERRCR TERX
B Bl Rk IZ ARE PARAPETERS OZTERXIKED BT RECRESSION

; ' DATA ARE INPUT O REACIKC FRON AKT FROPERLY FORMATIED DATA FILE. YOUR GATA FILE SHOULD
. BT SAVED 10 ALY PERPANENT FILENANE. TOU VILL BE ASK T0 INPUT TRE KAKE OF TOUR DATA FILE

AT THE ATFROPRIATE STEP IK THE FROCRAX. THE NARE OF TOUR DATA FILE CAR %O EXCEED 8
CHARACTERS, THE FIRST LINE OF TAZ BATR FILE MUST CORTAIN R LIKE KURSER ANQ THS NUMEER OF
CASES TO ET READ. THE DATA IS THIN ENTERED ORE CASE FPER LINT IR TS 'CU...nhC GROER:
LIRS KUKTERy QSTAVED DIRECT LASOR RESUIREXENT (1), CURRATIVE PROSUCTION FLOT FIINT {311y

- AND FRODUCTION RATE FROIY (I3}, THE PROGREN USES A FREE FIELD READ FORNATS TKZRZFCAEs
EACH VARIATLE MUST [E SEPARATED LY AT LEAST OKE SFACE (OR OTNER SELIMTER) EUT 33 OTHER
SFECIAL FORMAT 1S REQUIRED, AN EXAMPLE OF A DATA FILE VITH 5 CASES IS PﬁESEHl’EiI EELOV:

. : " s

| TR I X S X
v‘ %2 % 0w S
_ oo 515

' w1 8
ws nou3 3

OKE ADVANTACE OF THIS FROCRAX IS THAT THE RESULTS OCTAINED WILL BE IN THE SANE UNITS AXD
j FORM AS THE INFUT DATA. FOR EIANPLE, {F YO ARE WORKING IN GIRECT LAROR HOURS FER RONTH
. AND EQUIVALEKT UNITS: THE RESULTS WILL B IN TERXS OF THESE UXITS. ALSO» IF TOU WISH 10 USE
s A CUNULATIVE AVERACE APFROACH: ALL 1 m 0 1S ACSRECATE THE DATA BASE IN THAT RAMNER.

THE PROCSAN BECING &1 TRARSFW!R Wf JKPUT ATA TO COnnOR LOCARITIMS. LOC LINEAR
1 RECRESSION IS THEN PERFGRNED AS FOLLOWS: T RECRESSED OK Xi. 7 RECATSSED OM 32, AND
< FINALLY ¥ RECRESSED O COTH X1 AND X2, OBSERVED CIRECT LACOR REQUIREMENTS, FREBICTED
i : DIRECT LACOR REQUIRERENTS, AND RETSIDUALS ART FRINTED IN ORICIRAL (UNTRANSFORRED) FORN FOR
CACH RTCRESSION SITUATION, 1N ARDITION. SUMMARY SIATISTICS ARE PRINTED FOR TACK ROUEL. T
' SURXARY STAIJSTICS MCLUBE 180 COCFFICIENTS UF GEVERNINATION R SGUSRED LOC AND R SOUARED
L% o LTUM.  THE R SOUSRED LOC REPRESINTS THE COCDNESS OF FIT OF THE MOOEL 10 TRE TRANSFORMED

. BaTA (LOC FORMY, THE R SCUARED ACTUAL, O 1AL OTMER WAKD 1S COYFUTED BSING TWF

Lo UKTRANSFORNED RESIDUALSs AKD IS REFRCSERTATIVE OF MOU VELL THE moDEL FIIS THE UNTRANSFORRED
.“ . DATA. THE BURDIN-BATSON STATISTIC 1S CALCULATED FOR ASSESSZENT OF AUTOCORRELATION

) OF INE RESIDUALS.

I ]
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SEVERAL 071I0VS &7 &VATLAELE UITRIK TKIS FRSRAR KD CAN B2 SILECTER L1 APFROPRIATE
SV30ERS I8 TRZ FOLLOWING SUESTICNS:

(Lo 00 163 KRKRT 10 CWECK CATA 85 [T IS READ FROM FILE ........ AKD COKVERTED 10
LOCSRITHRS?

TES - WILL CAYEE THE FRINTING OF & LISTINC OF TNE RATIORAL INPUT BATA axD THE
ASSOCIATED LOCARTTRNIC VALULS.

k) - SUPPRESSES TRIS OPTION.
2. CONFLETE PRINTQUT?

TES - KILL CRUSE OUTFUT TO EE FRINTED IN FIRL FORMAT AS BESIRIRED ACOVE.

N0 - CILL DILEVE THE LISTING OF OBSERVED, FAZEICTED. AND RESIDUAL VALUES
BETREEN TATLES OF SUMMART STATISTICS. [T WILL ALSO DELETE LISTIRC OF
INDIVIDUAL MATRICES FOR THE SHORTRANCE FREDICTIVE ACILITY OPTION:L.C.»
Ot THE SUMMART TABLE GILL DE LISTEN.

3. B0 10U WAKT A CORFARISON OF THE SHOATRAKCE FREDICTIVE ABILITY OF THE TWO RODELS?

TES - WILL CAUSE THE FREDICTIVE ATILITY TEST OPTION TO £ ACTIVATED AKD THE USER WILL
BE YOLD: PENTER FREDICTIOR RANCE (CASE KUNCERS FOR FIRST AMD LAST C23E§).’
THE USER SHOULD ENTER THE WUZZER OF THE FIRST CAST 0 £E PREDICTED FULLOWED
BU TKE LAST CASE 1O BE FREBICTED. SEPARATED B A CORRA. THT CAST wUKTERS ,
. MUST BE IKTECER VALUES CREATER THAN OR EGUAL 10 2. THE FRERICTIVE . -,
ABILITS TEST SINULATES FUTURE FREBICTICHS 5T PERFORNING A STEFWISE TRUNCATION OF
TKE HISTORICAL DATA. FOR THIS REASOR, AN UPFER LIZITATION ON THE RUMZER OF
CASES TRUNCATED WOWLD BZ: ((TOTAL KURDER OF CaSts INTATAFILD) 7 20 - 2
FOR EXANMLEs I TOUR DATA FILE CONTAIKS S¢ CASES. YOUR UPFER Lizi* WOULD B
23 CASES. THIS) OF COURSE, REPRESIRTS OMLY TRE KARIAUM KURSER OF CASES THAT
COULD BE TRUKCATED. [N FRACTICE YQU Rat UANT TO TRUNCATE ORLY & SAALL KUNSER OF
CASES. THUS) IF TOUR DATA 1S COLLECTED IK MORTHLY INTCRVALS. 10U CAN LOOK AT
TRE PRECICTIVE ABILITY OF THE FURL 4KD REDUCED KODELS FOR AN 1S RONTH TIRE SPAN BY
SPECIFYING AR 18 CASE RANCE, IF TOUR DAT® 1S COLLECTED IN CUARTERS, 10U CAN LOOK
AT THE FREDICTIVE ALILITY OF SOTW “{IELS FOR AN 1S FONTR TINE SPAR BY SPECIFTIRG
*t, AFTER ALL FREDICTIVE ACILITY TEST SITURTIONS ARE FRIKTED: THE FROCRAN
PRIKTS & SURRART OF THE TEST RESULTS.

W9 - SUPFRESSES THIS OPTION.

!
i

4. 90 T0U CANT FROJECTION AND SENSITIVITY RATRIN?

TES -~ WILL CAUSE FRINTING OF PROJECTION AND SEXSTTIVITT KATRIL. THIS BATRII PRESENTS
PROJECTER DIRELT LADGR REQUIREAENTS FOR SELECTED PAIRS OF CUMATIVE PROSUCTION
MLOT FOIKTS AXD PROJUCTION RATES. THE FROJCCTION IRTERVAL FOR THE CUMILATIVE
PRODUCTION FLOT FOINT 1S 1T OF THE LAST OUSERVED VALUE. TIE FROJECTION VALULS
FOR FROSUCTION RATE ARE 76s Sy %8: 163, 130, 120+ 135y 146 ANB 138 PERIENT OF
THE LASY ORSERVED vALUE OF PROBUSTION RATE.

R0 -SUPPRESSES THIS OFTION.

101SPECIAL ROTCess  THE PREDICTED DIRECT LACOR RTQUIRTZEKTS AXD RISIGUMS FOR LRCK RODEL
ARE STORED 112 SEPARATE FILES. THE WALUES FOR THE STALDARD LEARNINC COMT MGIEL ARE
-STORED IR & FILE CALLED "STBLEARN’S THE VALUES FOR THE PRODUCTION RATE VARIALLE ALOWE
PODEL IN THE FILE 'REDNOURS'S AWB THE VALUES FOR THE CONCINED CuR. PRODCTION AND
FRAMIETION RATE PADEL 1N TWF FILE PFOLLEADLY. USCPS PAT ACCTSS VIESE FILFS FOR
22IUAL ANALTSIS BT OTKER COPPER IPPACT STATISTICAL PROCRARS: IF BCSIRED.
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‘:_-{

SR

T LR R T T YR TYY AR YA IL L)
FLARSOR CORRELATIN COEFFICIENTS RATRIL
L T T R R T TR T RS TR TR YT YRAT Y

] 1 ' I ] 1
QRERIRAE RN 0400003080005 1000000000
T8 1.0F23000 0 -£,9555710 4 -6.98411532
QUATARARR T RS540 8000000004004
It ¢ -£.9955710 ¢ 1.0R2d808 0 €.9504448
SHERFHINBBIREIINININ NI I Y
B2 % -5.9841432 ¢ £.9964048 ¢ 1. 03Fé080

L Y T ey T T L Y e E ey T R R L Y P R LY I ITY PP PP AT I Y]
RESIRLTS OF STANGARD LEARMING CURVE RILEL

PHRTHERR BRI R T R

THE ECUATION FOR THIS mODEL IS: TRAT ¢ E0 0 11 s B

1K L0C 7GRN THIS MODEL CECOMES: LOC(THAT) s LOT(EZ) 4 E1 4 LOC(31)

SHERE: LOCIB) = 2.49572  STD ERRIR + £.131S5 B = 3131,24884
Bl -0 26U S0 ERROR « 6.68423

SUNNART STATISTICS:

R SSUARED LOC  =6.9911S STC ERROR EST = 8.e168
KSE s §.4M0 nsk s 113
- F RATIO 242354085 L.F. (NS} 1738
R SOUARED ACTUAL=8.92381 LEARNIRG FACTOR = $2.22945 PERCEXT

SURBIN-VATSON STATISTICs 0.327753
SR R IR L IR TR LRI LR S TS

B HITHII FHE S EE HH H EE EI RI H  H H S e
RESILTS OF RECRESSION OX PROCUCTION RATE VARIAILE ALONE
SRR I R U IR

THE EOUATION FOR THIS KODEL 1S ®  TRAT = 3§ ¢ 12 03 B2 :
1% LOC FORN THIS FODEL SECOMES: LOG(TKAT) = LOG(BS) + B2 ¢ LOCIID)
UHERE: LOCIR) = 3.2337%  STD ERAOR = £.23957 P = 1793.84%9

B2 =-0.74392  SIL ERROR = 6.62(73
SURNART STATISTICS: : :
R SOUARED LOC  s0.948%4 STO ERROR €37 = 4.230¢

. RSt s §.0H% LN s LU

F RATIO 3146 7958 LF.WD s/ 38

R SCUARED ALTURLsE.STY :

WREIN-UATSIY STATISNICs 3.27

T TN TR Y T TN T R LAY R R DAY I T I P AT REI AE Y PIRR I ]
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L R T R Ty R Ty LY R Ty Ty e e ey e R T T R IT R e T )
RESILTS OF COMEIRTD CUNULATIVE PRODUCTION AKD FRODUCTION RATE EODEL

AU A TR R R R e
THE ECUATICN FGR THIS MQOSL [S: “THAT = B2 v I1 o5 61 4 12 ©4€2 .
IN LOC FORN THIS ROGIL TECONES: LOS(YRAT) = LOGIEN) + B ¢ LOCIIL) + B2 o LOCII2)
UHERE: LOCIBE) = 3.73322  STD {RROR = 4.0f116 D6 = S072.64448

Bl =-0.57857  STD ERROR = 0.0713¢  Fs 26832,2189

B2 = B.B44S6  STD ERROR = €.5€356  Fe =50384,968¢
SUNNART STATISTICS:

R SQUARED LOC  =£.599%9 STD ERROR EST = e.te0
st = §.668t0 BSR v £.50785
F RATI0 £7983.2012 LF. M =37

R SQUARED ACTUSL=1.03300
DURBIN-KATSON STATISTIC: 2.3%0328
HEMHR T HH R L M L S e

FHBTHIITHI R II IR II ME B0 105 0 I e

] SURFARY OF FREDICTIVE ASILITY TESTS RISWLIS ]
TN TR R T I I I e
' JTEES OF INTEREST ¢ REDUCED MODEL ¢ FULL FODEL ¢
SHBHRIIM IR IR R LT R I RN
4 AVERACE ATSOLUTE DEVIATION ¢ % T ) | BT I )
¥ VARIARCE OF ASSOLUTE DEVIATIONS & .o .4t

L
1 TEST STATISTIC (S2E MOTE) | L) 13.38.
4 TOTAL KUMDER OF TEST SITUATIONS + 1L s 144
1 NUXEER OF PREDICTIONS WITHIR ST 138 s 1%
4 PERCERT OF PREDICTIONS WITRIN ST o s, U 1.
# NUXPER OF PREDICTIONS RITHIN 161 ¢ 1Q U (Ll
4 PERCEKT OF PREDICTIONS LiTHIN 1f1s 184, ¢ 164, L
RTINS M I LT I R RN
KOTE: [N TESTIKG FOR STATISTICA SICRIFICANCE ST STUDERT!S 1 mmumu
- THE NUMSER OF TEST SITUATIONS ARE-LESS THAX L3 OTHERUISE USE STaNBARD
KORPAL DISTRIBUTION. 1IN ESTHER CASE THIS 1S & OWE TAILED TEST. IF
THE TEST STATISTIC 1S CREATER THAK TME CRITICAL STATISTIC ONE mat
CONCLUDE THAT THE AVERAGE ATSOLUTE DEVIATION GITALNED WITH TME FULL
FODEL 1S SICKIFICAKTLY LESS THAN TRAT OLTAINCD KITH THE REDUCED KODEL.
FILES LOCF ILE+STOLEARNGREOHOURS »AKD FULLRODR, KRITTER.
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NP TR e R

R e T T N LT N T T T
IKFUT SATA &S RERT 7R0% FILE TESTISTA axD CONVERTED 10 LOCaRIte®S
TR R T YT R T Y Y T T T T T TN TP A T RITITTININY

LIS FIRICT LACOR ROURS o Cum PRCD FLOT FAIKT ¢ FAGDUCTIOR R2Y
NUNEER RATIOMAL LOCARITHE o RATIONAL LGOSAITHE 8 RATIOKAL LOCARITHM

i 188,00 3.030020% ¢ S2.08 1.4%29723 ¢ 2.27 £.355225% '
114 SE3.80 2.SMTISS 4 17S.20 2.20%8331 8 3.85 £.5854407
12¢ BULBT 25268503 0 315,80 2.45%5383 4 L85 B.L35e04 '
13 SLE.BE 2.7481680 3 ASL.ED  2.0576%59 4 .90 0455720
1 (93.85 24520609 ¢+ L2082 2.7945743 ¢ 5.33 taunn
158 462,69 2.6445420 ¢ TSS.BE 2.523300 ¢ S.85 £.7671559
168 137.88 2.4324814 0 1005.89 3.6710bl .47 egiered
e 460,60 2.0802514 ¢ 1700.66 3.0813173 4 §.71 €.6267225

1o 36208 2.5458478 ¢ 1495.06 34784812 ¢ 1.08 £.61509¢8 i
19 7.0 25463299 ¢ 1775.68 3.2491933 ¢ 1.31 68470475
8 33680 2.5185139 ¢ 2892.69 3.2215817 4 7.7% 8.8515315
u 3T6.80 2.5251%03 ¢ 2T.£9 3.363UC ¢ 8.23 £.9266454
[44] 317.60 2.5216593 ¢ 274980 3.442322% ¢ ?.89 0.9555439 )
3 313,80 2.4955343 4 31T4.88 3.SE15E45 ¢ 9.8, €.9938049 !

i) 399.08 2.4399585 ¢ 35S7.8 3.551E3v 4 1451 L.62lyT

(&1 8 36480 2.4220736 ¢ 3%70.08 3.599044 % 1117 10438532 ;
W 29800 24742103 0 ARST.B8 344033324 11,80 14718028 )

mn 296,80 2.48259%8 + USH6.89 3.09%e3i8 % 12,37 19023497

el BL8F 2.8523183 ¢ SASB.68 3.737€333 ¢ 12.87 1.189378S

4] 27C.80 24340400 4 3959.08 3.7751738 ¢ 13.38 1.1204541

e 276,00 2.4313638 ¢ 4016 3.81€2997 ¢ 13.45 L.13513D7 ' -
N 309 24199557 4 L9I2.88 38453570 4. 13,98 LLIASSITL- ,

krd | 25580 2.8262489 ¢ 149166 36745398 4 14,73 1.IS37049 '

3 L5080 2.397%408 ¢ Goce.68 3987310 ¢ 1LS LL18583T¢

N 2S.2 2.360M841 ¢ BLSA.EP 3.937M61 ¢ 1890 1.1755118

I8 . 239.65 2.3783979 4 924L.88 3.9Ledd8 ¢ 15.29 1.183407S

W6 23500 2.3718879 ¢ SO0 3.9933%88 ¢ 1S.45 1.1945143

m 23289 2.3054688 ¥ 1845008 A G1F1N03 % 16.04 1.2052044

3 228,96 2.2509308 4 1123108 44420049 ¢ 1635 2135178

n 2498 2.3502465 + 1162098 A.8L54393 ¢ 1b.be LL2TNAISH

L] .00 2.3043923 # 1220760 46873199 ¢ 1097 L.IWESIS

L ) U888 2.3384545 ¢4 12830.88 &.1p0487¢ ¢ 12.27 L.33T0%3

a2 21808 2.3304537 4 1334988 (.1250887 4 17.54 3. 2432485

38 - VA6 T.3204:38 ¢ 1364996 L.a01iise ¢ 17.81 12964630 S
L1 UL 2IUWE ¢ 1433000 L1564583 ¢ 16,01 1,2388137 - .
5 0988 2.3201443 ¢ 1060000 41721901 4 18,22 1.2005484 )
Ll W848 23130472 4 1545408 L.1098439 5 18,00 1,0050538

1] W38 T.I070908 + 1404800 4.205%200 ¢ 18.58 1.20984S7

1) 108.00 2.3016300 ¢ 1483008 4.2205160 ¢ 16,78 1.2731954

Yy 19800 2.2904452 ¢ IT172.08 423368208 ¢ 10.M 1.2773¢M
MNP H L R I

FEHTNITHININIHINN I R e

FEARSON CORRELATION COEFFICIENTS MATRIX
IR

' 1 LIS § SR 1
SHIEEIMIIIS AT B ISR TR 160008
V& LEM000 ¢ 09955710 ¢ -0.9041432
TR T L T T T T TR A YR A A e T IR Y AP YN AT
I8 4 -0 9955708 0 1.6207000 0 0.990448
T T LY LI L T P T PRI Y T Y IR TR TR INY Y
I ¢ ~0.980432 ¢ 4.9%4048 ¢ 10004000
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L T L O T T Y R R T L AL T TATRY IR Y
RESULTS OF Thg STANPATL LESANING CUAVE RUOEL

L T R T YT T L L L TR T Ty Y R Y R PR YT Y Y TN LTI )

CASE  OESERVEE FRECICTED RESIOUAL 1 LIVIATION

] 1ees. 8 1834.45 51.%5 L1
[ £33.08 121.41 15.59 9.4t
3 108 417.19 23.81 i.n
L 5884 335,41 4.3% . £.08
S 193.60 $87.3¢ -14.39 -2.92
¢ 482.08 4.3 -12.25 LS
1 1.4 443.65 -4.8% -1.87
s i.e 421.56 -11.5¢ -4.3%
] us.08 1 {99/ SRR W 14 1.8t
1 KLY N 3.9 -32.93 -8.9
1} 336.80 36,78 -3t.18 -4.33
12 32.00 Ne.19 -26.19 -8.1¢9
13 N 333.38 -16.36 -5.14
14 313.99 32.43 -1.43 ~.u
15 N9 313.52 -1.52 .49
ib W9 383,94 L8 1.62
47 298.6) 291,44 8.5% 1.2¢
-18 9¢6.68 62.41 L2 2.5%
19 %00 215.13 8.87 kR Y
L4 278.94 48,39 9.41 3.4
u 1t.88 8. 1.48 . .88
2 . ue 5.1 b.26 2.38
3 - Bk 151.58 42 113
u 256.83 28,28 kA 1) 1.56
[45 U306 241.56 3.4 1.46
" 239.84 21.u 1.9 1.82
14 235.0 232.9 .18 $.91
® 2348 228.9% i 1.3
4] 228.96 3.8 248 1.8
3 224,08 2219 1.8t 8.8
oA 21.58 219.65 1.95 f.28
3 218.68 214,85 1.95 £.89
3 2.0 213.88 .3 1.07
i 21808 1.4 2.53 1.18
i3 1.0 .4 1.5¢ .75
) 264.80 0. .3 f.82
3 w694 205.02 5.9 8.4
38 - 2.6 2.5 013 .0
3 20é.08 .73 - 4.0 -4.37
L 19:.08 19%.00 .09 -4.31

e T TR ST AT e I LA PP I LT IR TR AL IR LA DAL LT L L L L
THE ECUATION FOR THIS ROZEL 1St THAT s B s 11 0 B

(1M L0C FORR THIS RODEL CECOMES: LOCITHATY = LOSIEE) + B1 v LOCUIL

UNERE: LOCIBS) ¢ 3,49572  STD ERROR = 4.13(35 38 = 3131.2088¢
B1 +-0.28202 ST £RROR = 060432
SURIART STATISTICS:

R SOUARED LOC  +4.93113 STD ERROR €87 = §.018e

IS¢ v 0.0830 HSR *+ 13039

F RaTIO +4255.4805 LFE. W s UDN

R SOUARTD ACTUALsE. %3761 LEARKING FACTOR = $2.269¢5 PERCENT

IURBIN-LATSON STATISTICe 4.327753
L T R A R TR R Y LA T LA DL T LA AL
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SERARSRERNNIA AN BRI NS IINIIIIIIIINI I I I
RESWRTS OF RCLRLSSION ON FRSTUCTION RATE VRAATLE ALONE
YN TR R R R R AN A R R R R RN R R R R R R R R RN RN R R R R R R R R R YRR RN NRNNRRRXZIRRXRIZIEEIY)
| (A6 OPSERVED  PREDICTED  RESIDWAL % OEVIATION
1 1e86.88 97¢.84 13.14 1618
? e £56.¢4 140,96 16,85
3 Wi 59¢.83 s6.07 7.83
S48 566,65 12.35 .38
s 3. £16.61 -23.41 47
TR 45254 -20.0¢ 434
1 one w. -16.2¢ 2.3
[ 124,08 435.28 -31.28 -7.1%
' use 1.8 -53.84 STRT
W NLe 45,94 -SE.94 -16.99
no BLe 289.5¢ -59.54 -16.84
1 N 304 -58.u8 -15.81
13 3.0 IR -31.29 -9.56
1o 38 326,91 -13.98 N
15 .08 LN ERT -6.89
' 1 .8 9.9 * 07 .1
a1 e 760.82 TR S 1
Jq8 29088 2815 1285 W
19 0.9 2%8.13 15.87 5.59
. U Vs %e.40 1.5 8.3
; 2 U 256,45 ER K
, 2w 752.13 16.87 W
73 25400 248.52 7.18 2.8
n 25688 243.50 058 Lis
s US4 1395 5.5¢ .25 :
% 2.6 735.87 3.13 1.31 |
7 5. 3163 ER Y] 1.2
% 03N .8 1.3 189 !
- P1] 8.8 2.4 3.4 1.58 {
¥ 22k 2. T R1 1.2 ,
3 . 8.2 .1 1.23 "
: 2 . 215.45 .55 117 ;
: k<] 216.89 m.n 3.2 1.48 !
i A ke 28.51 3.43 1.8 E
: 3 UL 208.83 .17 1.6 .. L
; % .08 1.6 1.97 XY ) ST |
3 WS4 8.56 0.7 ~ ‘
: B M0 8.4 N TR X
1 T K M4 - 282 1.2
O w1, WS . IS 1,50 |
. ""l0'|lH0"H""N"CN““O"_N"l“‘ll""ll“00‘"“""“000!”"" 1
THE EQUATION FOR TRIS NODEL IS: *  TWAT = G890 12 44 B2 }
1N LOC FOR' THIS MODEL BECOMES: LOCITRAT) = LOGS) + B2 ¢ LOGUEZY ;
UHERE: LOIBS) = 3,25370  STD GRROR = 6.23957  B# = 1793.849% :
.. Ble-f 32 STR CRROR s 462475 |
SONRARY STATIETICS: : .
R SOUSRED LOC  50.94854 SID ERROR ST ¢ 6.030
nee r 8.8M% rse o 1,1078
TRaTI0 21149, 7958 B.F. Q) s 1f 38
R SOUARED ACTUML»#.9%47¢
BURBIK-UATSOR STATISTIC: 6.277263
'““N"l"“!0!0000!0“0000"00"000"000"“00000““00!0000'.0“0"““ !
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ﬁ

T T T Y T LT Y T Y R N P T T R I P I T A YT Y TR ITRAY
RISVLIS OF CORTINED CUTULATIVE FRITUITION BKY FRODUTTION R&SE riltt

I Y T I e T L LI I
CRSE  GESZAVED FRELICTED RESIBUA 1 BEviaTION

1103800 158,13 .13 8.8
1 el £22.15 .15 1.0
3 uLer - e .0 .0
¢ SLE.6d S6¢.49 -1.9% -£.82
5 92.¢8 152,47 £.33 0.6
¢ tL.e0 R 1" §.52
1 one 3n.1e .1 9.8
g el Wi -1.12 -£.63
v 8.6 3%8.24 -t 0.4
1 Hl.ed 1.8 1.8 9.8
BETR - X | 329,5¢ £.41 0.12
12 6. 319.5¢ £ §.13
13 e 37,5 -1.5¢8 -$.1
3% TR -6.28 -5.69
15 390.e8 . 308.97 1.03 5.8
TR T | 3843 -1.32 -0.48
17 56 297.89 £.11 2.6
18 9.8 290,45 8.4 -4.15
19 4.8 , 28375 £.25 .69
U UL 8.2 -¢.2 -4.97
U 7608 269.56 £.44 £.14
2 3.0 22.08 N X
B 15468 255.53 §.47 6.18
508 258,29 -1.29 f.11
%5 us.e8 24,8 'R 0.6
% 29.09 2353 -6.34 .18
U 25.68 235.87 .0 4.3
2% 2388 231.43 £.37 .18
2 28.60 . f.4¢ £.6
3 - 2408 w0 -1.38 4.1
i 21.13 -6.13 4.0
2z 8.9 a1.97 $.43 0.0
3 2.0 215.95 0.95 1.8
#2468 212,78 .2 L
33 1. 21.38 -1.38 018
3% 209.09 208.48 £.12 .5
37 20608 205.88 f.12 0.8
% 20309 22.85 0.15 .0
BTN w02 RU
6 1. 197.97 063 s.51

T T YT Y S E I T R T Ry et LI P R AT T TR R P AR LI Y P Y M AL VA AR L T
THE EQUATION 7OR THIS MODEL IS: TRAT = 86 ¢ I} 43 B1 ¢ 12 12
1% LOT FORM THIS MODEL BECOMES: LOC(TRAT) = LCTIES) ¢ B1 ¢ LOGIIL) ¢ B2 & LOG(I2)
VHERE: LOCIZS) = 3,75388  STD ERROR = £.£8114  DF = S472.84448
B1 »-0.59957  STU TRROR = 6,0213¢  F «0£S3L.2t1M
BZ = £.64490  STB ERROR = €, P0354  F+ 250384.9484
SUKRART STATISTICS:

R SQUARED LOC  »8.9799¢ STB ERROR EST » 0804
st s 10000 BSR s .58
F RaTIO 379¢3.2812 B.F.IND) 4 Q]

R SQUARLD ACTUALs! Gl
DURBIN-UATSON STATISTICs 2.388328
T T T P TE YLy I Y T e e T P L YT O P L R AR AT Y
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3

LR R Ry R R R Y T TR R N R R Y LT sIT)

] SKIRTRARCE FRECICTIVE ARILITY CONPARICH PO |
] THE OATA FRESENTED LELGW 15 FOR CASE £ 45 WiICK KRS AN GLIIAVED VALUE OF: 198,88 ]

L TR Ty Ty e T R T S R R T I I O T T T LR LAY
LI B REDUCED (LEARWING CURVE) MOBEL $1 FULL (CUMULATIVE PRASUCTION ¢ FRODUCTION RRTE) ROREL ¢
AT I I I I T IR R P IS RSB I MRS E R0 B I R HE NI RO RS TR SRR 4
¢ USED ¢ PREDICTION ¢ T DEVIATION ¢ ST ©@ o €ST B1 44 PRIGICTION % I DIVIATION & EST B3 4 ESTBL s EST B2 ¢
O R R R R R R R R Y Y L X I L U L L LA R NN R IR TR T T
v 3% 199.86 ¢+ -£.53  + 3129.81 ¥-3.28252 197.47 .82 $573.27 $-£.59951 ¢ B.64784 1

-

% 1958 4 B.25 % 10444 4-0.28513 14 19,87 ¢ €80 & SLT6.ES 4-8.5%94% ¢ £.80LLL ¢
SIS I I I I B M

038 ¢ 1998 4 0.5 0 312,28 4-0.28244 51 19798 4 6.01 & 507,21 4-€.57947 ¢ £.040L13 4
Vo E 1808 0 -BSE 8 312037 140.20288 4% 197.97 4 6,80 ¢ SL71.58 #-6.59947 & B.OLALY 4
#0300 19985 ¢ <053 1 3179.30 4420258 41 197,97 ¢ €62 % SB71.3% 4-E.3994) 4 £.84689 4
38 8 19N v 84T 4 3133.42 4-0.20273 4+ 197.%%6 4 6.62 ¢ 5671.37 #-2.59928 # £.84437 ¢+
€3 19883 4 B2 % 305D 4-R.2B29T ¢ 197,98 4 0.61 & SO71.01 +-£.599¢5 4 £.64L69 ¢
03 ¢ 190 1 632 ¢ 3144039 4-0.20324 44 191,97 4 €.02 € SLIL.2L €-4.59941 ¢ £.84LSH ¥
$32 ¢ 19845 ¢ 022 v 3151.43 4-£.28357 11 197.96 ¢+ £.02 & S5471.63 5-0.59937 ¢ £.64439 ¢
03 4 19825 1 -6.43 o+ 3NSS.U e-4.20369 44 197.96 ¢ .62 ¥ SETLLE7 4-3.59937 ¢ B.B4437 ¢
1030 4 19880 4 o602 ¢ JUS B A-.2CAU w 197.97 4 $.67 & S79.5 #-2.59938 1 £.64643 ¢
0 19781 g .89 . 1 370,00 -2.28082 10 196,88 ¢ -B.E8 ¢ SALY.9B $-£.59943 ¢ £.84471
)

]

SRR I IR I MBI TR DRI R

3 . SHORTRARCE FREDICTIVE SEILITY CONFARISON : '
L THE DATA FRESERTED BELOY IS FOR CASE £ 3% WHICR RAS AR QSSERVED VALUE OF:  2¢%5.¢0 '

SHARA I I A R R L I TR R I L I T L R 8
LI REBUCED (LEARNING CURVE) mODRL # FGLL (CUNULATIVE PRODUSTION © FRCIUCTICR RATE) MODEL ¢
§ CASES #4381 M HMITIIHRMBH NIRRT TR TR I T
% USED ¢ PREDICTION + T DEVIATION ¢ EST B3 # EST B1 »4 PREDICTION ¢ X DEVIATION ¢ EST L) ¢ €5T B1. ¢ EST 82 ¢

FHHRIMHIHIITHIHAMA R I IR R RS AR A S R I I I I IR I I Y

P38 ¢ 20083 4. o842 3 3127.26 4-0.28200 4 205.21 <0.00 ¢ SE71.21 #-8.59947 ¢ 6.84473 ¢

3¢ 20083 8 <442 ¢ 3120.329-0.28200 4 6820 4 .08 & 5371.58 4-3.59047 ¢ £.5E4C ¢
0N 0 T8 1 030 8 3129.39 9-0.20254 1 208,19 4 S0 4 SETLLOR #-0.590U1 @ €.8%4% ¢
By WA ¢ 0 3 3T 02020345 20248 ¢ 609 ¥ 5871.37 4-6.37938 ¢ €.84427 ¢
W e WS ¢ <028 @ IS -0TB2 e 208,21 ¢ P48 & SLTI.01 657085 ¢ 9.BRLEY 4
¢ 239 LT+ <60 4 4439 -0,20320 10 20019 4 6.0 . & SO71.22 e-£.59941 & B.0ALSH 4
38 888 4 689 & ASL.A3-0.28357 0 200,19 4 -G89 ¢ S471.03 0-8.59937 & £.54L39 ¢
AU NN e €01 4 J158.24 +-£.28289 v 204.19 1 409 4 SETL.AT 4-0.59937 ¢ €.6437 4
t B NN $.10 4 3045.76 #-0.20420 w1 20820 9 .10 ¢ SO70.80 4-.59938 ¢ £.64443 ¢
LI\ B L K 0.23 ¢ UM R0 T06.23 4 .41 v SAL9.9C v-8.59%43 2 40071 ¢
LIS ¢ B B 4, ¥ - IR $.33 8 BLW4 -4,28513 10 260,22 ¢ 001 & SDIF.ES 4-£.59900 ¢ €.834040 ¢
T s 108 0.3 ¢ JNILAE 0288 w0 260,09 & 680 4 SU7A.13 4-6.59933 ¢ 454019 ¢
(]

SNSRI IR RN NI I EM II I I R IIIIRRIHI H R HRRRG
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BRI IR RTINS ey

' SHIRTRANCE FREGICTIVE ATILITY CONFARISON ’
4 THT DaTA FRESINTED TZLCU 15 FOR CAST £ 28 WalCh Rad AN OLSZAVED VALUD CF:  1f3.00 '
B T I R I A T T R R
L A RERUSIP (LEARNIRG CLRVED K3GEL 0 FULL (CUPGLATIVE PRODUSTION & PROBUCTICN RATEL MSLEL 4

TCRSES M I T I B BT I I I RISV I R A T L S T I s I 1l
§ USED o FRELICTION # T DEVIATIGN ¢ EST BB ¢ EST D1 ¢4 FREDICTIGH 4 T DEVIATION ¢ ESTBP ¢ EST B1 S ESTET
B A I S I R B RN N T RTINS R

+ 31 WL £.83 4 3127.30 4-0.2804 4 72285 4 €.67 ¢ ST1.58 4-£.59547 & C.64Le5 4
U | TR B4 8 A £.65 4 3129.29 +-2.20754 4% 202,80 4 £.85 % SE7I.34 #-2.59941 § £.85447
35 v 28078 4 £.31 4 S133.42 +-£.20073 4% 262,83 ¢ €.88 ¢ S5E71.37 #-£.59936 4 2.84437 ¢
o3 2247 4 B.16 4 3137.51 #-6.20292 4% 2€2.66 £.67 ¢ SUTI.BY 4-£.59585 ¢ €.84445 1
LI < R B { 130 L B £.25 1 3144.39 +-6.23338 v 28260 v E.88 8 S71.22 +-3.57940 4 £.64452
=32 1 AL ¢ £.35 ¢ 3151.43 +-£.28257 41 . 2f2.80 4 $.88 3 SE71.€3 +-£.59927 4 6.8463% ¢
O3 v 016 s B4 & 3158,20 4-0.28289 3+ 202,84 4 £.68 % SET1.17 8-6.59937 ¢ €.84437 4
O3 3 LY s £.55 & 3145.74 +-8.2887%8 v 102,85 4 .88 1 SL76.04 #-2.57938 9 0.54643 4
LI 4 I 4 17 g.66 % 3173.66 4-0.28382 v+ 220,88 4 8.66 ¢ SHL9.98 +-£.59943 4 6.64571 8
§ 28+ 28135 8 B.81 3 2184,44 -£.28513 8% 202.87 ¢ .66 ¢ 582,65 4-£.59941 3 £.B3L44
#0271y AN 181 & 2198.16 +-0.2057¢ ¢4 202,83 ¢ €.88 & SL76.15 4-£.59938 + 2.54419 ¢
W%y ST 4 1.2 40321000 4028820 v 20285 ¢ €.88  # S5L69.9C #-6.59938 ¢ £.83423 4
L ]

SRR EEITR RIS T AT I I TR BT L 0 0 3 T T I A I N e

ARERIR AR F IR MR R M I I T IR I N I R IR B R R R T R R R R T kR b

.o SHORTRARCE PREDICTIVE ATILITY CONPRRISON 1
3 THE D2TR FRISENTED BELOU IS FOR CASE £ 37 UHICH KAE AX ODSERVED VALUE OF:  286.64 *
MBI BRI L IR TR I RS R R
L B | REDUSZD (LERRRING CURVE) MODEL 1 FULL (CUMULATIVE PRODUCTION ¢ PRODUCTION RATE} MODEL o

§ CASES HI#383 IR IHHABBHPHTHIIRIHBHIIBHRBHBHHEH ISR RN
+ USED ¢ PREDICTION # £ DEVIATION # €ST €9 9 €51 B! #+ PREDICTION & 1 LEVIATION 3 E€ST 66 & EST BY 4 EST 82

llllllll‘!{l‘iil!lliiib’!l!fllii‘l(llilidl.l'i.ll!l.il!lilil'l!l!lll000{0(!'00!00'!’!{!!Dil!lll!ii!.llll.!ll'!‘ill!l.

3% 8 20580 ¢ €45 ¢ 3129.39 +-0.7825¢ 1+ 205.67 ¢4 E.06 3 SE71.34 +-0.5994) + 684449 ¢

135 ¢ 2649 €.50 % 3133.42 +-8.28273 4+ 265.8% 1 6.67 & SOY1.27 4-6.59938 % L.84837 ¢
O ¢ 26LES 4 8.5 % z137.51 #-0.28292 40 25.09 & €.05 & "SATL.BL +-,59945 ¢ B.ENLLY »
+ 33 3 208,86 3 $.05 % 314439 #-6.2032 1 USEY ¢ .00 8 SO71.22 +-0.59901 ¢ £.80453 4
vy WA e 874 4 3151.43 $-0.20357 40 205.87 ¢ B.00 & SATI.H3 4-8.59937 ¢ £.84430 ¢
¢ 3 s 20028 e £.80 & 1SE.20 4-6.28389 44 205.87 g.30 & SLTL.A7 #-6.59937 ¢ 6.8%437 4
§ 03 8 20007 & 090 & JULS.T6 4-6.2002¢0 44 T 20588 ¢ 8,80 ¢ SL76.E5 4-6.59938 ¢ £.84443 4
f 20+ 20388 4 165 4 3173.40 -8.260L2 8 205,91 ¢ €04 ¢ SUI9.9B $-5.59943 3 463471 4
¢ BT WS 4 1.26 & 3184.44 -0.28512 %0 26590 8 $.65 0 SO70.85 +-4.59901 ¢ 063004 ¢
¢ 0 28312 4 140 4 JNQC.U€ 4-6.2857C 10 2US.E7 4 $.60 3 S070.15 4-0.59936 ¢ G.CALIS
§ W+ 20008 ¢ 1.5 4 3218.40 -0.20428 v 20588 ¢ 6.65 0 SELS.98 +-0.55930 ¢ 0.2ULY ¢
s B v .33 9 1,78 3 322020 +-4. 8T8 v SN ¢ .60 b SLLY,S5T 4-6.5994F ¢ E.0UL83 4
]

PRI IR I NI T LI N IR A IR R T R R N
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’ SRIRTRARVE FREDICTIVE ALILITY CONPARISOR . i
) THE BATA PRECENTED EELOY 1S FOR CASE # 35 KWICR KAS 2N ODSERVEID VALUE OF:  209.68 '
I I Y I S N O R G O T T T T T T AT ]
¢ § s REDUCED ILEARNING CURVE) ROCEL B FULL (CUNULATIVE PRCOUCTION & PROCUCTION R&it) RODEL ¢

A R T I I T T R R T R Ry L O T O I T I T S )
+ USED + FREDICTION # 1 DEVIATION & EST B9 9 EST Bf + PRZDICTION # T DEVIATION ¢ EST S€ # €ST 1 s EST B2 o
PRI R O R TR I T R T H

U~ I B {1 % e A £.65 & 313342 -0.28273 0 208.5 4 g.86 & S671.37 #-8.52938 4 £.64437 4
t 3 20008 4 .91 v UITLSL 4320292 3% 20B.BY 2 B.GD v SHTLLBY #-R. 59745 9 4.84445 ¢
1 -33 ¢ 28892 3 0.99 & 314439 4-0.2€22¢ s 206.87 4 B.60 ¢ 5671.22 4-6.57931 ¢ £.54450 ¢
v 32+ 28073 4 1.69 & 3151.43 #-0.20357 ¢ 208.87 ¢4 £.86 ¥ SE71.E3 #-8.59937 4 £.64439 4
¢ 31 28688 108 % 3156.24 4-8.263c7 #4 205.87 ¢ §.86 1 SETL.1T -6.53937 ¢ 284837 ¢
¢ 38 ¢ 280,33 % 1,28 ¢ 3574 -8.28828 w0 20B.08 4 §.66 # 5870.64 ¢-6.59930 v 9.654043 ¢
LI B B | B .57 0 317360 4028062 14 26691 9 §.60  t SBLT.98 #-8.59943 ¢ €847 ¢
Wy WS e .56 8 184,44 3028513 14 20898 4 €.85 & SL70.05 4-8.579%1 ¢ .00 4
LI 2 B ¢ 35| O | 173 4 1918 $-6.28578 ++  28C.87 ¢ B.86 3 5L74.1S ¢-£.59928 ¢ £.04619 ¢
W%+ 5.0 181 % 316,06 1-6.20L20 3¢ 228,88 ¢ B.0b ¥ 5BE9.98 4-2.57920 ¢ £.8U3 ¢
LI - JE S { [T 41 % 322020 1-4.28702 v 208,91 ¢ E.04 8 SEAR.ST-4-2.59948 ¢ £.84443 ¢
$ U ¢+ 283,98 3 240 % 320448 +-0.20799 14 208.9% ¢ £.65 % S4£9.29 +-£.59931 4 £.54L35 4
]

TRRMIRER RS RIS IR R0 0 I R A 4 HE R R 1A TR 30 T 00 S HETH AT HRA A 1R L0 10

SRS MBI RNI I R RRTI RS AR RS R0 B S0 1 P R A H R I B R L R R R R R R R L 04580 10401 00

' SHORTRANCE FRIDICTIVE ACILITY CONFARISON 4
L T THE BATA PRTSENTED CELOV IS FOR CASE # 35 LHICR KRS AN OCSERVED VALUE OF:  211.09 ]

T T L G T T Ty L T L e P Y T R P X P YT S T IV YT ATITY

t 3 REDUCED (LEARKNINS CURVE] MODEL # FULL (CUMALATIVE FRGDUCTION ¢ PROBUCTION RATE) rOJEL ¢
¥ CASES HHM4 60453 AT LI LN TR LA RIS R S5 LIV M M IR R R DR S I F 1R IR 00

¢ USED ¢ PAZDICTION ¢ X DEVIATION & EST £F 4 EST Bt 3 PREDICTION ¢ 2 OEVIATION & EST B9 2 EST B + EST B2 ¢
PN IR RN R U R RN

LI LI B { L L £.63 1 37,51 4-6.28292 ¢ 210.3% 4 009 & SE71.81 4-£.59945 4 €.82049 ¢
B8 U £.92 4 34439 402830 4+ 2130 ¢ 608 . ¢ SE71.22 9-€.59941 ¢ £.64458 ¢
¢ 3T ¢ 2880 4 181 % 315143 9-9.28357 0 213,37 4 <£.08 & SUTL.03 #-4.59937 4 £.84430 ¢
$ 03U+ U 6 146 & 3158.20 +-0.20289 o¢ 211,37 4 =07 0 SE7L.17 6-4.59937 ¢ 084837 ¢
3 MU 120 ¢ 3M85.76 4-0.20020 3% 21138 ¢ 508 ¥ SEA.80 #-0.5%938 ¢ €.80443 ¢
LI K I {1 % L B 131 ¢ 317306 -0.20042 4 2ULAL & <408 4 SE69.98 4-6.599%3 ¢ 480N 0
r s 22193 4 146 0 3B 026512 0 2140 4 -009 & S0T0.05 45059901 ¢ 480084 4
L < R {18 3 1.5 0 319816 0-.20578 ¢0° 20137 0 <518 8 SEME.1S #-0.59930 ¢ £.58010
W% v WS4 1,62 0 3210086 0028838 00 211,38 ¢ -0.08 & 5409.98 0-0.59933 ¢ €.84:320 ¢
LI - T % L .62 % 322026 0-0, 28782 00 2U0.81 4 o028 v SLAS.ST 0-£.59%00 ¢ £.50043
¢ W WAL e .31 4 224,48 -£,20799 0 2L 0 <000 & S409.29 4-5.57932 & 0.80535 4
B .37 8 .67 ¢ 3200.88 -0.20914 40 21143 & <621 4 SLELSD 9-5.5970) @ £.54498 ¢
]
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' SHORTRENCE PRECICTIVE ALILITY 2CmPARISON

worif AN 4
b THE BATA FRESINTIZ DELOV IS FOR CASE # 3¢ SRICH WAS &% CDSTRVED VALUE OF:  214.68 ¢
‘..'...'.."'."'Q.l'.li'll..|0"|90.'0l,'.‘||“0"l.'..ll..’ll‘OQ.OGlCl'l.!.!.'i’.ill""‘li.ﬁl‘l.‘.."l'.‘l‘...'..
LI | REBUCED (LEARNING CURVE) PRIREL B FUL {CURULATIVE FRODUCTIOR L FRODUCTION RATE) PGLEL 4

# CASES I I I I I R R I I T T I I L A
¢ USZD o PREDICTION # X CZVIATIGN & E€ST BO # €ST BL 44 FREDICTION 3.1 DEVIATION + EST DS # EST EI & EST BZ o
L L T T NN Oy
Ry U 135 & 304439 40,2830 v 212,08 4 L8 SE71.22 4-6.57981 ¢ £.54458 ¢

¢ 3T a9 4 148 & SIS1.4 -0,20257 ¢ 213,78 4 FAt ¢ S871.63 6-6.59937 ¢ £.33439 4
3y 218 e 1.33 8 3186.2¢ e-£.28289 0 U7 4 €A1 4 SE21.17 9-0.59920 ¢ £.24437 &
LI L B $1 16-* IR ) 162 % SIS 1328020 4 U378 4 §.18 ¢ SL79.50 #-£.57938 ¢ £.84443 4
YUy 210,38 0 §.73 % 317300 1-0.28082 10 213,81 4 B89 8 SLL9.98 #-£.59943 4 £.E4LTI ¢
8y 299 s 1.87 % J1SL.4 4026513 4+ 212,81 £.09 0 SL74.€5 1-€.599%1 o £.84408 4
b v 2059 4 L85 3 JN96.10 4-.2857C 0 213,77 4 B0 & S470.1S #-€.59932 ¢ £.£4L19 ¢
tWu o 2802 9 .U -3 3290.80 4-8.28638 v+ 212,78 4 6.1 ¢ SL49.98 4-€.5992F 4 B.0U3 ¢
LI < TR B {1} 1.83 & 3724.70 +-4.28702 10 213.82 » B9 & S869.57 -6.59946 ¢ L.844L3 ¢
+ U 208.12 » 2T % 3440 0228799 0 21388 ¢ 0.69 & 5009.29 4-0.59932 ¢ £.84835 4
¢ v W3 3.87 ¢ 3268.45 -£.28910 0 213.8¢ 4 B.89 3 S4L9.ST 4-£.59947 4 6.6%49% ¢
v 2849 4 3.51 ¢ 3298.29 +-6.29658 1 212,78 4 L. % SLLR.T8 3-£.59928 3 2.84597 ¢
i

R TR R I I I R R T I R I R R N T TR M USRS RS I RS RS S RS 3 0B LI U5 H 004044

B I R I A I R B T s I IR T R A LS LR H IS 4 ER M R A 08

3 .o SHORTRANCE PREDICTIVE ABILITY CONPARISON t
[] THE DATA PRESENTED BELOZ IS ECR CASE £ 33 WHICK HAS &K OESERVED VALUE OF: 214,83 L]
PHEHHHO I I I I I R SR IR R L S O S U R 483
LI REDUCED (LERRNING CURVES XOOEL # FULL {CUMULATIVE FRODUCTION & PROBUCTIGN RATE) MODEL +

4 CASES FHIAR N H I IR I I TR R T TR RS A S RS I R T I T 3 B IR RS R 0 1)

+ USED 1 FRECICTION + T DEVIATION # EST 20 4 €ST 81 4 PREDICTION # I DEVIATION ¢ EST BE + EST B + €572 ¢

HHHHHI RS H T R MR T R TR L A I L S L M R R 8
103+ 21 ¢ 1B v 3SLAT 4028357 10 215.94 4 §.83 1 S671.£3 +-6.59937 + £.84437 ¢

- 2029 s .41 4 3158.20 +-5.20389 ¢4 2SN 3 6,03 4 S571.17 +-8.59937 4 £.68037 ¢
.3 MM 151 % 3185.76 +-0.28420 00 215,95 ¢ $.83. 8 SL70.80 +-4.59920 ¢ £.84643 4
¢ s ULS 1.61 4 3M73.80 ¢-0.28002 40 21598 ¢ .81 3 SH09.98 +-5.39943 4 €.8447; ¢
+ B LB 176 & 318444 +-0.28513 0 215,97 ¢ 661 & SLT.ES 5-0.59941 ¢ £.5%668 ¢
LI B B J 48 O ] 1,96+ 3198.18 4-5.20508 10 _ 215,94 ¢ .03 ¢ S670.15 4-8.59938 2 £.£8419 ¢
€N 2143 9 .12 4 32066 4-0.20L38 #2594 4 6.03 & SHLT.98 4-6.59930 ¢ £.8¢0623 ¢
¢ By e s .31 8 326,28 +-.20702 40 21598 ¢ S840 & S0E8.57 v-5.59948 ¢ 48003 ¢
U 2 e 359 4 320440 0-0.20799 40 2S.0 ¢ §.82 & 5669.29 4-4.59932 ¢ ;54435 4
L - B (L N1 I 90 0 3BT -E28910 v L ¢ B8 ¢ SEIS.SY 4-0.59947 4 €.54098 ¢
2+ 8N s 338 1 2029 4-2.29658 10 215,95 4 0.03 % SLI3.70 v-0.59920 ¢ £.84597 ¢
§ Uy UL I WIS 0 SN $.80 & SL47.52 +-£.59982 ¢ £,64527 2
]

SHH IR I I I I R M M M A H F L I IR L L A A L A A B L 8
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' ' SRIRTRANCE PREDICTIVE ALILITY CONFARISOK '
' TRE BATA FRESIRTED CTLCY IS FOR CASE # 27 WHICR W3S &h GRSERVED VALVE OF:  ie.f? 1
BRI A R I R L R I B R R 84
[ I | RECUCED (LEARKING CURVED RODEL # PAL (CURNLATIVE FROSUCTION ¢ FRODUCTICH RATE) ROTEL o

# CASES MMM NI BTN RIS N I I IH H I  R en

¢ USED o FREDICTION 4 I DIVIATION 9 €ST B 4 EST £1 +v FREOICTION ¢ T DEVIATION & EST 88 4 €51 B1 S ESE B2 ¢
FHHBHIII R TR DR R I IO M I L

Uy SN s 1,23 4 3188.2¢4 +-5.78289 #v  217.95 ¢ 0.62 ¢ SETL.A7 4-4.59037 ¢ 0.8L437 ¢
L I B I A N 1.3 0 3US. T8 -z v UK 4 §.62 1 5b79.85 4-£,59938 # 0.84643 ¢
€2 0 21880 1.43 % 3173.40 1-2.28842 #¢ 218.28 ¢ §.59 ¢ S4L9.98 ¢4-£.59943 ¢ 0.84571 ¢
LI L I R A U6 1.57 4 SISL.40 s-4.28513 1 202,99 4 £.68 4 SLTG.05 4-£.59940 § .53000 4
L2 I B I N | I 175 8 319808 #-4.2E578 4 210.96 4 €02 4 3070.15 4-6.59720 ¢+ B.84419 ¢
U I B 1.9 & 6,60 ¥-4.28L38 0 2109 4 €62 v SLA9.98 4-8.59533 ¢ 084003 4
LR - K Y 1 X () 201 ¥ 3224.20 -0.20782 4y 2UGH0 4 £.68 ¢ SEL9.57 4-£.5%542 ¢ £.54483 9
U s AL 4 249 32440 -6.28799 4 T8 4 f.61 0 SHIN.29 3-4.59932 ¢ 20485 ¢+
¢ U+ 2283 3 T8 8 3UE.LS $-0.76910 4 21862 1 -8 4 SLE9.SE 9-8.59947 ¢ 4.54490 @
LI < S B 4 1 A 347 % 319629 0-2.7N8 ¢ 2UILM 1 .02 ¢ S0LS.78 4-£.59928 ¢ §.84597 @
¢ Uy W4 3.78 ¥ 333076 #-4.29256 ¢ 11093 4 083 4 SUET.92 4-2.50987 ¢ 0.84527 ¢
v 80y 2888 3 0.5T  + 3293.89 #-3.29513 44 ULMM 4 §.07 & S004.33 44,5940 ¢ £.84330 ¢
$

SRR BN IINIFIHICHIRTHI I I A I I BT IR AR SR R R0 3 4 05 30 A 035 4 AR R R L I

‘_liiiii!l!ii!iilii!ll’!’li'l’lf!lOlillili"!l’lll!ll!lll'l!|llllll|llll{’l!!0386!1{!‘{!!!"{!6!ll!l.ill!!dll.lQO!!l!l

3 ’ SHORTRARSE FREBICTIVE ABILITY CONPARISOR . ]
R TRE DATA FRESEXTED SELOV IS FOR CASE # 31 WHICH MRS AN OPSERVED VALUE OF:  221.68 '

SIS HBIHH IR IR R I R 0 1A A 344 10 0 100 100

LI 2 REDUCED (LEARNING CURVE) RODEL #%  FULL (CUMILATIVE PRISUCTION ¢ PRODUCTION RATE) ROUEL ¢

3 CASES #3045 I I NIRRT OB BRI I RN TN

4 USED 4 FREDICTION # T DEVIATION ¢ EST 84 2 EST 81 o+ PREBICTION 4 T DEVIATION & EST DS s EST &1 # EST B2 ¢
ST A FH I B T I I R I R

030 284 v 131 v SIS B2 ¢ 22102 ¢ <080 ¢ S473.60 4-£.59938 ¢ £.60000 ¢

D UL 141 ¢ 373,86 #-0.2002 ¢ 22100 ¢ <007 0 SA9.98 #-4.59943 1 0.80001 3
§ W4 ALK ¢ LSS 4 A 42013 8 220 0 <607 0 SIS -£.5901 ¢ 0.64044- 0
¢ 0 UL e 1LI3 & 396,10 +-8,20578 ¢4 22012 ¢ -B45 ¢ 562015 4-0.59920 4 9.84410 ¢
4% L8 3 190 & J26.80 4-6.28638 4¢ 22102 & -6 90 & SELO.98 4059930 0 £.8U03 0
$ B0 ub4 0 .69 6 32020 42072 00 - TG 4 BT 0 SELALST 4-1.59946 ¢ 084483 0
O S L3 8 32 028799 00 2000 4 <080 1 S400.20 4-4,59932 ¢ 4.84435 4
¢ T USKH L 0 US89 ¢ 2118 ¢ <608 8 SELN.51 4-0.5994) & .64 4
sy ula 342 0 329029 4-0.20050 o0 Z212 4 o086 0 SEUR.76 +-0.59920 ¢ £.84507 4
VU UL e AT 8 3T 0B 6 2249 8 R SHT.IL +-4.59982 4 0.64337 1
¢ LG ¢ 45 0 33380 029513 00 22100 4 005 ¢ S664.32 4-0.59048 ¢ £.64330 ¢
O 10 e R0 ¢ SSE 0 JUL00 -R20S3 o 22 4 R0 ¢ SERL.B 0-.59800 ¢ 1.84300 ¢
L

SRR RS0 E SNSRI NI NN S N I A I IR B RIRINR
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] SKGATRARCE FREDICTIVE ACILITD CONPARISON $
+ THE DATA FRESENTED LZILCY IS FOR CASE # 32 GKICR BAS Ad OBZERVTD VALUE OF:  22¢4.60 1
I A LT T Y R e Y Y T R T Yy Y T T R R P A YRR R LI LA E AL 2 P AT
« 1 REDUCED (LESRNING CURVE) ROTEL 9 FULL (CURGLATIVE PROCUCTIOR ¢ PROBUCTION RATE) ¥ODTL +

€ CASES S4B IV NI I R I R I IR
§ USED ¢ FREDICTICY + T SEVIATION o EST £8 ¢ €ST B ¢ PREDICTION ¢ L OEVIATION » ESTEB M EST B #EST R ¢
SR M I R R R I I I L L R L L T L I Y

$ 1 ¢ e v 13 ¢ 360 28U M AL ¢ o618 0 5009.98 4-6.59943 ¢ £.80471 4
%y 873 9 16 % 318844 +-0.28503 8% 240 ¢ 6,18 47 SET.65 +-0,59941 ¢ 6.0%064 ¢
$ U ¢ 2.3 3 108 . & 3188.10 #-£, 265760 220,37 ¢ 617 & S5070.15 4-0.59930 ¢ 0.24619 ¢
W 2 1.88 5 3210.80 #-6.26838 ¥ 22038 ¢ -6.17 ¢ SAAD.98 4-£.59926 ¢ £.844T3 ¢
LI+ B B 4L K I 1.98 & 3224.26 +-5.2€762 3¢ 228081 4 608 4 5009.57 #-4.59936 & £.60443 ¢
s s 2. ¢ 3448 6-6,28799 M 22488 ¢ <618 v SELD.29 99,5993 ¢ 9.B3525 ¢
¢ 23y Uy ¢+ 2.59 0 3208.45 -0.28900 48 220,83 4 -£.19 % SLER.S)4-£.50947 4 §.83853 0
LI < 3 B Y Y () 381 3298.29 4-0.29853 ¥4 228,38 4 ~0.07 4 5408.76 4-£.59910 ¢ £.54597 ¢
€ 2+ SN 3 3.4 8 3339.7% 4-4.29258 3 22830 4 ~0.1S ¥ SL47.92 -6.59982 ¢ £.84537 ¢
¢ 2% UL 4 837 ¢ 3293.89 4-6.29513 ¢4 224,26 4 -E.12 0 5684.33 #-0.59840 ¥ £,.84339 ¢
1 21,92 9 $.30 & 3004.88 4-£,29C53 4% 224.27 4 002 & SL04.B4 +-4.59649 ¢ £.33306 ¢
s 18 v 20029 4 £.5T 8 3549.33 4-0.38240 1¢ 224,17 ¢+ B 08 4 SLLE.E2 4-£.59772 % £.63127 ¢
]

SURSRFEI SRS 4T IR M AR FE A S AR R R A ALARERTTASTHAA IS SRR IRT IR LI R IR A R R NS

!lll'lill{{’ll!!iil!lli#’i’ll’{.llll"il{{lOlli(l"ll!iil'll{ll!!.liI!l‘{!8!l'l!‘!ililIiillllll90§$0Gi0|01||l|i0|I’l

i SHORTRANGE PREDICTIVE ABILITY CONPARICCW 3
) THE DATA PRESEXTED BELOY 1S FOR CASE § 29 VHICH KAS AW OBSEhs2) VALUE OF: 228.89 &
SIFIII RIS I AR I I R TR R S LR A R T L
LI REDUCED (LERRNING CURVE) MODEL #0 FULL [CURRATIVE FRODUCTION & PRODUCTION RATE) ROBEL +

# CASES #3318 M IINNNIIIINNPHBRRHHB RN BRI RN

+ USED ¢ PREDICTION 4 T DEVIATION s EST B3 + EST B1 % PREDICTION ¢ 1 DEVIATION ¢ EST 83 s EST BL ¢ ESTEZ ¢
QMBI I R I P I I R HHH R BRI BRITTRG

$ B e UK 173 & 313444 +-0.26513 9 | 20793 4 0.03 & 57065 4-0.599%1 ¢ £.84604 ¢
A0 s 4T 4 1.9 4 39010 -4.28508 ¢ 7Y 4 685 v S0I0.15 #-0.57938 ¢ 3. 8U01Y 2
LI { I B /< I R .60 3 S200.64 +-0.20038 ¢+ 207,90 4 §.58 4 S0L9.90 4-£.59930 ¢ £.54423 #
LI - T B 1 F B .4 MWLM WA B.83 8 SEL0.57 9-0.59900 1 9.00043 ¢
¢ U W0 4 .51 4 20440 4028799 04 2092 4 2.83 8 SMA0.09 €-0.59932 0 0.04435 ¢
+ sy WK 80 3 3RS g 2N 0 N 4 £.82 0 SE4V.50 4-0.59947 ¢ 6006 1
¢ s W .25 4 3298.29 v-4.20058 0 27798 4 600 4 SH48.73 4-0.51920 ¢ 4.08300 ¢
Uy 2092 .82 0 233006 142904 ¢ 2087 ¢ 060 0 SELT.0T 4450960 3 080337 ¢
¢ W LS 4T LSS 1 20009 LT3 WM .18 & SEL4.33 0-4.50008 ¢ 484550 0
€ 19 A8 5,58 4 340608 4-0.29033 ¢4 220.7% 4 0.0 0 SLLL.BY 4-£.59040 ¢ 0.50500 ¢
118 2.4 ¢ 074 0 3549.33 -.30210 &% 222,00 0 £.13 0 SO 059702 ¢ 082100 ¢
11y e e $.83 0 ALY BIMNN 0 106 8 G3F & SUE3.39 0059828 ¢ £.54290 4
¢

T Y Y T Y T S L T T I L e T L A VI I PPN IS T S AR A AT LTI Y S
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