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ABSTRACT

This report summarizes the work performed during the last three years on
an ARO sponsored contract with NCSU for the purpose of investigating the
potential of compound semiconductor and heterojunction devices for
millimeter~wave sources. Both two-terminal IMPATT and three-terminal MESFET
structures were considered. A series of theoreticl device models were
developed and used to investigate device performance. Non equilibrium effects
were considered with the use of a theoretical Monte Carlo transport model.
Prototype IMPATT devices were fabricated from GalnAs/InP grown by LPE and GaAs
layers grown by MBE and OM~CVD. The results of this program indicate that
compound semiconductors should be useful for millimeter-wave sources. In
particular, both GaAs and InP IMPATTs should be capable of conversion
efficiency exceeding 102 at 100 GHz. Three~terminal MESFET devices fabricated
from InP, GalnAs and GaInAsP should be capable of producing useful gain
through at least 60-70 GHz. With sub~half micron gate-lengths, the upper

frequency of these devices could possibly reach 100 GHz.
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I. SUMMARY OF WORK
The purpose of this research program was to investigate the use of :

compound and heterojunction semicoanductor devices for use as millimeter-wave ;

sources. Both two-terminal IMPAIT devices and three-~teruinal FET type devices
were considered. The program consisted of both theoretical and experimentsl
efforts.

A series of comprehensive and accurate theoretical device models were '
developed and used to investigate the high-frequency potential of devices
fabricated from various compound semiconductors. IMPATT devices fabricated
from GalnAs/InP, InP, GaAs and Si were investigated and predicted performance
compared. Device performance was investigated from the low microwave region

to over 100 GHz. In general, our studies indicate that GaAs is the optiaum

material for maximizing device efficiency to a frequeacy of about 40 GHz, InP

works best from about 40 GHz to 60 GHz and Si produces the greatest efficiency

for operation above 100 GHz. The use of heterojunction devices such as

GalnAs/InP shows considerable potential for device development and should be

further investigated. 1In the structure we investigated the GalnAs layer was ;

used to reduce the contact resistance to the p~type InP. Such a structure

should allow the attractive properties of InP for high-frequency operation to

be exploited. Our studies indicate that conversion efficiency greater than

[ 102 should be obtainable at 100 GHz from devices fabricated from both GaAs and {

as MBE and/or OM~CVD will be required. (

T

( InP. Doping profile control, however, is critical and growth technology such
[ Our large-signal, numerical IMPATT device simulations are the first to %‘

predict from basic transport phenomenon device conversion efficiency for GaAs
[ Read-profile devices greater than 20X at Ka-band. Raytheon has reported such

conversion éfficiency for experimental Read-profile devices and previous
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theoretical calculations have not been able to achieve the experimentally
reported results. Our results are due to an improved method for determining
semiconductor uateriﬁl parameters. We use a theoretical Monte Carlo materials
simulation program to determine the required parameters. This technique
provides a method for investigating various semicouductors and examining
material potential. Using this technique we have obtained excellent agreement
between the theoretical results and experimentally reported device
performance.

A MESFET device model has been developed and used to study the
high~frequency operation of three-terminal compound semiconductor devices.
Various semiconductors have been investigated including GaAs, InP, GalnAs,
GalnAsP, and AlInAs. Generally we find that a high saturation velocity is
required for high gain and a high low-field mobility is required for low noise
figure. Although InP is capable of high gain it suffers from high noise
performance. The optimum material for high frequency FET type devices appears
to be GalnAs. At 40 GHz a GalnAs transistor is capable of about 2 db more
gain than a comparable GaAs device. In general, our studies indicate that
MESFET devices with half-micron gate lengths should be useful to about 60-70
GHz. Quarter micron gate length devices could possibly provide useful gain as
high as 100 GHz. For operation above 70 GHz, however, novel device structures
need to be investigated and developed.

High~frequency, nonequilibrium transport effects have been investigated
with theoretical Monte Carlo device simulations. These calculations have
helped provide insight into velocity overshoot and ballistic transport
phenomena. We find that ballistic or near-ballistic transport effects are not
likely to result in improved device perforsance. Our studies of the

planar-doped barrier transistor, for exsmple, reveal that this device is not
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capable of performance comparable to that achieved from standard submicron
gate FETs. Nonequilibrium effects, however, may lead to novel device
structures. For example, the "ensemble effect” revealed in our calculations
(see paper 9 in the appendix) can be used to increase the average carrier
velocity. By using multiple acceleration regions high average velocity over a
significant distance can be maintained. This subject is currently being
examined in more detail.

Experimentally, we have grown epitaxial semiconductor layers of GaAs by
MBE and OM-CVD, and InP and GalnAs by OM-CVD and LPE. These layers have been
used for both characterization and device fabrication. We have fabricated
GaAs IMPATIT diodes from MBE and OM-CVD material and GaInAs/InP devices from
LPE material. These diodes are being tested in a waveguide oscillator circuit
and their performance will be compared to commercial GaAs and Si diodes. We
have developed the facilities to completely RF characterize the devices.

Circuit design work has also been supported on this contract. Our
efforts have concentrated upon the development of circuit design techniques
that will optimize component performance in terms of gain-bandwidth tradeoffs
and parameter insensitive design. This work is summarized in the publications

attached to this report.
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Optimum Semiconductors for High-Frequency
and Low Noise MESFET Applications*

J. M. Golio and R. J. Trew
Electrical Engineering Department
° North Carolina State University

Raleigh, NC 27650

ABSTRACT

An analytic MESFET device model has been used to study the optimum
velocity-field characteristics of materials that are potentially useful
for millimeter-wave and low-noise MESFET applications. Materials of current
interest have been characterized and compared. Results explain the relative
importance of parameters sucn as low-field mobility and saturated velocity.
Vifferences between GaAs and Si performance are explained and a number of
attractive compound semiconductors for high-frequency and low-noise device

fabrications are indicated.

* This work was partially supported by Rockwell International and
partially supported by the Army Research Office, under Contract
No. DAA G29-80-K-0080,
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INTRODUCTION ~ 9

The GaAs MESFET has been utilized in a variety of low-noise applicationms
at microwave and millimeter-wave frequencies. Although GaAs performance has
been demonstrated beyond 30 GHz with corresponding minimum noise figures of
about 4.5 dB (1,25, such operation appears to be appr?aching a limit for
practical operation of GaAs MESFET devices. For this reason, interest in
the use of other compound semiconductors is growing. Recently, special
interest has been giveu to both InP (3,4,5,6) and Ga.47 In.s3 As (7,8,9).

The initial work with these semiconductors has been encouraging.

The purpose of this work is to determine which materials are most
likely to result in optimum millimeter-wave and low-noise ﬁESFET performance.
The frequency and noise properties of these devices has been examined as a
function of electron low-field mobility and high-field velocity. To accomplish
this, a onefdimensional analytic model similar fo the one reported by Pucel

et al. (10) has been employed.

MODEL ASSUMPTIONS AND TECHNIQUE

The model used in this work assumes that the electron transport
propertiés of a material can be simulated by a two-piece velocity-field
relationship. The two-piece approximation (Figure 1) is defined from a
theoretical velocity~field characteristic determineu oy Moncé Carlo techniques.

For electric fields less than an appropriate saturation field, Em’
the electron velocity is described by a linear expression,

v-;bz.
For electric fields above B‘ the electrons move at a constant, maximum velocity,
Vo' The velocity-field curves for several materials are compared in Figure 2.
Using this information, a small-signal equivalent circuit can be determined
and analysed to obtain RF performance prodictions? including power gain and

noise figure as a function of frequency.
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For the first part of this study the theoretical model was used to

determine the relative importance of low-field mobility and high-field
velocity on MESFET performance. In particular, a one-micron gate length
geometry was assumed and the magnitudes of these semiconductor properties
were varied. Other material and geometric properties of the device remained
congtant. The effects ghat low~field mobility and naximum velocity have upon
device figures of merit were thus determined,

In the second part of the study, materials were characterized
according to their Monte-Carlo predicted properties. The Monte Carlo simulations
used for this work have been well documented and are in excellent agreement
with experimental measurements (11,12).

Low-field mobility for the various materials of interest is obtained
directly from Monte Carlo data. Determining the appropriate maximum veloci:y
for materials is wmore involved.

The importance of developing a systematic, well-justified technique for
determining Vo has been discussed in earlier work (13) and in this study,
such a method has been developed. The method involves numerical determination
of the carrier tfansi: time under the gate using an exact velocity-field
relationship. It is then required that the transit time calculated assuming

a two-pilece approximated velocity-field relationship be equal to that of the

7_=3)

exact analysis. This method yields a Yo for GaAs (doped to a level ND = 101 em
in excellent agreement with the value obtained by Pucel (10). Table 1 gives
values for both low-field mobilicy and maximum velocity determined in this way
for several important materials. Note that both of these material parameters

will be doping dependeant.
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The relative importance of low-field mobility and maximum velocity

upon high-frequency and noise performance was investigated by independently
varying these parameters and computing the gain-bandwidth product and
minimum noise figure. The gain-bandwidth product, fT' is a commonly quoted
figure of merit for high-frequency devices and can be defined from first-

order considerations as

fr = gnlz'cgs

where &y is the device transconductance and Cgs is the gate-source

Detthanre §

capacitance. The minimum noise figure computation is developed after
! Pucel et al. (10) and represents the minimum theoretical noise of the
intringic device. Since such noise sources as circuit losses and defect

1 states are ignored, the minimum noise figures here are somewhat lower than

] those measured for lum GaAs devices today.
l RESULTS
The variations of fr and N?min with low-field mobility is presented ;
l in Figure 3. The data for the f, curves is for devices biased with ID'IDSS, ;
while the NFmin data is biased for minimum noise figure, Note that as uc ‘
i is increased, the predicted device gain-bandwidth product increases rapidly ’

for values below about 2000 cmz/v-sec. For values in excess of this limit,

lietle or no improvement is observed, This information  helps to explain why

the frequency response for GaAs is much greater than that for Si, while |
further increases in mobility might yield little improvement in that area. '
Note, however, that increased mobilities do continue to significantly ;
. decrease the predicted minimum noise figure g}
The variations of gain-bandwidth product and minimum noise figure |

with increasing maximum velocity is presented in Figure 4. The increase of 3

£, with Va is almost linear showing an order of magnitude increase in ET with

T
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a corresponding increase in Va* High maximum velocity semiconductors are 12
therefore the most desirable for improved high-frequency performance. It
should be noted, however, that in the range of wmaximum velocity for practical

7. 2x107 cm/sec) very little improvement in minimum

semiconductors (i.e. 1x10
noise figure is nade.
Finally, the material parameters corresponding to the III-V compounds
of Table 1 were used to simulate a 0.5 m gate length device. Maximum velocity
and low-field mobility were determined as outlined above, while the remaining
necessary parameters were determined as described in reference (13). The
devices were examined at two different bias levels: biased for minimum
noise figure and biased for a drain current of 10 mA. Figure 5 illustrates
the available gain of the devices when biased for ID-IOmA and the noise figure
when biagsed for minimum noise figure. Refering to Table 1, it can be seen
that ranking of materials by superior gain predictions corresponds exactly

to the ranking by highest maximum velocity, while the materials which show

superior noise properties are those with highest low-field mobility.

CONCLUSIONS

In conclusion, a number of semiconductor compounds have been characterized
and compared. The relative importance of the transport properties as described
by low-field mobility and saturation velocity has been examined. The results
indicate that for optimum high-frequency response, high-field particle
velocity is more critical than low-field mobility. Thus, a material such as
InP may be favored. Similarly, for ;ptinun low-noise performance, it is

low-field mobility which seems to be most influential. Therefore, a material

such as Ga.471n.53As nay ?c preferred. . :
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Table 1: Low-field mobility, u., and saturation velocity, vm, for several
materials. Values are appropriate for 1 um devices doped to a
level Ny = 10t7cm™3,

l Material ’ uo(cnzlv-sec) vn(107cn/sec)
si 500 1.00

I Ga As 4660 1.30
InP 3490 ' 1.84

I. 63_47111.53433 8900 1f31

( AL JIn gahs 5050 0.99 |
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Figure 1 Carrier velocity as a function of electric field for GaAs
: " doped to Np = 1gl7cm~3,

Figure 2 Static velocity - field characteristics for a number of
semiconductors of interest. The doping level is Np = 1017 cm-3,

Figure 3 Model predictions of gain-bandwidth product and minimum noise
figure as a function of low~-field mobility. Other_na;erial para-
meters used are appropriate to GaAs doped to Np = 1017 en~3

3

" Figure & Model predictions of gain-bandwidth product and minimum noise
figure as a function of maximum velocity. Other material gara-
meters used are appropriate to GaAs doped to Np = 1017 co=3,

Figure 5 Model results of minimum noise figure and available gain as
a function of frequency for several materials of current interest.
The noise figure data is for devices biased to obtain minimum
noise figure, and the available gain information is for devices
biased at Ip = 10 mA.
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Electron transport in planar-doped barrier structures using an ensemble

Monte Carlo method®

M. A. Littlejohn, R. J. Trew, J. R. Hauser, and J. M. Golio

Department of Electrical Engineering, North Carolina State University, Raleigh, North Carolina 27650
(Received 6 December 1982; accepted 11 January 1983)

An cnsemble Monte Carlo method is used to simulate electron transport through narrow high
field regions which occur in planar-doped barrier devices. These structures can achieve average
velocities substantially higher than the static drift velocity corresponding to average electric field.
Increased velocities in these structures arise primarily from two physical mechanisms. These
mechanisms are (1) velocity overshoot and related ensembie hot electron effects, and (2) an
_ensemble effect due to the collecting nature of the low field/high field boundary, which is not due
to hot electrons. Ballistic-like transport can occur through narrow high field spikes. However,
ballistic transport is not the major contributor to high ensemble average velocities due to
scattering in regions adjacent to the high field spike. Ensemble average velocities at a given point .
in a device are influenced by the field distribution ahead of this point as weil as that belnnd it.

PACS numbers: 73.40.Lq, 85.30.Mn

I. INTRODUCTION

The study of transport in semiconductors on short time (=1
ps) and distance {x=0.1 um) scales has identified velocity
overshoot'® and bailistic transport* as potential mechan-
isms for increasing carrier velocity. Such studies receive im-
petus from advances in lithography and materials growth

techniques, as well as the desire to realize innovations and

improvements in high speed, high frequency devices.

The planar-doped barrier is a majority carrier rectifying
structure which is potentiaily capable of high speed applica-
tions based on hot electron transport phenomena. '>** Since
majority carrier transport occurs over dimensions less than
0.1 sm and through narrow high field spikes, the planar-
doped barrier can possibly exhibit both velocity overshoot
and ballistic transport. Other ensemble effects not specifical-
ly due to hot carriers can also enhance the dynamic velocity
response. ' The purpose of this paper is to discuss transport
mechanisms in planar-doped barriers using data obtained
from ensemble Monte Carlo simulations. The results suggest
that the dominant transport effects are velocity overshoot
and ensembie effects due to the low field/high field boundar-
ies and the field distribution.

il. TRANSPORT MODEL

The details of the ensemble Monte Carlo method have
been described previously.* The capability to include nonun-
iform spatially varying electric field distributions has been
incorporated into the Monte Carlo procedure.'*!* In this
paper, we employ a series of electric field “steps,” which
represent the ideal fleld distribution in a plum-doped bar-
rier transistor. !

The planar-doped barrier is an 71 *=A—p * ~-n* structure
grown by molecular beam epitaxy.'®!? Thep* region is thin
enough to be depleted of free carriers. Also, the lightly doped
n regions are negligibly doped compared to the p* region.
Thenegative charge in the p* layer is neutrslized by positive
bound charge in the two heavily doped n* regions. If an

impuise charge density is assumed, the resulting step electric
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field distribution leads to a triangular electron potential en- -

ergy barrier in the conduction band. Current flow through
the barrier is asymetrical with applied voltage when the two
n regions have different widths.

Two barriers can be connected to form a three terminal
planar-doped barrier transistor.'!!? The field profile for an
ideal planar-doped barrier transistor is shown in Fig. 1. Ty-
pical dimensions are specified. The base width is 0.2 4m, the
emitter-base junction width is 0.25 um, and the collector-
base junction width is 0.45 um. The area charge density is
5.5% 10~® C/cm? for the emitter-base junction p* acceptor
plane, and 3.8 10~% C/cm? for that of the collector-base
junction. Figure 1 also shows the field profile whic: results

from an emitter-base forward bias of 0.15 V and = a=i4ctor- -

base reverse bias of 0.3 V. The equilibrium basrizr heights
are 0.2 eV for the emitter-base junction and 0.15 ¢V for the
collector base junction.

L. SIMULATION OF A PLANAR-DOPED BARRIER
TRANSISTOR

Field profiles of the form shown in Fig. 1 are used in the
simulations. An ensemble of electrons (typically 2000-
10 000) is released at x = 0. This ensemble is transported
across the transistor to the collector boundary. During
transport, the electrons undergo scattering according to the
normal GaAs scattering mechanisms. * The region 0<x<L is
subdivided into equally spaced regions of width 4x = L /A,
where M is typically 100. Smaller spacings are used for the

‘very narrow field spikes. Each particle in the ensembie is

tracked and the ensemble average velocity in each 4x bin is
accumulated. A particle reaching the collector-base junction
with a kinetic energy lower than the collector-base barrier
height is removed from the ensemble. A particle can initially
traverse the collector-base barrier and then be backscattered
into the base. If such a particle approaches the collector-base
barrier again with less kinetic encrgy than the barrier height,
it is then removed from the ensemble. Thus, the ensemble
average velocity of particles which reach the collector is

® 1903 American Vacuum Society 4“0
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FIG. 1. Electric field distribution vs distance in an idea! planar-doped bar-
rier transistor with and without bias voltages.

computed. Unless otherwise stated, all calculations present-

ed will be for GaAs with material parameters used previous-

Iy.*

Figure 2 [curve (a)] shows ensemble average velocity for a
planar-doped barrier transistor with 1000 A base width and
300 A widths for the emitter and collector high field spike
regions. For convenience, the indicated field polarity is posi-
tive downward in this and subsequent figures. Also, the
emitter-base and collector-base barrier heights are 0.21 and
0.05 eV, respectively and the n™* regions illustrated in Fig. 1
are agsumed to have zero thickness for these simulations. In
Fig. 2, there are four regions of interest. The first is the re-
gion prior to the emitter-base high field spike where the ve-
locity rapidly rises to above 2 X 10’ cm/s. The second is the
region within the emitter-base high field spike where the ve-
locity rapidly rises to between (3—4) X 10’ cm/s and then falls
to below 2 % 107 cm/s. The third region is the base where the

22

TasLe §. Calculated values of transit time (r, /= (27} ~*, and ratio of the
number of carriers coliected to the aumber lost in the base (N /N, ) for two
values of collector-base barrier height (¢¢).

Base éac =0.11eV bsc =0.16eV

width (27! (2w ?

(A) rips)  (GHD) Nc/N, ripst  (GHZ Nc/N,

2000 6.1 26.1 1.5 6.3 253 30
1000 53 30 33 56 284 6.7
250 48 . 132 17 $.1 312 3t

velocity varies slightly, and the fourth region is the base-
collector junction where the velocity is well above 2 107
cm/s for over 0.1 um. The details of these regions will be
discussed in the next section. Also, curve (c) in Fig. 2 shows
the ensemble velocity for a transistor with a base width of
250 A (all other parameters remain fixed). The results are
similar to curve (a), with the velocity in the base increasing to
above 2.5 % 107 cm/s in this case.

Using data of the type shown in Fig. 2, the transit time 7
across the device has been calculated as a function of base
width. Values of r are shown in Table I for two different
values of collector-base barrier height. Also shown in Table I
is the value of f= (2#7r)~'. While f is not the true cut-off
frequency for the device, it represents a lower bound to the
cut-off frequency. The values of r in Table I properly reflect
the emitter- and base-transit times. However, the actual col-
lector transit time will be shorter. Thus, GaAs planar-doped
barrier transistors should operate above 30 GHz with base
widths less than 0.1 zm. Table I also shows corresponding
values of Nc /Ny, where N is the number of carriers reach-
ing the collector and N, is the number with insufficient ener-
&Y to cross the base-collector barrier. The values of N./N,
can be equated with the d-c common emitter current gain
based on a simple transport model.* In the simulations, cur-
tent gain greater.than ten can be achieved in planar-doped

s T T T T T

¢) 280 A Bose Width

VELOCITY (107cm/sec)

DISTANCE (um)
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barrier transistors with base widths less than about 1000 A.

Figure 3 shows the ensembie average velocity for a struc-
ture with material parameters the same as Gag 4y Ing 5; As'®
for three different values of intervalley energy separation
A€, . The device parameters are the same as those in Fig. 2
with base width = 1000 A. Until the final field step in the
collector region, the transport in this material is not drasti-
cally different from that of GaAs. In the collector, the veloc-
ity transition and final velocity value is greatly influenced by
A€, . This illustrates that transport in this region is in-
fluenced by velocity overshoot.'? Also, increased speed and
frequency performance can be expected in planar-doped bar-
rier transistors fabricated from such ceatral valley dominat-
ed materials as GalnAs.'*

IV. DISCUSSION OF TRANSPORT MECHANISMS

In the region to the left of the emitter-base high field spike
there is a large increase in the ensemble average velocity.
This velocity increase has been shown to be due to the col-
lecting nature of the emitter-base high field boundary.'* A
carrier which crosses into the region x> 0.2 um has a low
probability of being scattered back into the low field region
x<0.2 um. The probability for such backscattering de-
creases as the barrier height of the emitter-base high field
spike region increases. This is illustrated in Fig. 4, which
shows the ensembie average velocity for high fleld spikes
with barrier heights of 0.06, 0.12, and 0.3 eV. The Monte
Carlo data points for an ideal collecting barrier are also
shown. These data points were generated in s separate
Monte Carlo simulation for which all particles reaching
x = 0.2 ym were removed. The 0.06 eV barrier is not quite
an ideal collecting boundary, while the 0.12 and 0.3 eV bar-
riers are essentially ideal. Our simulations have shown thata
barrier height of 0.1 eV or greater acts as aa ideal collecting
boundary in planar-doped barrier structures. For barrier
heights greater than 0.1 eV, there are very few particles at the
boundary which have negative velocities.

The data shown in Fig. 4 also relates to transport in the
base region of the plansr-doped barrier transistor. The en-

J. Vee. Scl. Technol. B, Vol. 1, No. 2, Apr.~June 1963

semble velocities reach a maximum of between 2.7 X 10” and
3.8 X 10” cm/s within the high field region, depending on the
field value. Also, the ensemble velocities decrease rapidly
before the high-to-low field transition occurs. Outside the
high field region, the ensemble velocities for step field values
of 20 and 40 kV/cm stay above the steady state velocity (¥, }
for the 1 kV/cm background field. This behavior is unex-
pected based on the expected quick acceleration propsoed
for the planar-doped barrier transistor.'! In this picture, the
emitter-base-high field region is kept small enough (=150-
300 A) so that collisions are unlikely. These electrons are
then ballistically launched into the base region where they
are expected to travel up to 0.3 um before losing a large
fraction of momentum.'"-!? While Fig. 4 shows that the ve-
locity in the base is higher than ¥, for fields of 20and 40kV/
cm, and that it can stay high for a substantial distance (i.e., a
few hundred angstroms), the ensemble velocities are lower

o - 10EAL. COLLECTING
SOUNGARY AY 2202 um

»
I
——— e ————

A
[]
8
FIELD (Bv/cm)

) I;(nl --20
D L

F16. 4. Ensemble average velocity vs distance for high fleld spikes. The
electric fleld intensities for the spikes are 20 kV/am [curve (a)]. 40 kV/c
[cueve (b)), snd 100 kV/ca (curve (cj] over a distamce of 300 A. The values of
¥, shown indicstes the steady state aversges velocity in the | kV/cm back-
ground fleld.
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by a factor of 2 than would be anticipated based on the quick
acceleration argument.

As proposed in the quick acceleration model, our simula-
tions show that the ensemble can be accelerated ballistically
through the emitter-base high field region. This is illustrated
in Fig. 5, which shows ensemble average kinetic energy ver-
sus distance through a 70 kV/cm, 300 A high field spike.
When the L (111) conduction band minimum is removed
from the simulation, the ensemble average kinetic energy at
the edge of the high field spike is 0.21 eV. This is the energy
gained ballistically from an electron traveling 300 A in a 70
kV/cm field. The ensemble actually travels ballistically for a
distance of about 350 A since the energy does not change
abruptly when the field changes. However, when the upper
{satellite) valley is included, the ensembie is not accelerated

" to the ballistic energy, but reaches a maximum of about 0.16

eV. In both cases the kinetic energy decay occurs over a

: rehuvelyloud:mmmdmungahmwdm

InFimedS,theeneruwhxchmbeMym-

. parted to an electron from the field spikes are less than 0.33
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eV, the energy separation between the central (") and satel-
lite (L ) valleys (A€, ) in GaAs.* Questions then arise as to
why intervalley scattering affects the velocity and energy
shown in Figs. 4 and §, respectively. The energy shown in
Fig. 5 is total ensemble average energy for all particles in
both I” and L valleys. We have previously shown that the
distribution of carriers in the I” valley extends to much high-
er energies than the ensemble average kinetic energy for
fields well above the threshold field.'® This energy redis-
tribution occurs very rapidly (=~-0.5 ps) when electrons are
injected into & high field region. Thus, for the cases illustrat-
ed in Figs. 4 and 5, the energy distribution in the I valley
extends to energies well above 4, , and intervalley scatter-
ing is important in spite of the fact that the ensembie average
kinetic energy is well below 4 -, .

For the fields and dimensions considered, the dominant
scattering mechanisms in the GaAs planar-doped barrier
transistor are polar optical scattering, ionized impurity scat-
tering, and intervalley scattering.'® Intervalley scattering is
highly isotropic, while polar optical scattering and ionized
impurity scattering are primarily small angle scattering
events. '?% If isotropic scattering becomes a significant frac-
tion of the scattering events in the base there will be a large
number of electrons which are backscattered toward and
into the emitter-base high field spike region. Since most of
these carriers do not cross the barrier back into the emitter
region, their negative velocities lower the ensemble average
velocity in both the base region and in the emitter-base high
field spike region. This is apparently the mechanism for ve-
locity reduction in these regions (Fig. 4). The increase in
intervalley scattering is enhanced becsuse the energy relaxa-
tion time is large. Since the ensemble average energy in the
base region remains high over a substantial distance, the
scattering rate for intervalley scattering remains high until
the energy decays sufficiently. The scattering rate decreases
uthcenerudmwhichfunhuprolmptheeueu
relaxation.

Figure 6 further illustrates these points. The ensemble
average velocity is shown for a 20 kV/cm step field occurring

w »

VELOCITY (10" cm/sec)
N

=== FIELD
-—— VELOCITY

P1G. 6. Ensemble sverage velocity vs dis-
tance for a 20 kV/cm step field [curve
(al] and 2 20 kV/cm, 1000 A fiedd spike
[curve (b)).
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. atx =0.1 zm and for a field spike of 20 kV/cm at x = 0.1

pm with a width of 0.1 um. For x> 0.1 um, the ensembie
average velocity for the step field is larger than the ensemble
velocity for the field spike. The potential barrier for the field
step is 0.2 eV across the 0.1 um distance, which is more than
adequate to prevent backscattered particles from crossing
the barrier into the region x <0.1 zm. However, the poten-
tial barrier decreases linearly for the field step, and is 0.4 eV
at = 0.3 um and 0.6 eV for x = 0.4 um. Thus, carriersin the

" region x> 0.2 um are more readily backscattered into the

region 0.1<x<0.2um for the field spike than for the stép

" field. Also, Fig. 7 shows the ensemble average energy for

these two field profiles. The ensemble average energy is
greater for the step field in the region x > 0.2 um because the
carriers gain additional energy from the higher field. The
decay to steady state is faster because the amount of energy
loss required for the step field distribution to reach steady
state is less than for the field spike.

Thus, isotropic scattering plays a major role in real space
transfer devices by reducing the ensemblie average velocities
in the base region and in the emitter-base high field spike
region. The effects of isotropic scattering on transport in real
space transfer devices and other quick acceleration schemes
cannot be eliminated. However, to a first spproximation, its
effects on velocity reduction in the base region can be mini-
mized by limiting the energy which can be imparted ballisti-
cally in the emitter-base high field spike region to less than
about one-balf the intervalley energy separation. Thus,
gEd <0.54 ., , where E is the emitter-base accelerating field
and d is the width of the accelerating field region. This was
the case for each value of 4 in Fig. 3, and is the reason
there that the emtitter- and base-region transport are not af-
fected by 4, . It is important to realize that transport of 8
distribution of carriers in & device {ensemble transport) is
infiuenced by the fieid distribution both behind and ahead of
the mean dipiacement of the distribution. This is a unique

& Vas. Sol. Teshnel. 8, Yel. 1, Ne. 2, Agr.~june 1983

ensemble effect which is not predicted using single particle
ballistic or scattering models.

V. CONCLUSIONS

The GaAs planar-doped barrier transistor is a three termi-
nal device capable of operating at frequencies above 30 GHz.
Ballistic transport, velocity overshoot, and ensemble effects
all play a role in the physics of this device. Based on the

results presented here, factors which should be incorporated
_ indevice design are (a) the emitter-base barrier height should

be greater than about 0.1 eV, (b) the base width should be less
than about 1000 A, (c) the product of field times distance in
the emitter-base field spike should be less than one-half the
potential due to intervalley energy separation, and (d) mate-
rials with high intervalley énergy separations should be used
to increase the velocity in the collector-base junction.
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A Brosd-Band Amplifier Output Network Design
ALFY N. RIDDLE anD R. J. TREW, MEMBER, 1¥SE

Abstract —An amalytic design method for a lossy gain-compensating
network is presented snd the sdvantages of lossy metworks sre discusved.
Examples of two-stage amplifiers using FET's and bigolar transistors are
presented 10 show the feasibilicy of this particular network in low power
amplifier designs. These amplifiers obtain gains of 154=0.5 dB with »
2.5dB maximum noise figure in the 4.0-6.0-GHz frequency range and
|u°uam--ui-mvswnulnlmmu-u-cm
frequency range, respectively.

L. INTRODUCTION

Lossy gain-compensating output networks can provide lower
input reflection coefficients, a lower amplifier aoise figure, and a
more predictable amplifier design (1). The resistive nature of this
type of network may also improve amplifier stability and distor-

Manuscript received July 17, 1981; mwo 1981.
The suthors are with the
Carolina Stase University, WNCZ‘MSO

tion by reducing standing waves within the amplifier. Although
lossy broad-band gain-compensating networks are often used
[1]-(4), explicit, analytic design techniques for these networks
have not been reported.

This paper presents an output circuit design based upon a »
matching network combined with a bandpass/bandstop diplexer.
As 2 result, this network contains botii the drain supply induc-
tance and the dc blocking capacitor, which are needed in any
output network, as integral elements. Explicit formeles for the
element values of this network are derived and presented shortly.
This method is different from previous methods [1] because this
technique allows the device load to approach 50 O as frequency is
decreased. However, this network is similar to that used in (2]
and (3) in that the supply voltage is inserted through a quarter-
wavelength shunt stub and a series resistor. This method results
in greater stability and tunability for the amplifier.

A bandpass/bandstop diplexer is more useful than a simple
low-pass/high-pass diplexer because it provides an exact match
at one frequency, and 2a arbitrary amount of attenuation (limited
only by network elersent Q's) at any frequency. Diplexing net-
works may be used in cither input or output networks depending

0018-9480/82 /0200-0192$00.75 ©1982 IEEE
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on noise figure, power output, stability, and other amplifier
constraints. This paper considers the characteristics of a resonant
diplexer in the output network. -
II. Nerworx Design

The output network is designed in two parts. First, a » network
matches the transistor output impedance to 50 Q at the highest
frequency of interest f;,. The insertion loss of this network IL,, at
the lowest frequency of interest f/;, is calculated and subtracted
from the total loss desired for gain compensation /Ly to give the
loss required of the diplexer /L,. This may be expressed as

IL(f)= IL( o)+ TL,(f.)= MAG(f,) — MAG(fy) (1)

where ILp(fu)=0=ILfy)=ILfy). 30d MAG(f) is the
maximum available gain of the device and input network at the
specified frequency. In this paper, insertion loss is in decibels,
and is with respect 10 the maximum power available from a 50-0
source. This simple two-point method of compensation works
well for the gradual gain versus frequency siopes of single-stage
amplifiers. The diplexer center frequency is fy, and the diplexer
bandwidth is determined by the required loss IL,, at f;.

A standard parallel RC network equivalent circuit is derived
for the transistor output impedance. This circuit may be derived
in a conventional manner from Sy(fy) in the unilateral case,
from the conjugate of the output match reflection coefficient for
minimum noise at f, or from the conjugate of the complete
match reflection coefficient at f,,. In the » matching network
shown in Fig. 1, Rq and C, are derived from the transistor output
admittance. It is worth noting that L, consists, at least in part, of
the bonding wire to the transistor chip from the microstrip
circuit. The equations for this matching network are derived by
separating the network at node 4 in Fig. 1 and writing expres-
sions fer the impedances looking towards R, and R;. Real and
imaginary (one direction being conjugated) parts are equated to
obtain a match Thus, we have

Qo=wyR L) (¢3)
R 172
QL*"NRLG‘[T:(Qg*l)“| @A)
G =;-%g: ()
R | "
|+Qo |+QL
where wy =2wf)y,.

The insertion loss for this aetwork may be derived by describ-
ing the network as an ABCD matrix seen from R,. The matrix
clements may be converted to S-parameters via the relation (5]

2YR,R,

Sulie)= GOR T DR, + B(jw)+ C(0)RoR,

(%)

and expressed as an insertion loss in decibels by
IL,(jw)=10log|Sy(jw))?

AR R,

A [J

Ro LS

Fig. |. « mawching network. R, snd C, are the i tput equi
circuit

Le Cs

Fig. 2 Resonant diplexer network for lossy gain compensation.

Fig. 3. Distributed form of output network for lossy gain compensstion.

where X, = wyL,. Since the diplexer preseats a constant 50 8 w0
this network, this insertion loss is affected mainly by changes in
the elements of the transistor output equivalent circuit. The FET
design shown later suffered very little from an 85-percent change
in its output conductance across the operating frequency range.
In these situations an average output conductance weighted to-
ward the top of the frequency range may be useful. The mismatch
of the » network at /; has not beea found to disturb the diplexer’s
characteristics. The desired diplexer loss /L, at f; determines the

diplexer bandwidth by the relation
BW= fl% "fj.z ©)
Jufi(10"/0 = 1)
which comes from the expression
L,=10log (71)
T
Iule

where /L, is a positive number and the bandwidth BW is
normalized. This equation is a rearranged form of the insertion
loss for a simple resonant network. The equations presented
below for the diplexer in Fig. 2 may be found in any setwork
synthesis text {6)

=10log

[rorr-(2 =) xeoren)| [ R )szL}],

©)
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c,=”' (%) output of the amplifier is taken from the diplexer's series LC
Ouy circuit. Fig. 3 shows the entire output network in distributed
form; with Z, =4w,L, /%, Zs = wyLs/tan(2wis/\), and Yy =
Lg =—-(50) G (8b) wyC,;/an(2wly/\), where !/ is the transmission-line length. These
lumped to distributed network equivalences are derived by equat-
w m;mslopaoﬂhedemenulnhedmmdemwheqmcv
L,=—}—1=(50)’c, )
™ .
G = 2l (8d) III. Examrizs
wil Amplifier designs using a Motorola MRF901 and a Hewlett-

1n the final network, the diplexer replaces R, of Fig. 1 and the

Packard HFET-1101 are shown in Figs. 4-7. These designs were
analyzed and optimized with COMPACT. Figs. 4 and 6 show the
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characweristies. (a)

S31(db). (B) |Syy[. () |Snl-

5 and 7 show the characteristics of a two-stage cascade of each
amplifier before and after optimization, with the solid lines
optimization, -

representing

The MRFS0! amplifier was designed for minimum input re-
Bection coefficient and maximum flat gain over the 1.0 10 2.0-GHz
frequency range. The equivalent circuit for this device was based
on a complete conjugate masch at 1.0 and 2.0 GHz. Because this
transistor’s input circuit appeared 23 a dominanty inductive
series-resonant circuit, an iterative Smith Chart procedure was
used o desiga the imput oetwork. The output network was
designed according to the equations of the previous section. Since

the MAG of the MRF90] was 8.0 dB at 2.0 GHz and 13.8 dB at
1.0 GHz, 5.8 dB of insertion loss was required of the output
petwork at 1.0 GHz. This insertion loss was composed of 1.05 dB
of « network loss and 4.75 dB of diplexer loss. The diplexer loss
of 475 dB determined a bandwidth of 1.065. Figs. 4 and 5
indicate that this design was easily cascaded and required no
optimization. Lossless gain-compensating output networks were
tried with this combination of device and input network with less
predictable results. Figs. 5(a), (b), and (¢) show maximums of
=14 dB of gain varistion around 16.8-dB gain, 1.78:1 input
VSWR, and 6.2:1 output VSWR

The HFET-1101 amplifier was designed for minimum noise
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figure in the 4.0 to 6.0-GHz frequency range with a maximum flat
gain. The analytic approach used in (2] was the basis of the input
network design. This input network was designed to match the
conjugate of the optimum source impedance for low noise at 5.0
GHz. Interpolation was used to derive this impedance from the
published data at 4.0 and 6.0 GHz. The network clement values
were derived from an 2 =3, 0.01-dB ripple, Chebyshev low-pass
prototype {8]. The first impedance inverter (X,,) was omitted
from the final design because its 50.75 Q impedance contributed
little to the overall match.

The transistor output equivalent circuit was derived from the
conjugate of the reflection coefficient for a matched output with
minimum noise. The unilateral gain approximation as described
in [9] was used to find the maximum amplifier gain at 4.0 and 6.0
GHz. The source reflection coefficient derived from the conjugate
of the transistor input equivalent circuit at 4.0 and 6.0 GHz was
used in this unilateral gain approximation. This required 3.55 dB
of loss at 4.0 GHz. A maximum gain of 8.45 dB at 6.0 GHz was
expected for the amplifier. The diplexer network needed to
provide 2.85 dB of the 3.55-dB loss, and s0 a normalized band-
width of 0.864 was used. Although the cascade of two identical
single-stage amplifiers provided acceptable results without adjust-
ment of any of the circuit elements, optimization improved the
gain flatness and output reflection coefficient. The noise figures
of 2.1 dB and 4.0 GHz and 2.35 dB at 6.0 GHz were changed to
1.9 dB at 4.0 GHz and 2.48 dB at 6.0 GHz during optimization.
The relatively high VSWR of this amplifier’s input, as shown in
Fig. 7(b).uduetopmdmganopumumsoumempedmfot
noise minimization.

The formulas presented in this paper are useful whenever the
equivalent circuit of the device is a parallel RC network. There-
fore, bipolar transistor amplifiers operating weil below the device's
fr may contain the circuit just presented as an input matching
network.

IV. ConcLusioN

A simple output network was shown to simuitaneously provide
gain-compensation and a predictable amplifier design. The feasi-
bility of this design method was demonstrated by cascading two
identical single-stage amplifiers and calculating the total ampli-
fier S-parameters before and after optimization. Although the
input and output networks were designed by treating the ampli-
fier as if these networks did not interact, the actual resuits agreed
well with simple theory. Explicit formulas for the design of
lumped and distributed output networks were presented.
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PARAMETER INSENSITIVE MATCHING CIRCUITS S-1
FOR LOW COST INTEGRATED CIRCUITS*
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ABSTRACT

A anew theory for increasing the tolerance of
aatching networks to load variactions 1is presented.
This theory 1is based on wmatching the angles of the
chaages in S11(f) due to frequency and load variations,
and its use can double sllowed davice tolarances in
many cases. As a byproduct, this theory also shows why
Chebyshev matching filters have poor tolerances. Exam-
ples are given showing as much as an order of magnitude
improvemsant in circuit tolerances.

INTRODUCTION

The mnanufacture of wmicrowave amplifiers, mixers
and oscillators must include component and device tol-
erances in the design procedure-if lower cost aand more
reliable circuits are to be produced.. A new theory for
maximizing the tolerance of mstching nactworks to load
variations is preseated here. The Coleraace of $))(f)
to variations in the load, or any other coaponenc, is
maxinized when the variations cause s change in Sy(f)
that {s perpendicular to the. direction of Si1(f).
Kaowledge of the angles of the differencial changes in
$11(f) with frequency and load varistions allow the
design of matching networks with a maximue tolersace
over a band of frequencies.

The coacern here is to maximize the tolerance of a
circuit to variations 1in the sctive device used. Por
the lossless networks discussed here, it has been found
that the magnitude and frequency variation of the lapuc
reflection coefficient determines the sensicivity to
load variations. Siaple formulae are preseated for
both differencial and large change sensitivities in
teras of S—parameters. These formulae, along with the
nature of matching networks allows us to establish
worst case tolerances., aod show how macching necwotks
capable of doubling the cypical worst case load tol-
erance umay be designed. Also, the rapid changes with
frequency dus to the ripples of a Chebyshev network
will be shown to decrease its tolerance relacive to
what is possible with aatching networks using a flat
mismacch equal to the pegk of the Chebyshev. Simula-
tions of narrowband asnd broadband feedback FET ampli~
fiers i{llustrate these conclusions.

THEORY

By using an ABCD matrix representation of s
matching network, wve may see the transforsation from
the load iomittance to the input reflection coefficient
as two bilinesr transformations. This means that since
changes in the real and imaginary parts of the load are
orthogonsl, resulting changes in the iaput reflection
coefficient will be orthogoaal. Since we usually waat
to Lacresse the toleraace of the circuit to resctive
variations in the losd, wa may exploit this orcho~

*This work was supported by the U.3S. Army under con-
tract DAAG29-80-K-0080 and by an Office of Naval
Research Fellowship.
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gonality cto increase our tolerance. The following
equation will prove useful, and is derived assuming
Z2(f) =R+ 3 X (£):

aSu(f)_J $21(£) 8)2(f) 28
% (D 7 2L (D)

Figure ! shows the center of the reflection coefficient
plane with a circle enscriding the maximum tolerable
reflection, Ppey. A point, S11(fy) 1s located inside
this circle and represents s poilat on the curve of
input reflection coefficient versus frequeucy for the
amplifier. Increases and decreases in the device reac-
tance. typically the iaput cspacitance, will cause the
point Sy (f,) to move. This differential movement is
given exactly by equacion (1) for any network descrid-
able via S-parameters.. .

——

Figure 1. Reflection plane. .The circle of maximua
tolerable reflection, [yay. and the circuit
reflection coefficient ac f,, 511(fy) are
showa. The dashed and alternating lines
show the ainimus and maximus absolute
chaages in Syj(fy), raspectively.

The alternacing line of Figure 1 shows the maximua
symsstric tolerance about the point S31(f,). The
dashed line of Pigure 1 shows an asysmetric Ctolecance
vhich for practical purposes should be lisited to its
saxinua syametric variacion. This shows how variactions
in the device capacity will hsve a ainimum tolerance if
they cause radisl excursions in S;3(f,) and & maxi~
asum tolerance if they cause excursions of S11(f,) aloag
the alternating line of Figure l. As a reminder, the
tolerance i{n the device capacity would be thst percent-
age change vhich caused $)1(fo) to lie on the lpex
ciccle.

The next step toward a more tolerant network lies
{n the expression of the chaage fa S1)(f) with fre-
quency as given by the equation

28y () .} $21(£)812(8) X

& —mm &

. $212(8) (C LT AOC) 2.2(8) +
2z n ¥

C 3 4 p DA . 00 . g3C Y2z (r) + DO - 30D |
("% % wCw w @
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where A, B3, C, and D are the paraseters of the ABCD
matrix for the input matching network. Equation (2)
shows that for all low O or resistive matching networks
the absolute direction of 3S))(f)/df is exactly the
sama as that of 238;)(f)/3X. depending only on the sign
of 3X/df. Por chese nectworks resctive variations in
the load have their meximus tolerance vhen the S§y(f)
is a2 constant over the passband. i.e. the matching
filter has a flat mismatch response. While practical
networks are not resistive and rarely low 0. equation
(2) lesds to the conclusion that nstching networks
should provide s flat mismatch at least over the center
of the band and snould not have large ripples such as a
Chebyshev filtar. These conclusions will be elsborated
on via examples on Chebyshev sand Butterworth mstching
filters, as well as a bdroadband FET feedback amplifier.

Another result of this study is given by equation
(3) which gives the maximum percentage tolerance of a
series or parallel 1load capascitance assuming that
8$11(f,) = 0, the matching netvork is lossless, the net-~
work is also reciprocal, and the percentage change in
the capacitance is small?

% tolerance = _"'_"_'i . Tnax (3)
of 1-Tagx? .
where Q¢ is the Q of the load at f,.
Lz C2 et Lt ~Cs¢ L,

4 | HTY\:L
1 1 c:
T STH g

L C LaC
1 v 3v3 X0

Figure 2. Idealized bandpass matching filter for test-
ing tolerances to load, 7 (f) and circuit

variations. See Table I and Figures 3 and 4.

RESULTS |

The network of Pigure 2 was used to exsaine the
tolerance of ideal Chebyshev and Butterworth responses
to variations in the load capacitance. The load is a
narrovbend model of the input iapedsnce of s 250 u wide
FET used in the 3.7 to 4.2 GHz range. Note thst ideal
responses were obtained by neutrslizing the losd resc~
tances with negative components sud using an ideal
transforaer. Pigures 3 and 4 are plots of third order
Cnebyshev and Butterworth bandpass filters with a
normal sod 22 high FET capacitance. These plots are
only from 3.75 to & GHz for clarity, and have the
normal capacitance, .3 pF, as the circled points end
the high value as triasngular points. These filters
were designed for pesk reflections less than .26 froa
3.7 to 4.2 Gis.

The probleam with the Chebyshev filter is not omly
that the reactance variation causes & change in 8);(f)
that is not quice tengent to $);(f) at cthe ripple
peaks, but that the change in S$11(f) due to reactive
load varistions becomss tangent to the curve of 3);(f)
at higher frequencies. This msans that the rapid mag-
nitude change in $;|(f) causas reactive variations in
in the load to csuse near radial variations in S3(f)
and thus 8 lower tolerance. Chebyshev responses are
only optimal when passband and pband resp are
considered. As csn be seen from Figures ) and 4, the
ajssatched Butterworth response has & grester tolerance
in the w=idband even though its swasllest reflection is
equal to the pesk reflection of the Chebyshev. The
Buttervorth filter's tolersnce is reduced at the band

2
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Plot of Chebyshev filter response (circles)
and response with load capacitsnce, Cg, {n-
creased by 2% (criangles). Also shown is
the maximum allowable reflection, Tnpgx *
+333. Only 3.75 to 4 GHz of the 3.7 to 4.2
GHz response is shown for clarity. Note re-
sponse variation to load capacitance becomes
tangent to the response curve as frequency
is increased (dashed lines). See circuit in
Figure 2.

Figure 3.

Plot of Butterworth filter response (cir=-
cles) and response with load capacitance.
C¢, increased by 2% (triangles). Also shown
is the wmaximunm allowsble reflection, lggy =
.333. Only 3.75 to 4 GHs of the 3.7 to 4.2
GHz response is shown for clarity. Note re-
sponse variation to load capscitance b

tangent to response curve in the midband
(dashed lines). See circuit im Pigure 2.

edges because variations in the losd reactance cause
changes in S1)}(f) which begin to be normsl to the var-
iation in S31(f) with frequency. Since the Buttervorth
filter has near 1deal tolerance properties in its wid-
band, wodifying its band edge response will lead
tovard optimally load tolerant filters.

The subject of load tolerant filters in lossless
reciprocal structures demands selecting filter proper~
ties that yield the highest tolerance to variatons in
reactive or resistive variastions in the load. Recipro-
cal structures wust tely on loss or angular relations
for tolerant design, a&s seen vis the S3;(f) end Sy2(f)
terms in equations (1) and (2). The $12(f) ters in
equation (1) shows how circulators send isolators allow
tolerance to load variations in nonreciprocal networks.
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TABLE 1
BANDPASS MATCHING FILTER TOLERANCES
Allowed Element Tolerances (%)
for Tpgy ™ 333 and BW = 3.7-4.2 GHe
(see Figure 2)
Circuit Parameters
Device Circuit
Filter Q P max Ce i 2
Chebyshev 6.25 .278 1.22 >.52 Ly >.5% ¢y
Bucterworth 4 <28 (.25 midband) .82 . >i% Cy >1Z L3
Butterworth 4 .21 (.164 midband) 2.12 >3z ¢ >62 Ly
Buttervorth .25 .278 2.2 >2 a >8% L¢
Ideal (eqtn 3) 0 0.0 3.9%
TABLE II
MATCHING FILTER TOLERANCES
Allowed Element Tolerances (%)
8rosdband FET Amplifier (1-9 GHz)
for Fgax = -333 and Sp>1.75
Macching Filter Device Circuit
Filter 1 (pF) Ly(aH) Ce 1 2
Tuned ’ .37 .92 >.52 >.5% L . V1% gg
Flattest .2 .7 >6% 11T gy >13% Ryy
b4
A second point of clarificacion concerns the straight 4"'- T —T v X
lines drawn in Figure l. Of course, the bilinear —
property of necworks causes all variacions co have a

finite curvature., This is mosc familiar to those using
the MAP function of COMPACT. The rasult of this is to
cause the calculscions based on the sctraight lines of
Figure 1 to be approximace.

Various bandpass networks represented by Figure 2
were tesCed for cheir tolerance characteristics over
the 3.7 to 4.2 GHz band with [ggy = .333. Table I pro-
vides information not only about load variations, bdut
also about talerances to filter components aad che
rtesults of equation (3). The tolerance information is
glven for a meximum S;)(f) = .333 with only one compo~
aent being varied. The additional tolerances in Table
I are for the first aad second most sensitive network
elements, as labeled, and cheir actual tolerance is
less cthan the next higher integer.

Table II gives the colerance results for a broad-
band FET feedback amplifier. This seplifier used
a 750 u wide FET of C¢ = .6pF and gq = .065 mhos with
an LC watch.ng filter (C), L2) and a feedback resistor
(Rpp) of 180 ohms. The FET model included source ia-
ductance and other pertinent components. Two different
different macching filters were used with this sapli-
fier, and have respoases shown in Pigure 5. The firsc
design was “tuned” to provide zero reflection near
7 GHz, and results in a familiar humped response. The
second response wvas designed to give a finite buc
flacter VSWR across the entire band. This Llatter
design is less sgcraightforvard, but results in s much
greater tolerance to both the FET and the circuit
elemeants.
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concLuston

In sddition to the presentation of several equa-
tions useful for desigring more toleraat circuits, it
has beea shown that the pesks and rapid sagnitude
changes of a Chebyshev filter creats a low toleraace
response. The use of matching filters which have a
flac missacch across most of the band was shown to pro-
vide a large iaprovement in device and circuit tol-
erances ia all but the large reflection with high Q
cases. High tolerance reciprocal networks are achieved
by designing the circuit response s0 element variatioans
csuse rvesponse variations which are perpendicular to
the rcespoase vectoc. The response should algo be as
flat as possible. The synthesis of seximslly colereat
filcers will aid the production of microwave circuits
by sisplifying che ctuaing procedure.
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ABSTRACT

A study of ion-implanted MESFET performance as
a function of the implantation snergy and fluency
and including the effects of deep-level trap
concentrations in the substrate has been
conducted. Carrier concentrations as a function
of depth are determined through the use of LSS
theory and & profiling model. An analytic device
model , vhich computes both DC and RF
characteristics, is then employed to pradict
MESFET performances. The study includes the
effects of depth dependent transport prcperties
and has indicated a oumber of design rules for the
fabrication of optimized fon—~implanted devices.

INTRODUCTION

The performance of FETs fabricated by ion-
implantation depends greatly on carrier
concentrations and velocity-field characteristicas
as a function of depth into the active device
layers. The presence of deep-level traps in the
semiconductor contributes to the coamplexity of
problems associated with the characterization of
ion-implanted devices.

This work is targeted mainly at determining
design rules for high-fraquency ion-implanted
MESFETs. The study utilizes theoretical models of

trap and donor profiles. This was done through
the use of Monte Carlo particle simulations and a
model to account for the effects of compensation
in the semiconductor.

An analytic model which utilizes all of this
information is then used to assess performance
potential. The distinction betwsen free-carrier
and donor profiles, the effect of deep-level
traps, and the depth dependance of wobility and
velocity are shown to be important considerations
which have been ignored in previous models. The
DC characteristics and saall-signal S—parameters
along with figures of merit are computed by the
model.

MATERIAL CHARACTERIZATION

Figure 1 shows free-carrier, background donor,
and deep-level trap profiles typicsl of iom-
isplented semiconductor material. Deep-level trap
centers and free-carrier diffusion from highly
doped to lowly doped regions will cause the free-
carrier profile to differ from that of the ionized

— ree=aNTIr ConseNTRtan Alx)

= shalow=tovel Sener
conconTanan Ny (L)

100 DENSITY

both aaterial properties and device \
characteristics. This information 1is combined N S
with experimental wmaterial characterization to \\ —
provide improved quancitative accuracy of the ~ o -
model. . R

o™

Initially, the determination of typical ranges
for concentrations of deap-level traps, Ny(x)
(normally due to chromium in the GaAs substrate)
vas made from a8 novel maasurement technique using
both differential capacitance and conductance DLTS
data. Shallow-level donor concentrations, Np(x),
were then determined from 185 theory as a function
of implantation paramersrs. These concentrations
as a function of depth were then used in a
profiling wmodel to determine the free-carrier

Figure 1 Typical concentrsion profiles for ijom-
implanted material.

donors. Our studies show that as much as an order
of magnitude difference can exist between these
two profiles for ion-implanted materials typically
used in the fabrication of GaAs MESFETs. The
deep-level sites will slso have a degrading effect
on carrier transport properties.

profile, =n(x), for the material. Carrier Determination of the various profiles present
transport propertias vere also deternined from the in a sample is & difficult prodlem. Traditiomal
c-v analysis seasures the free-carrier

#This work vas supported by Rockwell Internationsl
Electrouics Research Center and the U. S. Aray
Research Office, BResearch Triangle Park, NC on
contract DAAG29-80-K-0080.
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concentration if traps are not present {l}. When
traps are present, however, knovledge of the trap
concentration profile is neccessary to extract the
free-carrier information {[2]). Likewise, DLTS data
can give trap coocentration ianformation if the
free~carrier profile is known. For this work,




~

T

these two nethods vere combinsd to detersine the
free-carrier, shallow-level donor and desp-level
trap coaceuncratioas for & typical ioa-implanted
device. The decails of chis cechnique are
discussed elsavhere {1). Needed for the techaique
is the low-field amobility of the w=materisl as s
function of doaor density and background
compensation. This 1is obtained using the
theorecical results of Walukiewics et al. (4] in
conjunction with Monte Carlo velocity-field
predictions. Our own Moate Carlo results [3) were
used to dacermine the sobility as a functioa of
background donor density with 0o traps preseat,
and the Walukievicz valuss were then normalized to
the Monte Carlo numbers. The normalized data was
finally curve fit to obtain an empirical
axpression for amobility as & functioa of
background donmor density and compensation ratio.
The resulting expression is

Gy Ymax - (1- e)b 1)
1 +(kex Np) ©
No

vhere
lnax® 8380 (cm2/vtsec),
No = 23.2553,
c = 23.0,
a ™= “Th‘Dv
A(log Np)2- B(log Np) + C

for Ny > 1021 (a~}),
0.114992

21 ,.-3
for N < 10°% (a77),
with

0.025,
0.817278,
= 65.252838

Qwp
.

and where N, is given ia (m=3l). Expression (1) is
plotted against the normalized Walukiewics values

MOURIEY M- 3/V.8EC

Tigure 2 Low~field wmobility as s function of
doping and deep~level compansation. The
solid lices are computed from equation
(1) for 6=0.0, 0.2, 0.4, 0.6, 0.5. The
data points are fros the normalized
ctheoratical computations {4].

ia Pigure 2. As can be seen from the plot, the
agresment is quite good.
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A one wmicros gate length MESFET aloag with a
differenctial capacitance pattern were fadricated
oa Silicon {mplanted C(Cr-doped GsAs substrate.
Coanductance DLTS and C-V messuresments were
performed on thase devices sad a dominant deep-
level trap stace way idencified 0.736 eV belowv the
conduction band. The seasurements were used as
isput daca to s computer simulation which computes
the desired profiles as wmeationed above.

The final resulting free-carrier, shallow-level
donor, and desp-level trap concentracions as s
function of depch into the material are shown in

£
H
3
'l'.
ot 01 93
Doom (um)
Figure 3 Resulting conceatration profiles and

low-field mobility profile for one
device.

Figure 3. Notice that deep into the channel there
is some scatter of the shallow-level donor data.
This begins to occur when the trap concentration
and the shallow-level donor coacentration are of
the same order of magnitude. The uncertainties in
the exact shallow-level concentration at this
depth into the channel are not critical to the
profile predictions. This is true since the
sagnitude of all the profiles of interest are
small at this depth vhen comparsd to their
magnitudes nesr the implantation peak.

The low-field mobility profile obtained from
this analysis is slso shown ia Figure 3. The
curve can be compared to the results of Das and
Kim (6], and is {n good qualitative agreement.

THE DEVICE MODEL

The device model used hare is a one-dimensional
uodel with a ssall-signal analysis. [ Y
dimensionsl models offer a aumber of asdvantages
for a study of this type over mqre elsborscte two-
dimensional aodels. For example, thea form of the
results obtained from one-dimensional analysis fs
aore useful in teras of many device optimization
and design prodlems. Also, information needed to
examine circuit/device interface phenomena can
easily be obtained from one-dimensional results.
Of critical importance hers, however, is the cost
difference betwsan one- and two-dimensional
simulations. In these studies, over ocae~hundred
different device geometries were examined at ten
to twenty differant biss levels. To obtain this

'y
5
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inforaation from two-dimensional simulations would
have been at lesst an order of magnitude more
costly in terms of both time and money.

The model assumes that the electron transport
proparties of a material can be simulated by a
two-piece velocity-field relationship. The two—
piece approximation is defined from a theoretical
velocity-field characteristic determined by Monte
Carlo techniques. For electric fields less than
an appropriate saturation field, Em the electron
velocity is described by a linear expression,

v L (2)

For electric fields sbove Ey the electrons move st
a8 constant, eaxisuam velocity, va. Using this
information, a mmall-signal equivaleat circuit ss
shown in Figure 4 can be determined and analyszed
to obtain RF performance predictions, including
pover gains as a function of frequency.

Low-field mobility as s function of depth for
the model is obtained directly from equation (1).
Determining the appropriate asxisue velocity for
the material is more involved, however.

The importance of developing a systematic,
well-justified technique for determining wmaximwm
velocity, vp, was discussed in earlier work {7,8]
and in chis study, such a =method has bDeen
developed. The w®method 1involves aumerical
determination of the carrier transit time under
the gate using an exact velocity-field
relationship. The assumed field distribution for
this calculation is obtained from two-dimensional
simulation results. It is then required that the
transit time calculacted sssuming a two-piece
approximated velocity-field relationship bde equal
to that of the exact analysis. This ui’od alds
8 vy for GaAs (doped to a level p=10"‘ema™ ) 1in
excellent agresment vith the value obtained by
Pucel at 3l. (9]. The resulting data was curve
fit and expressed as

Vp ® Vo - A log {(1-y)2 + By] )

vhere
y=(n x)/lg)z"".
Hoe 1.5 1042,
A = 0.0262,
B=0.4,
v 1.80.

Equation (3) gives vy in 105 a/sec when N(x) is
expressed ia a~3. The axpression is also sssumed
to have the saae depeaience on compensstion ratio,
0, as squation (1). Thus, the factor (1 - ) ig
sultiplied with equation (3) to obtain v, in the
presence of traps. The exponent, b, is defined in
equation (1). .

Equations (1) ead (3) ia conjunction with
knowledge of the three profiles, a(x), Wp(x) and
N.r(x). allow for the Jderivation of a device aodel
which includes the effects of varying traasport
properties as & function of epi-depth.

The current-voltage predictioas of the aodel
for a one aicron ion-isplanted device are compared
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Pigure 4 The equivalent circuit for an TFET used
in the analysis.

DRAN CURRENT (mA)

.0 20 3.0 4“0

ORAN YOLTAGE (VOLTS)

Figure 5 Comparison of wmodel predicted and
messured I-V characteristics for a one
micron ion-implanted device.

in Figure 5 with the neasured I-V curves. The
agreement is excellent. It should be noted that
without the inclusion of the effects of traps on
carrier traasport, this sgreement could not be
obtained. The traps have a tendency to "soften”
the piach-off characteristics of the device ( {ie.
when traps are included in the simulstion, the
slope dIp/dVp is oot as grest near pinch-off).
For all of the devices studied in this work, this
“"softening”™ effect was required to obtain best
agreenent vith measured I-V characteristics.

RESULTS AND COMCLUSIONS

The results thst follov were obtained following
the modeling steps outlined in the Introduction.
Three parasaters were varied independently. They
are 1) dimplantation energy, € , 2) pesk doping
density, Npgy, and 3) trap conceatration, Ny(x).
The implant species was assumed to be Si in GaAs
and the activation was assumed to be 1001 for all
devices. The trap conceantration was assumed to be
constant ss a function of depth for these studies.
Note that the pesk doping density can be converted
to a corresponding ion fluency through the simple
relationship

‘-MOPN-.X (6)

vhere % is the standard deviation of the
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projected ¥ange.
For the implant eaergy and peak doping uudhh
the trap level was left constaat st Np=2.0 x 10

ca=3, This oaumber was chosen to be in g al
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energies lower than this, Ipgg<l0 mA.
For the trap study, an iaplant cn.rﬁ of 70 keV
eud 8 peak doping density of 2 x 1017 a3  wag

agreement with the results shown in Figure 3. The
implant energy wvas varied from 50 to 150 v
while the peak doping took values between 8 x 10
and 4 x 1017 ea-3,

Figures 6a and 6b 1illuscrate the effects these
parameters have on the gain~bandwidth product, frT,

o 212107 cm"?
1”7 -3

S M t3x10 'u- .
-

an, 4110 cm

|
|
e
[

80 100 180
RPLANT ENGERY, (RaV)

Figure 6a Predicted gain-bandwidth product, fr,
vs. implantacion energy, € . The peak
doping, Npgx, 18 used as an independent
parameter.

w3
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[ ] 190 180
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Pigure 6b Predicted saximum frequancy of
oscillation, fn,e vs. implaatation
energy, £ - The peak dopiag, Nmax, 18
used as zn independent parameter.

sad the asximum frequency of oscillation, fpay.
The value for f. is computed from first order
considerations to &c given by

fp = 8a/2vCgs. (7)

The quantity f ¢ 18 obtained by ooting the
frequency at wvhich Mason's unilateral gain (as
predicted by the wmodel) goes to umity. The
results clearly indicace the superiority of low-
sgergy implants for high-frequency operatioa.

All of the davices considered 1{in coapiling
Tigures 6a and 6b were compared at a bias of Il
mA. The dashed line fallisg off rapidly at the
low-euergy sad of che curves imdicates that for

d. The buk{sound trap coocentration was
varied from 0 to 10°° ca=3.

figure 7 {llustrates the effects traps have on
the zero gate bias current, Ipsss and the pinch-
off potential, W,.. Figure 8 shows the piach~off
“softening” effect mentioned in the previous

E ]

20} L]

DRAM CURRENT AT 0 GATE BIAS, 1 gy (NA)

PINCH-OFF POTENTIAL, Wqq (VOLTS)
Y a ;
v v
8 H

RPN | . i
10 10t w0t
TRAP COMGENTRATION (cm~3)

Figure 7 Predicted effects of varying trap
concentrations on DC characteristics.

o8 p -—  NQ TRAPS
= Np28x10'® cm-d

NORMALIZED DRAIN CURRENT iplipgy

i "

0.2 04 o8 [ X} 10

NORMALIZED GATE VOLTAGE (V¢/V,,)

Figure 8 Normalized drain curreat predictions vs.
normalized gate voltage with and without
traps.

section for one particular device.

Deap~level traps also have some effect on the
RF performance of the device as illustrated in
Pigures 9 and 10. Figure 9 shows clearly the
decrease of £ Tand f4,, sssociated vith increasing
trap comcentrations.

In Figure 10 oote that for low bias curreats fr
incresses whan fev traps are preseat vhile it
decresases for higher trap coacentratiocas. This is
easily explained in terms of the degrading effects
traps have on mobility and velocity. As the gate
blss restricts current flow, a larger fraction of
the catriers are forced desper into the chanmnel.
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Figure 9 Predicted gain-bandwidth product, £, and
naximue frequency of oscillation, f£mex,
vs. background trap concentration.
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Figure 10 Predicted gain-bandwidth product, f1, ss
& function of normalized drain curreat.
The background trap concentration {s
used as a variable parameter.

This corresponds to the more lightly doped regions
of the device. If che compepsation ratio s
£airly small ( ie. few traps) then from equatiocns
(1) and (3) the tramsport properties are superior,
and fy increasas. 1f, on the other hand, the trap
level is ou the ssme order of magnitude as the
shallow-level donor concentratioa, thea the
compsnsation ratio approsches one. This
corresponds to extreme degradation of wobility and
velocity and, thus, forces f1 to decrease.

In conclusion, deep level traps in ion~-
implanted devices degrade carrier ctransport
propartias in the semiconductor material. The
degradation is more severe near the tail of the
implant profile than nesr the peak. Thus, the
cransport properties of the device vill be depth
~= or bias — dependent. A nodeling technique
vhich accounts for this dependence has been used
to study device proparties as a funetion of
fabrication perasetars and deep-level trap
concentrations.
energy implants should

The results indicate that low
possss superior  high-
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frequancy properties sud that lowering the trap
levels in the w=saterial should improve device
perforaaace.
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ELECTRON CONCENTRATION AND ALLOY
COMPOSITION DEPENDENCE OF HALL
FACTOR IN Ga,im_,As,P;.,

Indexing terms: Semiconductor devices and mtmals. Hall
effect, [11-V semiconductors

mmm&mbytheimﬁthodomm
whole composition raage of Galn,_,As P, _  Iactice-
matched to InP. The cloctron concentrations used are
1 x 10'¢ cm~? and 1 x 1057 em*?, with carrier compensa-
tion ratios (N, + N, Jn 1, 2, and 5, which are commoniy
mhmwmnmmmdm
with increasing alloy content y for relstively low electron con-
Qmﬁmmmﬁkmhmhmmmdalbys
because of varying predominance of scattering mechanisms
with composition and ionised impurity concentration.

There is rapidly growing interest in the rt properties of
GalnAsP alloys lattice-matched to Inp.!-! Improved FET
performance is expected for GalnAsP because of its higher
clectron.  mobility'~>%-'°  and  higher - electron  drift
velocity%-#:2.1¢ thap those of GaAs, In the analyses of these
transport properties the measurement of low-field mobilities is
one of the essential evaluations. The mobility is usually derived
from a combination of the resistivity and the Hall-effect
measurement, and the thus derived mobility is the Hall mobi.
lity. On the other hand, the slope of the velocity/field curve at a
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low electric tield strength, which is equal to the drift mobility,
is very often normalised by, or compared with, the messured
Hall mobility. However, the Hall mobility u,, is nox generaliy
equal to the drift mobility. The ratio u,/u, is the Hall factor
ry. This (actor also correlates the carrier concentration a and
the Hail coefficient R, through the equation n =ry/eRg
where ¢ is the electronic charge. In the limit of high magnetic
fields, and/or carrier degeneracy, r, approaches unity, uy = up
and the carrier concentration can be derived directly from a
measured Hall coefficient. However, it is not practical to attain
the high magnetic field limit, and so for many applications
nondegenerate semiconductors are of interest.

There are a few experimer ts of the determination of the Hall
factor ry, in GalnAsP from comparisons of Hall mobilities at
low and high magnetic field.>-!? Although measured values are
close to unity, one ?ap«’ reported that it was equal to or less
than 1, and others!? observed it equal to or greater than 1.
Since the Hall factor has a dependence on scattering mechan-
isms, its value varies with the carrier concentration and the
composition of GalnAsP alloys. There are no reports of the
Hall factor covering the whole alloy composition of GalnAsP
which show the carrier concentration dependence.

In this letter, we show the calculated Hall factors in Galn-
AsP over the whole alloy composition lattice-matched to IaP
in a moderate electron concentration range between 1 x 10*¢
cm™3and 1 x 10*7 cm™~? at 300 K. )

The calculation method is an iterative technique in which
the Boltzmann equation is solved by numerical iteration.!>-*?

Both the drift mobility and the Hall mobility are calculated to-

any arbitrary degree of convergence without using the relaxa-
tion time approximation,'® Matthiessen’s rule, or complicated
mathematical expressions.'”™'® All the calculations in this
letter are carried out within 0-5%; error. The allowed scattering
mechanisms are polar-optical phonon scattering, acoustic
phonon scattering, piezoelectric scattering, ionised-impurity
scattering and alloy scattering. The quaternary alloy scattering
rate proposed by Littlejohn et al.2° is used with the Phillj

clectronegativity difference for the scattering potentials,2%-2!
The material parameters for the quaternary alloy were eva-
luated by the linear interpolation between InP and
Ing.s3Gao.47AS. Some of the parameters of InP and

Ing.s3Gag.47AS used in the calculations are listed in Table 1.
The electron distribution function is the Fermi-Dirac function
because the clectron distribution in Ing.s3Gag.c7As may
Jegenerate at a relatvely fow electron concentration
(m=2 x 0" cm™* at 300 K).

Figs. la-c show the calculated Hall factor as a function of
the alloy composition. y in Ga,In, - ,As,P, _,. Carrier compen-
sation ratios (Np + ¥ )/~ ==2 1, 3 and §, respectively. Here,
No, N4 and n are the donor empcenttation, the acceptor
concentration, and the free-electron concemtration, respec-
tively. In the mode! both the donor and acceptor are assumed
to be fully ionised, so that » is equal to (N, — N,) and
(Np + N,) is the total ionised impurity concentration. As a
general tendency in a purer alloy semiconductor, the Hall
factor decreases with increasing alloy composition y. This
comes from the decreasing phonon energy with composition y,
as can be seen from Table 1. The value of the Hall factor for

Table 1 SOME OF THE MATERIAL PARAMETERS
OF InP AND In,.53Gag.¢7As USED IN
THE CALCULATIONS?

InP Ing.s3Gao.aqAs

Effective mass ratio m*/my 008 0041
Static dielectric constant &, 12-35 1377
Optical dielectric constant &, 9-52 11-38
Optical phonon Debye temperature (K) 504 396
Energy gap at 0 K (eV) 1-42 0812
Acoustic deformation potential (eV) 65 589
Piezoelectric constant {C/m?) T 0035 0099

t Linear interpolations between the two were used for material
parameters of GalnAsP

The effective masses are found in Reference 24. Dielectric constaats,
energy gap at 0 K, acoustic deformation potential and piezoelectric
constant of InP are found in Reference 13. Optical phonon energies are
reported by Reference 25. Other parameters of Ing.s3Gag.aqAs ate
linearly interpolated between GaAs and InAs

polar-optical phonon scattering is a maximum at a tempera-
ture close to the Debye temperature of the polar optical
phonon.!*2? As the ambient temperature increases ry falls.
For GalnAsP the Debye temperature of the polar optical
phonon varies from 504 K to 396 K with increasing y, so that
at room tempersture the value r, decreases with increasing y.
However, in a combination of several scattering mechanisms
this general tendency is modified. Besides polar optical phonon
scattering, alloy scattering and ionised-impurity scattering are
the influential scattering mechanisms in a moderately doped
alloy at room temperature. The combination of alloy scatter-
ing flattens the temperature dependence of the Hail factor, but
the value at 300 K is little changed.?* On the other hand, the
combination of ionised impurity scattering and polar-optical
phonon scattering tends to make the total scattering rate less
momentum-dependent, so that the value of the Hall factor
decreases. When the scattering rate is independent of carrier
momentum, the Hall factor is equal to 1. Because of the vary-
ing importance of the scattering mechanisms with the alloy
composition y, the Hall factor does not necessarily decrease
monotonically with increasing y in 8 moderately doped alloy.
In the Figure the Hall factor has the lowest vaiue 102 near
ym=02atna=1x10""cm~*and R = 2.

At a higher carrier compensation ratio the Hall factor in-
creases because of the predominance of ionised-impurity scat-
tering which has a Hall factor as large as 193,

In summary, the Hall factor in Ga,ln,..As,P, ., depen- :
dent on electron concentration and alloy composition, has ;
been calculated by the iterative method. In a moderate electron ) %
concentration range the Hall factor is greater than 1 over the booe
whole composition. The resuits should be useful in the calcula- K
tion of drift mobility and electron concsatration from the re-
sistivity and the Hall effect measurements in which the Hall
mobility and the Hall coefficient are obtained.
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Fig. | Alloy compodition dependence of Hall factor in
Ga,in,. As,P, ., o8 300 K

Elctron coscentrations are 1 x 10'® cm~? (solid lines) and
1x10'7 cm~* (dashed lines) Carrier compensstion ratios
(Nop + No¥nare 1, 2 and $, respectively : Acknowledgmenst: The authors would like to thank J. R. '
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ODD ORDER IMPEDANCE MATCHING NETWORKS
FOR LOW COST MICROWAVE INTEGRATED CIRCUITS*

A. N. Riddle and R. J. Trew
Clectrical Engineering Department
North Carolina Scate University
Raleigh, NC 27650

(919) 737-2330

ABSTRACT

A new odd order impedance matching necwork with reduced sensitivity to active device capacitance variatiouns

is presented.

A synthesis procedure for these networks is presented and experimentally verified with the con-

scruceion of & microwvave amplifier. These networks are useful in the development of lovw cost microvave integrated
circuits since they reduce the harmful effects of device variacions.

Introduction

In this paper a general analytic method {8 pre-
sented that d k syothesis to Laclude both
even and odd order low-pass impedance astching fil-
tecs. Pravious network syothesis procedures for im—
edance aatchiag fiiters were based on the use of aven
order filter structures. These odd order networks
are important eince they are relatively insensitive

to variacioas ia the capacity associated with a load -

tspedance lower than cthe generator iepedance. The
Lasensitivity of these networks to capscitance varis—
ticas can minisize or eliminate the costly twesking
of clrcuites caused by variations in the active dav—
fces. Twe cl of poly ials are presented so
that bdoch broad-and narrow-band circuits say bde de=
signed.

Discussioa

The development of even otder matching filters
[1] has proved very useful ia saplifier design. [t
will be shown 1in cthis paper that odd ocder filters
are vaique 1in that they provide an {insensitive cic-
cuit elemsnt tastesd of droadening the bdandwidth of
the impedance astch,

Tha design procedure 19 based upoa consideratioan
of the fuandamentsl relationship

[Syi¢ 2 + S22 = 1, m
wich
S1(p) = %g!- (2)
i(p)
$21(0 = _ 1 (3
7e i’;
sad

) grgﬁ? W)
s
vhers p = ¢ + ju. The ur-l,n‘licn the gene-
e

tator and losd tesistaances, reaspectively. The char~
acteristic fuaction, U(p) sey be defined by

0(p) = (1+bp)N(p2), )
#This vork wvas supported by the U, S. Army wunder
conttact DAAC29-80-KX~0080.
1962 IEEE MY (-8 DIGEST

vhere the paraseter b {s proportional to Cthe square
of the parasicic capacity associated vith the device
to be matched. . This paramster {s set to zero for

even order networks. The even polynomial, M(pl), say
be defined according to the ctransformation presenced
in {L] for broad-band matching, or L{C may use the co-
efficients of the binomial expansion for nacrow-band
matching. During synthesis, the polyncatal ¥Wp2) de-
ternines the bandwidth and ripple of the Lfapedance
satch, and spproximate formulas for b in terms of the
load capacity say bde decrived which thus define
$21(p). Once $7)(p) 1s defined, the derivation of &

.netvork -is straightforvard.

450

Theoretical Rasults

The relative {nseasitivity of the odd order low
pass satching filters to varistions in a shunt capac—
{itor on the lov impadance side of the filtar may de
demonstrated both asnalytically asod experimentally.
For the analytic case, the cirecuit of Fig. la vas de-
signed from a Cadysev prototype victh b=l and a frac-
tional dandwidth of 31Z. The VSWR plots in Fig. b
were then obtained from the input of the filter as
the capscitor oa the low Liapedance side was varied
2502, Pig. 22 shovs an even order (u=4) Cadysev
ustching filter with the same parsmeters as the cir-
cuit in Pig. la except that b%0. B8y comparing Figs.
1d and .2b oae may see that the gynchesized filcers
give hearly ideatical response (solid curves), but
that che :350% variastions in the cosponsat nearest the
load causes wmuch grester variatioms iu the VSWR of
the even order (ilter. For example, the uidbaad VSWR
19 designed as 1.1, but reaches 1.67:.08 vader varie—
tiong in the even order filter vhile euly becouing
1.342.053 undar variations ia the edd orvder {ilter.
The odd octder matching filter thus uses the edditiee-
sl element for 1 itivity instead of bandwideh.

Experisental Rasults

As ssplifier ueing & Motorala MRF 901 Mipolar
teansistor bas been designed weilng s fifth erdec
Cebysev matching sstwork for the faput ecireutit, ond
the loesy gaia equalization circuit descrided 1a (2]
for the oucput clecuic. PFig. 2 shows the saplifier
designed for opecation from 630 MRz to 900 Mz ot a
blas curreat of 35 mA snd v Vep., The pacesaters of
the {aput clreuit design vere =), = 1) ohme, £, =
800 Mz and A = .J115., This cireuit design ced
a Ctheoretical and experimental gaia of 15.9¢.8 db
frou $30 te 900 MNs,

0149-645X /82 ‘O3i) 0499 300.75 O 1962 (L EL:
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i Fig. 1 (a) 08d order (a=3) Cabysev lov-pass

satching filter with a bandwideth
parameter, A, of .31.
(b) The input VSWR of this netvork
4 - as the 1.64F capscitor, C., is
1 varied :50Z. The solid dished
' and ‘altemmazing lines are for .
C_ = 1.64F, 2.46F and .82F
r’spoeunly.
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Fig. 2 (a) Even order (n=4) Cedysev low—pass
L) matching filter with a bandwidth
. parameter, A, of .31. This is

the filter of Fig. 1(a) with b=Q.
3 (®) The iaput VSWR of this network as
the .J3B inductor, L, , is varied
£50Z. The solid, dethed and
alternating lines are for L,=.381,
+5250 and .175H respectively.

2

The insensitivity of the odd order matching net-
work to changes in the device's input cepaclity is {1~
lustrated (n Figs. Jb,c which compares the odd order
astching network with an idesl transformer. Fig, 3%
shows the VSWR of the amplifier with an odd order
matching network in theory and experiment as well as
vith an idesl transformer of 1.58:] turns ratio. The
curves are represented by solid, dashed and alternat-
ing lines, respectively. While Fig. 3b shovs resson~
able VSWR response in all cases, it is Fig. 3c which
shovs the need for odd order matching filters. Fig.
3c shows the change 1ia VSWR wvhen a 5 pF capacitor,
giving approximately 30X more inmput capacity, {is
placed in parallel vith the transistor's base-emitter
junctioa. The change {m VSWR for the idesl trane-
formar matched amplifier is obviously greater, and
thus more sensitive, than the changes im both the
theoretical and experimental odd order umatching fil-
ter. This 1s because the shunt cspacitor on the. low
iwpedance side of the filter does sot coatribute to
the impedsnce incresse needed for matching.

1908 A
1° 1o Lae?

- F
.-;

(a)

d 1 I
e ¢ 00 .0 00 & )OS .8
_ FREQUENCY CMHID>
()

Fig. 3 (a) MRF-901 smplifier with discributed fifth
order matchiag filter. MNote the 100 pF
blocking capacitor and 90° loag trams-
uission line are for the bias network
only.

(b) VSWR of MRF-901 amplifier in theory
(solid line), experiment (dashed line)
and vhen the iasput netvork is replaced
by @ 1.58:1 ideal transformar (alcermac-
iag line).

(c) Change ia VSWR of MRF-901 amplifier as a
S pF capacitor is placad acroes its base-
emitter junction. Sams line equivalences
as 1a (V).
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These networks can also be used to {improve the
{nsensitivity of broadbsnd F.E.T. feedback amplifi-
ars. Such an smplifier was designed uslag sa Avantek
AT-8111 P.E.T. chip blased at approxisately 33 sA and
Av Vpg. The cizcuit shown in Fig. 4a produces 5z2.3
db. gain from | to 10 Gliz and an {nput VSWR shown by
the solid curve ia Fig. &b, The dashed, alternating
and double alternating curves in Fig. 4b reprasent
variations of the circuit in Fig. &s with no matching
netvork;, s Saith chart satching network design, and s
fifth order Cabysav matching filter; respactively.
Note how the circuit exhibits a rising VSWR versus
fraquancy vith no matching network (dashed curve),
snd a -VSWR which goes to l:l and then rises sharply
above 8.2 CHz for the tuned characteriscics of the
Smith chart matching network (alternating cucve).
The analytic matching networks of third and fifth or-
der both exhibit smooth VSWR curves oscillating
around 1.5:1 and never exceeding 1.82:1. The capsci-
tor.in the matching network nearest the device is ac—
tually the intrinsic device capacity, and thus is ac-
counted for {n the design bdut not prasent in the cir-
cuit layout. The Saith chart design sethod inhecreat-
1y accounts for the device input capacity, and eo
forms an odd order matching netvork albeit of anonop=
timsl design. The curves of Fig. 4éc show the change
{in VSWR of esch circult vwhen the F.E.T. input capsci-
tance is raised-by 30X (.195 pF). Note how the cir-
cuit with no ustching network exhibits & rising
change {a VSWR versus frequency, vhile all the odd
order satching netvorks exhibit a very low change in
YSWR up to some bresk frequency. Thue, these mstch—-
iag netvorks trade inseansitivity at wmoet frequeancies
for an incressed sensitivity at very high frequen-
clies. The Saith chsrt matching necwrok (alternating
cutve) has the lovest bresk frequency and highest
sensitivity at 10 GHz as shown in Fig. 4c, and o is
not the optimsl mstching astwork. The fifch order
network (double alternsting curve) shows & very low
VSWR change up to 9 GHz which sskes it the optimum
setwork for incr ia ity. The poor perform—
ance of the fifth order network for reductioas ia
capacity say make this network less than optimus in
some situstions. The analytically designed third
order netvork gives an overall imptovessnt over the
Saith chart satching network, and no matching networck
1o all capacitance vsriations. Thus, this sethod of
snalytic astching network design is shown to yield
improved and relatively insensitive circuit designs.

Conclusion

Ia couclusion, the theory of lov pass matching
filcers 1s extended to Laclude odd order oatvorks.
The snalytic theory presented here should de of per-
ticular use 1ia designiag ianternal mstching netvorks
for bipolac transistors snd F.E.T.'s. These odd oc—
dor satvorks offer reduced sensitivity to parasitic
capecity variations ia sctive devices, thus potenti-
slly reducing the cost of wonolithic ecirecuits bWy
eliainating tuaing. '
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Fig. 4 (a) Avantek AT-8111 broad-band F.E.T. ampli-
fier with a distributed third order
matching filter.

(b) VSWR of AT-8111 amplifier for input net-
vorks consisting of third order matching
filtar (solid line), no matching network
(dashed line), Smith chart designed
aatching netvork (altermating line), and
fifch order matching filter (double
alternating line).

(c) Chenge im VSWR of AT-8111 amplifier as a
«195 pF capacitor is placed across its
gate~source leads. Same line equive~
lences s {a (b).
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- Effects of two longitudinal optlcal-phonon modes on electron distribution in

Ga,In,_,As P,_,

Yoshikazu Takeda. 9 M. A. Littiejohn, and R. J. Trew ' -
Electrical Engineering Department, North Carolina State University, Raleigh, North Carolina 27650

J. A. Hutchby

Research Triangle Institute, Rmh Tnanglc Park, North Camlin¢27709
(Received 25 January 1982; accepted for publication 12 February 1982)

GalnAsP quaternary alloys are known to have two or three longitudinal optical (LO)-plionon
modes. The two-LO-phonon model was employed for the electron distribution and drift mobility
calculations. Perturbation distribution has sharp drops due to the two-LO phonons and these

" drops cause a further downward bowing of the mobility along the atsenu: composition compared
with a one-LO-phonon model which has mostly been used.

PACS numbers: 72.20.Fr, 63.20.Kr

There has been a great interest in GalnAsP alloys lat-

tice matched to InP for their applications to optoelectronic -

devices'~? and potential applications to high-speed logic de-
vices.** Better performance in GalnAsP than GaAs of

high-frequency-field-effect transistors and high-speed logic

devices is expected because of its higher electron mobil-

ity*>7-® and higher drift velocity*'>*! than GaAs. Though
. the experimental verification of these electron transport pro-

perties is being carried out, the mechanism of the electron
transport in this alloy is not very clear. There are two main
problems. One is alloy scattering due to the random arrange-

- ment of atoms in the alloy, and the second is the multi-

phonon modes observed in this alloy.'>!* The problem of
alloy scattering in this alloy has been discussed by several
authors. *37*11-14 However, they assumed the one-longitu-
dinal optical (LO}-phonon model in this ailoy except for Ref.
14, and this assumption contradicts the experimental obser-
vation. We have reported the theoretical calculation of the
electron Hall mobility using the two-LO-phonon model and
have shown a good agreement between the calculation and
experiments. '*
In this letter, wereportthed‘ectsofthctwol.o-

'phononmodaontheelectrondumbuuon.spmuyouthe

Mmmx«wmmwm
sity, Kyoto 606, Japan.
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perturbation distribution in GalnAsP, and clearly illustrat

the reason the electron mobility caiculated for the two-LO

phonon model is lower than that for the one-LO-phonon

model. .

The calculation method of the mobility is the iterativc
techniqus. '>'¢ The electron distribution function £ (k) unde-
the influence of a small electric field can be expressed as

S k) = fo{k ) + cosfglk ), wherefolk ) is the equilibrium distri
bution, cosd is the cosine between the momentum k and elec
tric field F, and g{k ) is the perturbation distribution. The
Boitzmann equation is solved for £ (k). After substituting f(k
with fo(k } + cosfg(k ), the Boltzmann equation is multipliec
by the first-order Legendre polynomial cosd and integrate:
over 0. The remaining eqmon for the one-LO-phonon
model is

sg(k)as;g(k’)+s;x(k-,_£:_afa'dkk ’

where S, is the total scattering rate and consists of the scar
tering-out rate by the LO-phonon absorption (S .., ), and by
the LO-phonon emission (S ., ), and the differences betwe=:
the scattering-in rate and scattering-out rate for all elastic
scattering processes of piezoelectric scattering (5, ), acousti.

phonon scattering (S, ), ionized impurity scattering (S}, ), anc:

alloy scattering (S, ). Thus So = 5 o, + S50 + Sy + S0
+ S, + S... These scattering rates for the eiastic process ar

@ 1982 American institute of Physics 83
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equal to the inverse of the relaxation times. § (S ., } is the
scattering-in rate by the LO-phonon emission (absorption).
The electron in the state of & *(k ~) which is the momentum
evaluated at the energy corresponding to £ plus (minus) the
energy #w,, of the LO phonon may be scattered into the
momentum state k by the phonon emission (absorption). The
expressions for all these scattering rates are found in Refs. 15
and 17 for alloy scattering.

For the two-LO-phonon model the scattering process
by the LO phonon can be separated into two, i.e., the scatter-
ing by the InP-like phonon and by the GalnAs-like
phonon.'? If S %, (S soq ) represents the scattering-out rate
of the electron in the momentum state k by the absorption of
the InP-like (GalnAs-like) LO phonon, the scattering rate
includes a weighting factor of (1 — x)}(1 — ) (y).'*'* The cou-
pling strength between the electron and the LO phonon is
assumed to be proportional to the concentration ratio of InP
and GalnAs in the quaternary alloy Ga,In, _,As,P, _,.
The Raman scattering intensity by the InP-like and the
GalnAs-like LO phonon was observed to be proportional to
the concentration. '? Similarly, the scattering-out rates by
the emission of the LO phonons (§ .., 5 opoa ] and the scat-
tering-in rates by the emission or absorption of the LO phon-
ons (S 21, o S gais S ipc ) are weighted by the corre-
sponding concentration ratios. Thus, the Boltzmann
equation for the two-LO-phonon model leads to

Sogtk) =S 2.tk ;) + S alkd) + Siuslk ;)

+S;.ox(ka)--‘;“i%‘,§-’. @)

where So = 5 5 + S oot + Sopec + S opo0 + Spe + e
+ S + S,,- The mode frequency of the InP-like LO phonon
varies linearly from 350 cm ™' and that of the GalnAs-like
LO phonon increases from 200 to 275 cm ™' with increasing
.2 The drift mobility is calculated from the integration

1 Vv~ #&? :
B e —_— gik)dk, 3
A= E ) Fmg o) G
where n is the free-electron concentration,
dm= m JE /dk
Bk

is the sugmented density of states,'s and ¥ is the crystal
volume.

The calculated drift mobilities at 300 K for the one-LO-
phonon model and the two-LO-phonon model are compared
in Fig. 1. The electron concentration 7 is 1 X 10'* cm~> and
the carrier compensation ratio (N, + N,)/n is 1. Here, ¥
and N, are the donor concentration and acceptor concentra-
tion and are assumed to be fully ionized. These curves should
be compared with the previous calculation which predicted
an upward bowing of the dirft mobility along the alloy com-
position y.* This was caused by the lower effective mass
which was estimated by the interpolation method. The ex-
perimentally determined linearly varying effective mass
gives the downward bowing of the mobility curve which is
the general observation in experiments. A further bowing is

a37 Appi. Phws. Lett,, Vol. 40, No. 9, ¢ May 1982
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FIG. 1. Electron drift mobilities calculated by the iterative technique for the
one-LO-phonon model (dashed line) and for the two-LO-phonon model
(solid line). The electron concentration a is 1 X 10'* cm = and the carrier

compensation ratio (¥, + ¥, \/nis 1.

observed in the two-LO-phonon model and it is very close to
the experimental resuits.
. Since the difference in the mobilities for the two models
is largestaty = 0.2~0.3, = 0.3, i.¢., Gap ;4 Ing s ASos Pos
is chosen to discuss the effects of the two LO-phonon modes
on electron distribution. Some of the material parameters at
y = 0.3 used in the calculation are listed in Table I. These
values are estimated from the linear interpolation between
those of InP and Ga, ,; Ing 53 As. In Fig. 2 the perturbation
distribution g(k ) for the one-LO-phonon model (dashed line)
and for the two-LO-phonon model (solid line) is shown as a
function of the normalized momentum

2

Y= ( #ki/2m*? ) 2

ke T
at 300 K. When the electron energy is equal to or greater
than the phonon energy, the electron will lose its energy by
emitting the phonons. In the one-LO-phonon model a sharp
drop at X = 1.26 is observed due to the LO-phonon emission
of the energy 40.64 meV. In the two-LO-phonon model
drops at X = 1.10 (GalnAs-like phonon, 28.33 meV) and
X = 1.30 (InP-like phonon, 42.60 meV) are clearly illustrat-
ed. The fall in the curves at around X == 1.18 is the perturba-
tion due to the emission of two LO phonons. Since the drift

TABLE L. Material parameters at y = 0.3 used in the calculation.

Effective mass ratio m*®/m, 0.0683
Optical dielectric constant ¢, 10.08
Static dielectric constant ¢, 1278
Energy gap st OK (¢V) 1.2¢
Optical phonon energy (K)
one-LO-phonon model 4an.eé
two-LO-phonoa model InP-like 4944
GalnAs-like 3603
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FIG. 2. Perturbation distribution as a function of the momentum. The one-
LO-phonon model is the dashed line and the two-LO-phonon is the solid
line. The sharp drops in the distribution are due to the phonon emission. In
the two-LO-phonon model it has two drops corresponding to InP-like and
GalnAs-liks phonons.

mobility is proportional to the integral of the perturbation
distribution as is clear from Eq. (3), the difference of these
curves gives us the drift mobility differences; 5545
em*V='s~" for the one-LO-phonon model and 5132
em?*V="'s~"' for the two-LO-phonon model. For the calcula-
tion of these mobilities the electron concentration 1% 10'S
cm™~? and the carrier compensation ratio 1 were used. The
degree of a drop depends on the strength of the electron-
phonon coupling. It will be straightforward to extend the
model to the three or more LO phonons as observed by the
far-infrared reflectivity study, ' although the coupling.
strength of the electron to these phonons is still in question.
In summary, the electron drift mobility and the elec-
tron distribution in Ga, In, _,As, P, _, lattice matched to
InP have been cal-ulated by the iterative technique. The
electron mobility is lower for the two-LO-phonon model
than for the one-LO-phonon model over the whole composi-

L] Appl. Phys. Lett., Vol. 40, No. 8. 1 May 1982
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tion y. The perturbation distribution in the two-LO-phonon
model shows two sharp drops at the energies equal to the two
LO-phonon energies which result with the lower electron *
mobility compared with the one-LO-phonon model.
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ENSEMBLE MONTE CARLVU STUDIES OF HIGH FIELD
SPIKES AND PLANAR DOPED BARRIER DEVICES*

by
Re J. Trew, R, Sultan, J. R. Hauser and M. A. Littlejohn
North Carolina State University
Raleigh, North Carolina 27650
ABSTRACT

This paper presents a study of the spatial ensemble velocitiles of
electrons in GaAs which result from abrupt changes in electric fields
occurring iaternal to a device. Calculations are presented for single field
spikes as well as the coamplex field configuration which occurs in planar doped
barrier transistor type devices. The calculations provide estimates of
current gain and carrier transit times for PDB transistor structures. Hign
current gains are found to require very narrow base widths. ~

INTRODUCTION

The ability to grow very thin semicoaductor layers with accurately con-
trolled doping has brought about new device concepts in recent years (1,2]. To
improve high frequency performamce many of che new device concepts attempt Co
use non steady-state electron dynamics such as ballistic transport ocr velocity
overshoot which occur over short distances when charge carriers are subjected
to large electric fields. The GaAs planar doped barrier (PDB) illustrated in
Fig. 1 is a rectifying junction [2] which, when fabricated with aa accurately
controlled doping profile, should demonstrate hot electron characteristics.

By combining two barriers, a PDB transistor structure can be formed as
shown in Fig. 2. The basic ides is that carriers {ajected by forward bias
over the larger of the two barriers will become hot carriers in the heavily

doped bsse. Most of these carriers should have high velocity and sufficieat

energy to tfaverse the smaller collector barrier. Interest in such device

. structures has provided the mocivation for the present ensemble Moate Carlo

study of carriers subjected to abrupt changh- in electric field.

#This work was supported by a research grant from the Offics of Naval
Research, Arlington, VA and contract No. DAAG29-80-K-0080 from the
Army Ressarch Office, Durham, NC.
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ABRUPT FLELD CHANGES AND HIGH FIELD SPLKES

Ensemble velocity profiles near an abrupt change i1ia the electric field
are shown in Fig. 3. Three examples are shown with the field for x > 0 being
20 kV/cm and for x < O taking oa the three values of 2, 5 and 8 kV/em. The
curves in Fig. 3 show the general behavior of velocity overshoot expected as
carriers eater a high field region. The high velocity ctransient, however, be-
gins a considerable distance before the carriers enter the high field region
wvith the velocity exceeding 2x107 cm/sec. Since the . ‘ers cannot have their
energy changed by the high field before exposure to th 3h field, this fai-
tial velocity increase cannot be due to hot carrier effects.

A detalled study of this pre-overshoot effect has demonstrated that it is
not a hot carrier effect, but an ensemble effect on the carriers for x<0 due
to the carrier boundary condition established by the high field region begin-
ning at x=0. Basically, the low-field/high-field interface acts as an ideal
carrier collecting boundary to the low field region. Thus, any carrier reach-
ing the high field region has an extremely low probability of being back scac-
tered into the low field region. The velocity distribution for x slightly
less cthan zero must have essentially no particles with negative velocities.

The above discussion provides a simple explanation for the ensemble aver-
age velocity Qcat the low-field/high field interface. Consider a drifted Max-
wellian velocity distribution function with a mean velocity of vg. A calcula-
tioa of the eansemble average velocity of ooly the positive velocity particles

yields

Wiy = F‘? xp(E) . v, )
B 1+ erf(/So/kT)
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where £45 = (1/2)n*v02. This simple expression has been found to give very
good agreement to the low-field/high-field interface ensemble velocity when
evaluated with appropriate vy and kT paramecers.

Confirmation of the above model is provided inm Fig. 4 which shows the en-
semble velocity for a high field spike of width 300A beginning at x = 0. The
circular points are velocities calculated for x < 0 whea the x = 0 interface
is replaced by an ideal collecting contact. The close agreement be:;een the
two curves verifies that the low-field/high-field boundary is acting like an
ideal collecting boundary. The value of <vD>4+ = 2,5x107 cm/sec calculaced froa
(1) 1s in excellent agreement with the interface ensemble velocity. It is al-
so noted in Fig. 4 that the velocity to the right of the high field spike 1is
about 2 x 107 cm/sec and cousiderably above the 1 kV/cm steady state value
(Vgg) of about 0.8 x 107 cm/sec. Thus, the high field spike has imparted a

considerable component of x directed momencum to the ensemble of particles and

this persists for a considerable distance beyond the high field spike.

PLANAR DOPED BARRIER TRANSISTORS

The assumed field profile and the resulting velocity profile for a PDB
transistor structure is shown in Fig. 5. This particular structure has an
emitter barrier height of 0.31 volts and calculations are shown for three col-
lector barrier heights of 0.05, 0.10 and 0.15 volts, which give barrier height
differences of 0.16, 0.11 and 0.06 volts. These calculations are for a base
width of 2000A. Other calculations have been made for base widths of 250A and
1000A.

The carrier velocity within the base region (0.03 ym < z < .23 ym) 1is
lower than might be expected from simple ballistic arguments oa siogle car-
riers. The velocity profile around the emitter field spike is similar to that

for a single field spike as shown in Fig. 4. There is an initial rise to

above 2 x 107 ca/sec before the high field region followed by a very narrow
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peak in the velocity. The velocity within the base layer is lower than that
following a single field spike because of some additional trapping of carriers
between the two energy barriers within the base layer.

The collector region in the present calculations was taken as 18 kV/cm
and of length 5000A. The velocity shows a second peak in this region (x >
0.25 um) which is followed by a region of low vel&ci:y as carriers transfer to
the upper (L) valley. The velocity in the collector region is found to
depend on the height of the collector barrier as shown by the three curves.

Some carriers lose sufficient energy within the base layer to become per-
manencly trapped there. (Carriers which transfer to the L valley will become
temporarily trapped until they transfer back to the I valley). Ian the present
calculacions the trapped carriers constitute the base current and were removed
from the ensemble as soon as they reached the collector barrier with iansuffi-
cient energy to traverse it.

Fig. 6 shows calculated beta values as a function of base width for two
barrier height differences. As would be expected, beta is a strong function
of both base width and barrier height difference. The solid curves are based
upon a simple model which assumes that I = I, exp(-xg/L) where L is a pheno-
menological parameter which was evaluated from the 1000A base width calcula-
tions. The Monte Carlo calculations at 250A and 2000A are seen tOo agree rea-~
sonably well with this simple model. Beta values above 10 have been found to
require base widths below LOUVA.

The average electron transit time for the transistor structures shown in
Fig. 5 were ia the range of 5-6 psec yielding gaian-bandwidth products of fp ~

30 Guz.

le« C. O. Bozler aad G. D. Ml‘y. Proc. IEES. .7_0.’ 46 (lgao)o

2. R. J. Malik, M. A, Hollis, L. F. Eastaman, D. W. Woodard, and C.E.C. Wood,
presented at the 1981 Cornell Conf. on Active Semiconductor Devices and
Circuits.
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J — Figure 1. (a) Doping, (b) Electric

Field, and (c) Conduction
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PROFILE STUDIES OF ION-~-IMPLANTED MESFETs*
J. M. Golio .and R. J. Trew

Electrical and Computer Engineering Department
North Carolina State University
BRaleigh, North Carolina 27650

ABSTRACT

A study of ion—-implanted MESFET performance as a function of the
implantation energy and fluency and including the effects of deep—level
trapping state concentrations in the substrate has been conducted. Carrier
concentrations as a function of depth are determined through the use of LSS
theory and a profiling model. An analytic device model, which computes both
DC and RF characteristics, 1s then employed to predict MESFET performances.
The study includes the effects of depth dependent transport properties and has
indicated a number of design rules for the fabrication of optimized

ion-implanted devices.

*This work was supported by Rockwell International Electronics Research Center
and the U.S. Army Research Office, Research Triangle Park, NC on coatract

DAAG29-80-K~0080.
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INTRODUCTION

The performance of FETs fabricated by ioun~implantation depends greatly on
carrier concentrations and velocity-field characteristics as a function of
depth into the active device layers. The presence of deep-level traps in the
semiconductor contributes to the complexity of problems associated with the
characterization of ion-implanted devices.

This paper presents the results of a study to determine the effects of
various concentration and transport profiles upon device performance. The
study utilizes theoretical models of b9th material properties and device
characteristics. This information is combined with experimental material
characterization to provide improved quantitative accuracy of the model.

Figure 1 outlines the modeling steps involved in obtaining the results to
be presented. Initially, the determination of typical ranges for councentra-
tions of deep—level trapping states, Ny(x), was made from a novel measurement
technique using both differential capacitance and conductance DLTS data.
Shallow—level donor concentrations, Np(x), were then determined from LSS ;
theory as a function of implantation parameters. These concentrations as a
function of depth were then used in a profiling model to determine the .
free—carrier profile, a(x), for the material. Carrier traasport properties
wvere also determined from the trap and donor profiles. This was dooe through ‘
the use of Monte Carlo particle simulations and a model to account for the <
effects of compensation in the semiconductor. ?g

An analytic model which utilizes all of this informatioan is then used to
assess performance potentisl. The DC characteristics and small-signal i
S-parameters along with figures—of-merit are computed by the model. The
distinction between free~carrier and domor profiles, the effect of deep-level

traps, and the depth dependence of mobility and velocity are shown to be

important consideratious which have been ignored in previcus models.
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THE DEVICE MODEL

A one-dimensiocal analytic device model with a small-sgignal analysis has
been developed and utilized for this work. The model is based upon the
principles preseated by Pucel [l] but has been generalized for arbitrary
doping profiles and includes differences in the free—carrier and shallow-level
donor profiles and the effects of deep~levels.

The model assumes that the electron transport properties of a material
can be simulated by a two-piece velocity-field relationship. The two-piece
approximation is defined from a theoretical velocity-field characteristic
deterained by Monte Carlo techniques. For electric fields less than an
appropriate saturation field, E,, the electron velocity is described by a
linear expression,

v = B, ¢9)
For electric fields above E, the electrons move at a constant, maximum
velocity, vy.

The low-field mobility as a function of depth into the channel is

deterained from the equation (2],

ho = —YMgr e o )

1+

No

where

¥l = pewd,

bmax = 8380 cm/Vsec,

Ny = 23,2553,

c = 23.0,

e = Np/Ng
sod

A(log ¥p)2 - B(log Mp) + C  for Mp > 1021 w~3
)] -
0.114992 for My < 1021 -3,
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with A = 0.025,

B = 0.817278,

C = 6.252838,
and where Np is given in a3,

Equation (2) gives the low-field mobility as a function of donor density
and background compensation. To derive equation (2) the theoretical results
of Walukiewicz ot al. {3] were used in conjunction with Monte Carlo
velocity-field predictions [4]. The Moute Carlo results were used to
determine the mobility as a function of background donor density with no traps
present, and the Walukiewicz values were then normalized to the Monte Carlo
oumbers. The normalized data were finally curve fit to obtain equation (2).
Very good agreement is obtained when equation (2) is plotted against the
noraalized Walukiewicz values as shown in Figure 2.

The technique for determining the maximum velocity vy has been previously

presented [5,6,7]. The saturation velocity can be described by the

expression
Va = Vo — A log [(1-y)2 + By], &)}

vhere ‘

y = [Np(x)/Ng]2:3,

No = 1.5 x 1022 a3,

A = 0.0262,

B = 0.4,
and v, = 1.40 x 105 u/sec.

Equation (3) gives vy in 103 a/sec vhen Np(x) is expressed in a~3. The
expression is assumed to have the same dependence upon compensation ratio O as
equation (2). Thus, the factor (1-0)P 1s multiplied with equation (3) to

obtain vy in the presence of traps. The exponent b is defined in equation

(2).
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Equations (2) and (3) in conjunctioun with knowledge of the three

profiles, n(x) - the free-electron concentration, Np(x) - the donor

concentration and Np(x) - the deep-level concentration, allow for the

derivation of a device model which includes the effects of varying transport
properties as a function of epi-depth. The profiles of interest are
determined with a novel characterization technique [2] that combines
experimental capacitance-voltage (C~V) and conductance deep—level transient
spectroscopy (DLTS) data. The experimental equipment and procedure is

discussed elsevhere [8].

For this work an ion-implanted one micron gate length device [9] was
analyzed. The experimental characterization revealed the presence of a
doainant deep—level donor state 0.736 eV below the conduction band. The level’
is probably EL2 {10,11] in agreement with the findings of Martian et al. [12].
The resulting free-carrier, shallow-level donor, and deep—level concentrations
as a function of depth into the material are shown in Figure 3. Despite the
scatter of the data near the tail, it is evident that diffusion of the
electrons has caused the free—carrier and shallow—level donor councentrations
to differ significantly. The low-field mobility versus depth obtained from
this analysis is also shown in Figure 3. In regions of relatively high donor
concentration the mobility varies inversely with doping, as expected. Near
the tail of the implanted region, however, the deep-levels seriously degrade
the mobility acting to confine the active device channel.

The de I-V characteristics for the device as determined froam the model
are compared in Pigure 4 with the measured I-V curves. It should be noted
that without the inclusion of the effects of traps upon the carrier traansport
characteristics the excellent agreement shown in Figure 4 could not be

obtained. The traps have a tendency to "soften” the pinch-off characteristics
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of the device (i.e., when traps are included ia the simulation, the slope
418/4vg 1s not as great near pinch-off). For all of the devices studied in
this work, this "softening” effect was required to obtain best agreement with
the measured I~V characteristics.

The model allows the element values for a small-signal equivalent circuit
as shown in Figure 5 to be determined. The equivalent circuit can be analyzed
to obtain RF performance predictions as a function of the various implantatioan
parameters and material characteristics.

RESULTS

The results that follow were obtained following the modeling steps
outlined in the Introduction and illustrated in Figure l. Three parameters
vere varied independently. They are 1) implantation energy, ¢ 2) peak doping S
density, Nyg., and 3) trapping state density, Np(x). The implant species was
assumed to be Si in GaAs and th§ activation was assumed to be 100Z for all
devices. The gate length of the simulated devices is one micron with a gate
width of 300 microns. The trapping state density was assumed to be constant
as a function of depth for these studies. Note that the peak doping density
can be couverted to a corresponding ion fluency through the simple relation-

ship
9= ﬁﬁf(ﬁuh.x %)

vhere o, is the standard deviation of the projected range. The value for %D
can be obtained from LSS theory when the implant schedule is knowmn.

Figure 6a shows computed carrier profiles for the same 75 keV {mplant
with Npgy = 2x1017 cn‘3, but for three different trapping state
concentrations. The low-field mobility and maximum velocity profiles
corresponding to these three cases are showm in Figure 6b. It is clear from
the figures that the trapping state concentration in the material has a

significant effect on both the free-carrier concentration and the traansport
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properties of the implanted material. The equivalent circuit element values
that correspond to these cases are shown in Table I. The deep—-level
concentration has the most effect upon the device transconductance which
decreases as the trap concentration increases and the gate delay time which

increases with the trap concentration.

Table 1

Ton-Implanted MESFET
Equivalent Circuit Element Values

€= 75 keV, Npegkx = 2x1017 cp~3
Vas = 3.0V, I§ = I4gq

Deep-Level Concentration

Element 1x1014 ca=3 2x1015¢cm-3 1x1016cn—3
gp(mmho) 46.4 45.6 41.5
Cgs(PF) 0.419 0.417 0.399
Rdz(kQ) 1.22 1.20 1.35
R4(Q) ' 3.337 3.423 3.680
t(psec) 8.00 8.16 8.41
fnax(GHZ) 66.1 64.5 61.8
The remaining parameters were constant with the values G4 = 0.0577 pF,
Cgd = 0.0432 pF, Bq = 1.214 Q and Ry = 1.214 Q.

For the implant energy and peak doping studies, the trapping state
density was left constant at N = 2x1013 ca~3. This number was chosen to be in
general agreement with the results shown in Figure 3. The implant energy was
varied from 50 to 150 keV while the peak doping took values between 8x1016 gnd

4x1017 cn=3,
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The value for fp is computed from first order considerations to be given by

&
fr = ;E“s—' (5)

The quantity f,x 1is obtained by noting the frequency at which Mason's
unilateral gain (as predicted by the model) goes to unity . Mason's
sgilateral gain at a frequency of 10 GHz is plottea as a function of energy in
Figure 8. The results clearly indicate the superiority of low—energy implants
for high-frequency operation.

The information plotted in Figure 8 indicates the importance of implant
energy to achieve optimum high frequency performance. Notice that for a peak
doping of 4x1017 cm'3, a decrease of implant energy from 150 to 50 keV results
in better than a 92 increase in the unilateral power gain, from 16.2 dB to
17.7 dB. The superior high frequency performance of low energy implants is
easily understood in terms of the device physics. The available charge
carriers lie closer to the surface (gate contact) for low energy implants.
Thus, the gate potential required to alter the depletion width is smaller than
for deep implants and the transconductance of the device should rise. High
transconductance is important to the high frequency performance of these
devices. All of the devices considered in compiling Figures 7 and 8 were
compared at a bias of Ip = 10 mA. The dashed line falling off rapidly at the
low—energy end of the curves indicate that for energies lower than this,
Ipsg<10 mA.

The trapping state concentration in ioon-implanted semicoanductor material
can vary over a wide range of values. The quality of the initial
semi-insulating substrate, the temperature characteristic of the various

processing steps used, and the type of annealing implemented all affect the

b 6k o -
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kinds and relative concentrations of deep~levels ia the final device [13,14].
For the trap study in this work, an implant energy of 75 keV and a peak doping
density of 2 x 1017 cp=3 was assumed. The background trapping state
concentration was varied from O to 1016 cp=3, por trapping state concentra-
tions above 1016 cn~3  the device would be normally pinched—-off.

Figure 9 illustrates the effects traps have on the zero gate bias
current, Ipgg, and the pinch—off potential, Wyo. The trapping state density
of the figure ranges between 1014 and 1016 cm=3. Over this range the zero
gate blas current varies between 30 and 18 mA, while the pinch-off potential
varies between 1.62 and 1.38 volts. This large range of DC characteristics
indicates that reproducibility will be a problem unless consistency of the
trapping state density in the substrate can be maintained. It should be
further noticed that for deep—level concentrations below a level of about 1013
cm‘3, very little change in the characteristics occurs. As the trapping state
concentration lacreases above the low 1015 cp=3 level, however, the
current and pinch-off potential begin to fall rapidly.

Figure 10 shows the pinch-off “softening” effect menticned in the i
previous sectioo for one particular device. Notice that the figure plots :
normalized curreat and voltage. Thus, the trapping state density affects the J
DC characteristics of the device in a qualitative as well as a quantitative
wvay.

Deep—level traps also have some effect on the RF performance of the
device as illustrated in Figures ll and 12. Figure 11 shows clearly the
decrease of fy and f5,4 associated with increasing trapping state
concentrations-—especially for deep~level concentrations above the low
1015 cn-3 rangs. In Figure 12 note that for low bias curreants fT increases
vhen few traps are present while it decreases for higher trap coacentrations.

This is easily explained in terms of the degrading effects traps have on
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mobility and velocity. As the gate bias restricts current flow, a larger
fraction of the carriers are forced deeper into the channel. This corresponds
to the more lightly doped regions of the device. If the compensation ratio is
fairly small (i.e., few traps) then from equations (1) and (3) the tramsport
properties are superior, and fp increases. If, on the other hand, the
trapping state density is on the same order of magnitude as the shallow-level
donor concentration, then the compensation ratio approaches onme. This
corresponds to extreme degradation of mobility and velocity and, thus, forces
fr to decrease.
CONCLUSIONS
It has been shown how deep level traps in ion-implanted devices degrade

carrier transport properties in the semiconductor material. The degradation
is more severe near the tail of the implant profile than near the peak. Thus,
the transport properties of the device will be depth——or bias--dependent. A
modeling technique which accounts for this dependence has been used to study
device properties as a function of fabrication parameters and deep-level
concentrations. The results indicate that low energy implants should possess
superior high~frequency properties and that lowering the trapping state
density in the material should improve device performance. For the 75 keV
implaat studied in this work, a critical deep—-level concentration of about
1013 cn3 was identified. For trapping state conceantrations above this level
performance degradation becomes increasingly severe. Decreasing deep~levels
in fon~implanted devices below this critical trapping state concentration
should improve device performance. It should be noted, however, that for a
different implant schedule than the one considered here (i.e., 75 keV with

Npax ™ 2x1017 cw™3) the critical trap density may be different.

DN A b i - .
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1 Flow-chart of modeling steps required to obtain study results.

2 Low-field mobility as a function of doping and deep—-level
compensation. The solid lines are computed from equation (2) for ©
= 0.0, 0.2, 0.4, 0.6, 0.8. The data points are from the normalized
theoretical computations (3].

3 Resulting concentration profiles and low-field mobility profile for
one device.

4 Comparison of model predicted and measured I-V characteristics for a
one micron ion-implanted device.

5 The equivalent circuit for an FET used in the analysis.

6a Concentration profiles for a 75 keV implant with Np,y = 2x1017 ca-3
and with Np = 1x1014, 2x1013, 1x1016 cu™3. The solid curve is the
donor density while the dashed curves are free—carrier densities
appropriate for the various trapping state densities.

6b Transport property profiles for the three 75 keV implants of Pigure
6a. The solid curves give low—field mobility as a function of
depth. The dashed curves give maximum velocity as a function of
depth.

7a Predicted gain-bandwidth product, fp, vs. implantation energy, e
The peak doping, Npgy, is used as an independent parameter.

7b Predicted maximum frequency of oscillation, fngy, vs. implantation
energy, ¢ The peak doping, Npgy, is used as an independent
parameter.

8 Mason's unilateral gain, U, at 10 GHz vs. energy, e trapping state
density is constant at Ny = 2x1013 cm™3,

9 Predicted effects of varying trapping state coancentrations on DC
characteristics.

10 Normalized drain current predictions vs. normalized gate voltage
with and without traps.

11 Predicted gain-bandwidth product, fy, and nmaximum frequency of
oscillation, fagx, vs. background trapping state conceantratioa.

12 Predicted gain-bandwidth product, fp, as a function of normalized
drain curreat. The background trapping state coacentration is used
as a variable parameter.
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A TECHNIQUE FOR MODELING ION~IMPLANTED CaAs ﬂESFETS
IN THE PRESENCE OF DEEP LEVELS °

J. M. Golio, G. N. Maracas, D. Johnson, R. J. Trew
and N. A. Masnari
North Carolina State University
Electrical and Computer Engineering Department
Raleigh, North Carolina 27650

INTRODUCTION

Recent interest in developing GaAs integrated circuits for both
microwave [1] and high-speed logic [2] applications has stimulated the
development of ion-implanted MESFETs. Obtaining performance predictions for
ion-implanted FETs, however, preseants several problems unique to these
devices. Free-carrier and shallow—level donor concentrations will not be
equivalent within the channel of an ion-implanted device, and both
concentrations will vary as a function of channel depth. Deep-levels will
also exist within the energy gap of the channel material. These levels will
act to decreage the number of carriers available for conduction and also to
degrade transport characteristics. In order to obtain accurate performance
predictions, therefore, it is first necessary to quantitatively characterize
each of these depth dependent material properties. In many cases traditional
characterization techniques will not provide sufficient information for an
accurate material characterization. .o

This paper presents a modeling technique for determining free-carrier,

. shallow~level donor, deep-level and low~field mobility profiles. The

technique makes use of differential capacitance (C-V), conductance DLTS and
channel mobility profile data. The effect of this more accurate modeling on
performance prediction is also examined.

DIFFERENTIAL CAPACITANCE

Typical free-carrier, background donmor, and deep-level profiles for a
sample of ion~implanted semiconductor material is shown in Figure 1.
Free—carrier diffusion from highly doped to more lowly doped regions in the
material causes the free-carrier profile to differ from that of the
shallow-level donor profile. This effect is most pronounced in shallow
implants and can lead to as much as an order of magnitude difference between
the two concentrations for implants typically used in the fabrication of GaAs
MESFETs.

Traditional C-V analysis establishes the distribution of majority
carriers rather. than the distribution 'of fonized impurity atoms [3]. The
actual impurity distributioan in a messured sample can then be computed from
the free-carrier distribution [4]. In the C-V measurement process, the
capacitance is normally measured with a small oscillating voltage
superimposed over a fixed applied bias. The fixed voltage bias translates
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into a depletion length into the material through the use of the abrupt
depletion approximation. The oscillating voltage induces a curreat due to an
incremental charge being alternately covered and uncovered near the depletion
region edge.

The presence of deep—-levels in the material adds complications to the
analysis. The traps allow the incremental charge which is measured to come
aot only from free-carriers in the conduction band, but also from carriers
trapped in the deep-level sites. The interpretation of C-V data under these
conditions has been examined in detail by Kimerling [5]. The analysis
congiders the relationship between the frequency of the oscillating voltage,
the electron emission rate associated with the deep energy site, and the rate
of change of the dc bias as well as the type of trap site preseant. Following
Kimerling, expressions to accurately interpret C-V data and obtain the
free-carrier distribution can be developed provided the dominant trap site
can be accurately described [6,7]. The effect that traps have on the
interpretation of C-V data is shown in Figure 2. The solid curve in the
figure represents the computed free-carrier concentration using traditional
C-V analysis and assuming no deep-levels are present in the material [3].

The dashed curves represent what the actual free-carrier distribution in the
material would be for various constaant deep-—acceptor and deep—donor trap
densities. In actual ion-implanted material the trap distribution will not
be constant with depth so that more detailed analysis is necessary.

DEEP-LEVEL TRANSIENT SPECTROSCOPY .

Conductance DLTS similar to that proposed by Adlerstein [8] has been
utilized in this work. In the measurement process the source-drain

- conductance of an FET structure is monitored while a gate voltage pulse is

applied repetitively. Band diagrams which correspond to times before, during
and after the gate pulse are shown in Figure 3. A dc reverse bias voltage has
the channel nearly pinched-off before the gate pulse is applied. The
drain-source voltage is kept small to insure that the device remains in the
linear region. Thus, a small steady-state conductance is measured. When the
gate pulse 1is 'applied, it acts to decrease the depletion width and causes
empty electron traps formerly in the depletion region to be filled (see
Figure 3b). Immediately after the pulse, the depletion region is deeper than
before the pulse since the filled traps carry the added negative charge of
trapped electrons. This decrease in depletion width corresponds to a
measured decrease in the source—drain conductance. Because the time
constants of deep-levels are relatively long compared to capacitance time
constants, the total change in conductance immediately after the pulse is not
difficult to determine. The more traditional DLTS analysis which monitors
the rate of decay of the trapped carrier charge as function of temperature is
used only independently in this technique to determina the trapping state
energy level. Finally, by using several gate pulses of different magnitudes,
iaformation about the density of the deep energy levels as a function of
depth can be obtained.
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It should be noted that calculation of conductancefnmd change of
conductance requires that low-field mobility and free-cirrier distributions
be known. For this work mobility was calculated using the theoretjical
results of Walukiewicz et al. {9] in conjunction with Monte Carlo [10]
velocity-field simulations. The data obtained in this way was them curve fit
to obtain an empirical expression for mobility as a function of ionized
imparity density and compensation ratio. The resuiting expression is given
in reference [11] and plotted against normalized Walukiewicz values in Figure
4. The figure illustrates the excellent agreement between the two. A
further check on the mobility calculation can be made by comparing the
computed mobility with that obtained from a magnetotransconductance
measurement [13].

MEASUREMENT " APPARATUS

Figure 7 is a schematic diagram’ of the MCNC/NCSU electrical properties
characterization laboratory. All measurements are controlled by an LSI 11/23
computer which stores the data and can transmit it to larger mainframe
computers and remote users. This system will be described more completely at
a later time.

I-V characteristics of devices are obtained with an HP4145A
semiconductor parameter analyzer which is connected to an automatic probe .
station for on-chip measurements. 1 MHz C-V/GV data is extracted with a PAR
410 capacitance-voltage profiler. This i3 also used for capacitance and
conductance DLTS measurements. Fast A/D converters digTtize the DLTS
transients and store them for later analysis [13]. The Air Products
Helitran, which 1s capable of attaining liquid Helium temperatures (4.2°K)

. can be inserted between the poles of the laboratory electromagnet for
experiments in magnetic fields such as mobility and magnetoresistance as a
function of temperature. The cryostat also has quartz windows allowing
optical excitation of the samples.

— e b ey, s B B e e

Since all measurements are completely automated, new experiments can be :
performed simply by writing specialized software routines. This increases
the flexibility of the system by increasing the number of measurements
possible. )

; - PROFILE SOLUTION

Differential capacitance data allows for the calculation of free-carrier 1
distribution 1if the deep-level distribution is known. Likewise, DLTS data
allows for the calculation of deep~level distributions provided the \
free~carrier distribution is known. The combination of the two measurements Cod
when coupled with appropriate device equations provides sufficient
A informarion for detarmining the profiles of interest. References [6] and [7]
outline a method for obtaining solutions to the set of highly non-linear
integral and differential equations which must be solved simultaneously. The
method involves assuming a deep-~level distribution in the material and then
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using the C-V data to compute the DLTS results. The actual DLTS measurement
data can then be compared to the predictions for the assumed trap density
profile. By modifying the assumed trap density profile good agreement
between the change in conductance predicted and that which is measured can be

obtained.

EXPERIMENTAL RESULTS

Measurements were performed on a 1 ym gate length MESFET and a fat FET
(250 x 200 ym} adjacent to it on the same chip. The active channel was
formed by implanting silicon into a Chromium doped GaAs substrate.
Conductance DLTS and 1 MHz C~V measurements were perforned on these devices
and a dominant deep-level donor site was identified at 0.736 eV below the
conduction band. This trap is probably (EL2). The findings of Martin et al.
[12] also indicate that an (EL2) dominance is to be expected.

The measurement data was input into a computer simulation which
calculates the desired profiles as discussed in references [6] and [7]. For
a first guess at the deep-level distribution, constant density profiles were
assumed. The solid lines of Figure 5 show the resulting conductance
predictions for various trap densities along with measured data. Note that
small values of Va-Vp correspond to regions deep in the active channel while
larger values represent areas close to the surface. Using simple step
function approximations for the trap density profile results in considerable
improvement in the obtained agreement.

Figure 6 i{llustrates free-—carrier, ionized donor and deep-level
concentrations which result from the analysis. Note that some scatter of the
ionized donor data begins to occur deep in the channel. This begins to occur

" when the trap density and ionized donmor density are of the same order of

magnitude. The uncertainties in the exact shallow—-level concentration at
this depth are not critical to profile predictions. This is true since the
magnitude of all the quantities of interest are small at this depth when
compared to their magnitudes near the implant peak. Despite the scatter of
the data, it is evident from Figure 6 that the free-carrier and shallow-donor
concentrations differ significantly. For lower energy (shallow) implants,
this distinction between the two profiles is even greater. '

The low—-field mobility profile obtained from this analysis is also shown
in Figure 6. The curve can be compared to an experimentally obtained
mobility and is in good agreement. The low field mobility profile in the
channel is obtained experimentally by monitoring the magnetic field
dependence of the 1.6 ym gate device transconductance [13].

EFFECT OR DEVICE PERFORMANCE

The effects which depth dependent concentrations and transport
properties have on device performance have been studied through the use of a
device model which is described in references [7] and [Ll]. The model is a
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one-dimensional model with small-signal analysis which gecounts for depth
dependent carrier conceutrations and transport properties.

The I-V predictions of the model for a 1.6 micron ion~implanted device
are compared in Figure 8 with measured I-V curves. The agreement is
excellent. It should be noted that without the inclusion of depth dependent
transport due to traps, this agreement could not be obtained. The
deep-levels have a tendency to "soften” the pinch~off characteristics of the
device. For all of the devices studied in this work, this “softening” effect
was required to obtain best agreement with measured I-V characteristics.

This pinch~off softening effect is also illustrated in Figure 9 for ome
particular device. In addition to the qualitative effect of Figure 9, the
inclusion of depth dependent transport properties also has considerable
quantitative effect. Figure 10 shows the zero gate bias drain curreant and
the pinch-off potential as a function of trapping state concentration. The
trapping state deunsity of the figure ranges between 1014 and 1016 =3, over
this range the zero gate bias current varies between 30 and 18 mA, while the
pinch-off potential varies between 1.62 and 1.38 volts.

CONCLUSION

. A modeling technique for determining free-carrier, shallow-level donor,
deep-level and mobility profiles of ion—implanted devices has been
illustrated. Experimental results obtained from C-V, conductance DLTS and
channel mobility profile measurements on a 1.6 ym device are shown and have
been incorporated into the model. Agreement between the measured and
calculated device parameters is extremely good indicating the.importance of
including basic material parameters into a device model.
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Figure 1. Typical concentration
profiles for ion-implanted material.
Shown are the free-carrier, shallow-
level donor, and deep-level trapping
state profiles.
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4
Figure 3. Band diagrams appropriate
to conductance DLTS measurements.
The figures correspond to times
a) before the pulse is applied,
b) during the pulse, and c) immedi-
ately after the pulse.

Figure 4. Low-field mobility as a
function of doping and deep-level
compensation. The solid lines are
computed from an empirical expression
for 8 = 0.0, 0.2, 0.4, 0.6, and

0.8. The data points are from
normalized theoretical computations

(9].
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A MODELING TECHNIQUE FOR
CHARACTERIZING ION-IMPLANTED MATERIAL
USING C-V AND DLTS DATA*

J. M. Golio, R. J. Trew, G. N. Maracas and H. Lefevre

Electrical Engineering Department
North Carolina State University
Raleigh, North Carolina 27650

ABSTRACT

A new modeling technique for determining free-carrier, shallow—level
donor, trap and mobility profiles of ion-implanted GaAs MESFETs is presented.
This technique uses the results of C-V and conductance DLTS measurements to
calibrate a theoretical model. The model eliminates assumptions commonly made
in other simple characterization techniques. A sample case is presented which

indicates the importance of this more rigorous treatment.

*This work was partially supported by the Army Research Office, Durham, NC on

contract DAAG29-80-K-0080.

92

B SN GRS 43 S T




e

%

S——

NOTATION

]

Yw

Ay

%
Ho

epi-layer thickness

electron diffusion coefficient
conduction band energy

shallow—level donor energy

Fermi energy level

deep-level trapping state energy level
valance band energy level

Electric field

total electron current density
Boltzmann's constant

gate length

free—carrier concentration

conduction band density of states
ionized impurity concentration
deep-level trapping state concentration
electronic charge

temperature

depletion width

change in depletion width

Fermi level cross point of the trap level
change in the Fermi level cross point
gate width

dielectric coustant of semiconductor
peraittivity of free—space

low-field electron mobility

Vsr built in potentisl of Schottky—barrier
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1. INTRODUCTION

An attractive technology for the development of GaAs integrated circuits
for microwave, millimeter-wave and high-speed logic applications involves ion-
implantation of conductive regions directly into high-resistivity, bulk growm
semiconductor substrates [1,2]. The performance of FETs fabricated in this
manner depends strongly upon carrier concentration profiles and transport
characteristics as a function of depth into the device active layer. The
determination of these quantities, however, is complicated by the presence of
impurity compensation in the form of deep-~levels within the channel and by
free carrier diffusion due to non—uniform impurity profiles.

Generally, C-V techniques that asgsume charge neutrality conditioms
throughout the undepleted semiconductor are utilized to analyze semiconductor
profiles. Also, the effects of deep—levels are often neglected. These
assumptions are generally not valid for the case of ion—implanted material
typically used for GaAs MESFETs. When diffusion and compensation effects must
be considered the transformation from bias dependent to depth dependent

parameters is complicated. In general, it is not possible to accurately

determine the various profiles of interest for non-uniformly doped )
semiconductors solely from C-V measurements.

In this paper we preseant a modeling and characterization techuique for
determining free carrier, shallow—level donor, deep—level and carrier mobility
profiles. This technique is applicable for the analysis of material with ' i
arbitrary deep—level and doping profiles. This method combines experimental i
differential capacitance (C~V) and conductance deep~level transient |
spectroscopy (DLTS) messurements with a theoretical characterization model.
The combination of the C-V and DLTS measurements allows the carrier wobility

as a function of depth to be accurately detersined in an indirect manner.
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The profiles obtained with this method have been used in a theoretical MESFET

device model to analyze the effects of various profiles upon device

2

petformanceiLSfi Excellent agreement between the theoretical and experimental
device performance was obtained. Such agreement offers indirect evidence of
the accuracy of the characterization techaique.

2. GENERAL DEVICE EQUATIONS

Figure 1 shows typical free-carrier, background donor, and deep-level
profiles for a sample of ion—-implanted semiconductor material. Typically,
peak doping ranges from about 9x1016ca=3 to 4x1017cm™3. The deep-level
concentrations vary with material growth technology and generally range from
low 1013ca™3 to as high as 5x1016ca=3. Even in the absence of deep trapping
centers, free—carrier diffusion from highly doped to more lowly doped regions
will cause the free—carrier profile to differ from that of the ionized donors
as shown in Figure 1. This effect, also known as Debye tailing, can be
significant. Our studies show that as much as an order of sagnitude
difference can exist between these two profiles for ion—-implanted materials
typically used in the fabrication of Gads MESFETs.

The relationship between the frco-cairicr, donor, and deep~level profiles
can be obtained by combining the current density equation for slectrouns with
Poisson's equation in the direction into the channel. The appropriate form

for the one—~dimensional current density equation in n—~type material is
dn
Ja = 0 = q{ugn(x)E(x) + Dna-‘-} . 1)

To write the charge balance equation appropriate for bulk semiconductor

material, the deep-level characteristics must be kanown. For the case vhere
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deep-level acceptors act as the dominant electron trap in the semiconductor

material, Poisson's equation is written as [4]

iE_ - q_. {ND(x)‘ﬂ(!)‘NT(!) }. (2a)
dx &g

When deep—level donors constitute the electron traps in the material, equation
(2a) must be modified. In undepleted semiconductor material, deep-level donor
states will normally lie below the Fermi level. Thus, they will be filled and
carry no charge. The appropriate form of Poisson's equation for this case is
4]

dE - ¢ p)x)) (2b)
dx %

Equation (1) and the appropriate form of equation (2) can be combined to
express one of the profiles in terms of the other two. In the deep-acceptor
trap case, the background donor concentration can be written as

kTee &g d ] 1 dn
- - (3a2)

Np(x) = a(x) + Np(x) -
q2 dx|n(x)dx
where the Einstein relation has been uysed. Likewise, when the traps consist
mainly of deep—~donors, the shallow-level donor councentration can be written
kT difl dn

Np(x) = n(x) - it —. (3b)
q? dx|n(x) dx

The relationships (3a) and (3b) are identical to that derived by Kennedy
and 0'Brien [5] if trap centers were not present. The last term in both
equations (3a) and (3b) represents the local charge imbalance that will, in
general, exist within the material. The importance of this local steady—-state
charge imbalance in terms of the device mesasurements will be discussed in more

detail in the following sections.
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3. DIFFERENTIAL CAPACITANCE MEASUREMENT (C-V)

Using the depletion approximation, the differential capacitance (C-V)
measurement can be considered as a parallel-plate capacitor problenm. The
capacitance, C, is normally nea;ured with a small oscillating voltage, 4V,
superimposed over a fixed applied bias, V5. The oscillating voltage induces s
current due to an incremental charge, X, being alternately covered and
uncovered near the depletion region edge, x,. Kennedy et. al. [6] have shown
that in the absence of deep states, traditional C-V analysis estimates the
free-carrier concentration since only the free-carriers can participate in the

differential change in the device charge AQ.

If deep trapping states are present, then the incremental charge, M, is

due to free~carriers in the couduction band and electrons trapped in the
deep—-level sites. The interpretation of C-V data under these conditions is . 4
dependent on the relationship between the frequency of the oscillating

voltage, w(AV), the electron emission rate associated with the deep energy

site, e;, and the rate of change of the dc bias, w(4Vy). Both deep-level

donors and acceptors modulated at various speeds with respect to e, have been
examined by a number of workers [7-9]. For simplicity, however, this paper
will examine only the case where
w(AV) D> eq P> w(4Vg). A;
The band diagrams for this case are shown in Figure 2. These conditions are
chosen since they would commonly hold for C-V measurements on bulk GaAs <
substrates ion-implanted with n-type dopants. ‘
Kimmerling [9] has shown that when acceptor type traps make up the
deep-levels the free-carrier concentration under the previously stated

assuaptions can be expressed as
Yuly

0(Xy) = Og~g(Xy) = Nr(yy) + Np(xy)e (4a)

Rygix
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For donor type traps the corresponding expre‘aibn is
Yuly
B(xy) = no_y(xy)-Np(yy) . (4b)
Xy Ax
In equations (4a) and (4b), the term n.—y is given by
¢3  sac\!
Bgey(x) = - ——(— (5)
Q&5 \dV/ ,

and repregents the traditional C-V expression. The Fermi level cross—point y,
can be derived from the band bending if the background donor concentration is

known. Referring to Figure 2a and applying Poisson's equation gives

q2 e T—— —
cptr = —'[“D(‘v) - Np(yg) = Mxy)Np(xy) 6)
&%

where the notation

NGa) = [ N(x)dx
o]

and
;-(.a-) = fafN(z)dzdx

oo
is adopted. Knowledge of the valuefp - €7 is also required to determine yy
from equation (6). Normally,f. - ¢7 is determined through independent
measurement [10,13] and the relation

€c - €p = kTea(Nc/a(x)) M
is then used with this information to determine €p - €v.
Equations (4a), (4b) and (6) can also be written in terms of the quantity

AMxy) through the relatioanship

Mxy) = Xy~Yy o (8)

P




penng  PEBN M) ey e Meay s bum OONE SN D GBS O sEe aee

B J

99
Differentiation of equation (8) with respect to x, and substitution into
equation (4a) results in the expression
0(xy) = Doy (xy)-Nr(yy) b (l-d-}\—) + Np(xy). (9a)
Xy dx,

To obtain this expression small perturbations are assumed so thac-£¥ = gzm
Likewise, equation (4b) becoumes

yw dA
n(xy) = ne—y(xy)-Np(yy) — (1-—). (9b)
Xy dx“

Figure 3 shows a profile calculated from traditiomal C-V analysis along
with corresponding free-—carrier profiles calculated from equations (9%a)
and (9b) for various constant deep—-level acceptor and donor trap densities.
The deep levels have a significant effect upon the shape of the free carrier
profile, especially near the tail of the implant. Since low noise devices are
typically biased so that the conducting channel is in the tail region, the
deep~level concentration is expected to have a significant influence upon
device performance.

4. CONDUCTANCE DLTS

Capacitance deep—~level transient spectroscopy (DLTS) was originally
proposed by Lang [10] and described in various forms by others [l1-12] as a
technique to characterize traps in semiconductors. Similar information can
also be obtained from conductance DLTS [13], and it is this method that has
been utilized in this work. The technique involves monitoring the
source~drain conductance of an FET structure vhile a repetitive gate voltage
pulse 1is applied. The band diagrams corresponding to times before, during and
after the gate pulse are illustrated in Figure 2. Before the pulse, a reverse
bias V4 has the chaanel nearly pinched off so that only a small steady-state

conductance, g5, is measured. The pulse acts to decrease the depletion regioa

A
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and causes empty electron traps formerly in the depletion zome to be filled
(see Figure 2b). Immediately after the pulse, the depletion region is deeper
than before the pulse since the filled traps carry the added negative charge
due to the trapped electrons. This increase in depletion width-—gignified as
ix in Figure 2c—causes a decrease in the source-drain conductance, Ag. The
non—-equilibrium change in con&uctance decays as the filled traps emit
electrons back into the conduction band. The decay process 1is very slow
compared to gate capacitance time constants, however, so that 4g due to filled
traps immediately after the pulse is not difficult to determine. This change
in conductance from the steady—state value immediately after the pulse is of
interest here. The actual rate of decay as a function of temperature which
characterizes more traditional DLTS analysis [10-13], is used independently to
determine the trapping state energy level. Finally, by using several gate
pulses of different magnitudes, information about the deep energy levels as a
function of depth can be obtained.

Under the steady-state condition of Figure 3a, the conductance g5 can be
computed from

qQZ a
8 * :— | Ho(x)n(x)dx. (10)

Xy

Likewise, the change in conductance immediately after the pulse can be written
from Figure 2c as

q2 xytix

g=-—[" . p(x)n(x)dx. (11)

L xy
The conductance quantities expressed by equations (10) and (11) represent only
the conductance beneath the gatse. Yor short channel devices, the parasitic
source and drain registsuce: wi . also contribute to the msasured conductance.

Por this work, the parasitic resistsnces wers determined and subtracted from

the msasured terminal conductance.
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Equations (10) and (ll1) require that mobility be known as a function of
donor density and background compensation. This information was obtained
using the theoretical results of Walukiewicz et al. [l4] in conjunction with
Monte Carlo velocity—-field predictions. The mobility as a function of |
background donor density with no trapa present was determined from theoretical
Monte Carlo calculations {15], and the Walukiewicz values were then normalized
to the Monte Carlo numbers. The normalized data was used to obtain an
empirical expression for mobility as a function of background donor density

and compengation ratio. The resulting expression is

Hmax
(1-9)b
bo = . log N; ¢ (12)
+
No
where

N"“D"l3,
D

Wmax = 8380 (cm2/V*sec),
No = 23.2553,
e = 23.0,

® = Np/Np,

0.025*(log u;)2 - 0.817278*(log N') +6.252838
for Np > 1021 (a~3),

0.114992
for Np < 1021 (a~3),
and where Np is given in (n‘3). Expression (12) is plotted against the
normalized Walukiewicz values in Figure 4. As can be seen from the plot, the

agreement is quite good.
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Another restrictioan which applies to the situations illustrated in
Figure 2 is that Poisson's equation mugt hold. As noted in section 2, a
non-zero charge density exists within the channel independent of bias which
gives rise to a potential gradient. This potential is not the quantity of
interest for this analysis. Rather, it is the relationship of the change in
applied potential to the depletion width which must be described. These
quantities are related through the charge which can be moved—mn(x) and
Np(x)--and are therefore independent of Np(x). Thus, the appropriate form of

Poisson's equation to describe Figure 2a is

{n(xy) = (Np(xy) = Np(yy) =~ xpn(xy) + AMxye) (Np(xy) - Np(yy))} - Vpr

Vg =
&5
(13a)
for deep acceptors, and
S ——— a— —
Ve = {n(xy) + Np(yy) — xga(xy) = yulN7(ye)} = Vpr (13b)
& &H

for deep donors. The applicable equation for Figure 2b is obtained by
changing V4 to YV, X, to x; and Mxy) to Mzp) in the appropriate form of

equation (13). Similarly, from Figure 2c for the case of deep acceptors

q = — S —
Vo * {n(xyt+ax) - (Np(xytax) - Np(yp)) = (xytix)n(xytix) + (xytax-yp)

&b

*(Np(xy+ix) - Np(yp))} -Var, (l4a)

while the case for deep donors is described by

b B ] — —
Vy, = {a(xy+&x) ~ Np(yp) = (xy+&x)n(xy+ax) - ypNT(yp) } = Vpr. (14b)

&%
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It can be noted from Figure 2 that only the trap sites within a distance
of xy~A(x,) from the surface can alternately be filled and emptied by the
pulse Vp. For the case studied here, this corresponds to a depth of about 0.1
micron. For distances into the device greater than this, the trap
concentration enters into the computations th~~ugh the free-carrier
concentration as specified by equation (9), and through carrier mobility as
expressed in equation (12).

5. METHOD OF SOLUTION

The differential capacitance data, conductance DLTS data, and measurement
of the trapping state emergy level when coupled with the equations of the
preceding sections provide sufficient information for determining the profiles
of interest. Certain problems exist, however, in utilizing the data and
equations together.

Equation (10) requires that a value for the maximum epilayer depth be
known. With {fon-implanted profiles, however, this is a difficult quantity to
determine. For the low—energy (70 - 140 keV) Si implants studied here, it was
found that a good value for epi-~thickness was on the order of 0.3 to 0.35
micron. This corresponds to a depth into the material where free-—carrier
density reaches a level a little more than two orders of magnitude below the
peak free-carrier density in the structure.

The limitation of the C-V measurement technique to obtain data near the
surface of the sample creates another difficulty in the analysis. Equations
3), (9), (13) and (14) all require knowledge of the free-carrier
concentration throughout the active layer. This difficulty is overcome by

requiring that equations (10) and (13) hold simultaneously. In fact, 1if the
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C-V data were available throughout the active layer, then either equation (10)
or (13) would be redundant and the problem would be overspecified. In
collecting conductance DLTS data, both the reverse bias, V,, and the
steady-state conductance, g,, are measured. Also, from C~V analysis and
equation (4), a value for free—cgrrier concentration is obtained from some
minimum obtainable depletion width, Xpi,, to the maximum epi-layer extent, a.
For values of x between the material surface and xXgi,, the free-~carrier
profile can only be estimated. The initial estimate of the free-carrier
concentration near the surface can be made by assuming that the profile should
be approximately gaussian in this region with the slope of the profile flat at
the surface. Once a profile has been established over the entire active
region, equation (13) can be used to calculate the depletiom width, xy,
corresponding to applied bias, V. Likewise, equation (10) can be used to
compute X, for a steady—state conductance, g,. Any discrepancy between the
two values for x, obtained by these equations must be due to inaccuracies in
the built-in potential used or in the free-carrier concentration estimate
between the surface and Xpyn. Adjustments can then be made to either of these
quantities until the two values for depletion width agree.

It should be noted that this method produces only an equivalent built-in
potential/ free-carrier profile pair near the surface. However, since under
normal device operation of an ion-implanted MESFET this region would always be
depleted, this information is usually adequate.

To solve the equations of the preceding sections simultaneously in a
rigorous fashion is difficult. Equations (l1) and (14) must hold for each
pulse used in the conductance DLTS measurement. Thus, if tweaty different
pulse heights were used, there would be over forty integral and differeatial

equations that must be solved simultanecusly.
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An alternative to this method is to assume that the background trap
profile is known, and to compute the resulting conductance DLTS data. The
actual DLTS measurement data can then be compared to the predictions for the
assumed trap profile. By nnkiné modifications »n the assumed trap profile
good agreement between the change in conductance predicted and that which is
meagsured can be obtaiped.

This latter method was chosen for the work presented here. The system of
equations was solved iteratively: each equation being solved individually to
update only one quantity at a time. To begin, the trap concentration was
assumed equal to some constant value throughout the device. The depletion
width, x,, corresponding to the steady-state bias, V,, was determined using
equations (10) and (13) as outlined above. Equation (3) was used to update
the‘shallou-level donor profile. The fuanction M(x,) was then obtained from
equation (6) and the free-carrier profile determined through the use of
equation (9). Normally, three to six iterations through the equations were
required before comnvergence was achieved.

Once the free-carrier and shallow-level donor profiles were determined,
equation (14) was used to compute the depletion width change, &x, as a
function of pulse bias, Vp. This calculation requires the mobility to be
determined as a function of depth through use of equation (12). This
information is then easily utilized with equation (1ll) to predict conductance
DLTS data. Finally, the results were compared to the DLTS data actually
meagsured on the device. At this point, adjustments could be made to the trap
profile originally sssumed, and the process repeated until good agreement was

obtained.
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6. RESULTS

A 1.6 micron gate length MESFET and a differential capacitance test
pattern were fabricated on a Silicon implanted GaAs substrate [16].
Conductance DLTS and C-V measurements were performed on these devices and a
dominant deep—-level donor state (electron trap) was ideantified at 0.736 eV
below the conduction band. Although positive identification of this trap is
difficult, the level is probably EL2 [17,18]. The dominance of this level
agrees with the findings of Martin et. al. [19]. The C-V and DLTS data was
used as input to a computer simulation which calculates the desired profiles
as outlined in the preceding sections.

As a first guess, the trap concentration was assumed congtant. The solid
lines of Figure 5 give the resulting conductance DLTS predictions for various
trap densities along with the messured data. Notice that small values of
Vg-Vp represent areas deep in the device while larger values represent areas
close to the surface. The use of simple step function approximations for the
trap profile results in improved agreement between the model and experimental
results. A step-profile defined by

3.0x1015 ca=3 0.0 < x < 0.040 micron
Np =< 2.5x1013 ca™3 0.04 < x < 0.055 microm
2.0x1015 ca~3 0.055 <x<a
was used to odbtain the results shown by the dashed line of Figure 5. Here the
agreement between model predictions and measurements is excellent.

The resulting free-carrier, shallow—level donor, and deep—level trap
concentrations as a function of depth into the material are shown in Figure 6.
Notice that deep into the channel there is some scatter of the shallow—-level

donor data. This begins to occur when the trap concentration and the

e
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shallow—level donor concentrations are of the same order of magnitude. The
uncertainties in the exact shallow—level concentration at this depth into the
channel are not criticallto the profile predictions. This is true since the
magnitude of all the quantities of interest are small at this depth when
compared to their magnitudes near the implantation peak. Despite the scatter
of the data, it is evident from Figure 6 that diffusion of the electrous has
affected free—carrier and shallow-level domor concentrations. For lower
energy (shallow) implants, this distinction between the two profiles is even
greater.

The low—field mobility profile obtained from thig analysis is also shown
in Pigure 6. It should be emphasized that the mobility versus depth profile
is determined indirectly with the use of equation (12). Since this techaique
requires only the C~V and DLTS measurements it allows the various profiles to
be determined in an efficient manner.

The mobility profile shown in Figure 6 is in good agreement with the
results presented by Das and Kim [20], Hobgood et al. {21] and Jay and Wallis
[22]. 1In addition, this techunique has been used to determine profiles for use
in a theoretical device model to study the effects of the various profiles
upon device performance [3]. Excellent agreement betweeu the theoretical
predictions and experimental device performance was obtained [3].

Prom Figure 4 it should be noted that when the deep—level density is less
than about 1015ecm™3, the C-V data can be interpreted in the traditional manner
snd the Np(x) terms in the equations can be neglected. Under these special
conditions n(x) is also known and the entire analysis is simplfied. Even for
this special case, however, the shallow—level donor and free electron
concentratioas must be treated as separate functions in order to accurately

determine the carrier sobility profile.
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7. CONCLUSIONS
A modeling technique for determining the free-carrier, shallow-level

donor, deep-level and mobility profiles of ion-implanted GaAs material
suitable for MESFET fabrication has been presented. The technique involves
non-destructive electrical C~V and conductance DLTS measurements coupled with
the solution of the applicable device equations. The appropriate equations
have been developed and a solution method presented. Parameter profiles as a
function of depth suitable for device characterization and modeling are easily
determined. Deep~levels and free~carrier diffusion are shown to have
significant effects upon free-carrier transport characteristics. The use of

this technique on a sample case has been presented.
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Typical concentration profiles for ion—implanted material. Showm
are the free—carrier, shallow—-level domor, and deep-level trapping
state profiles. The distinction between free-carrier and
shallow—level donor concentrations will exist even without the
presence of deep-levels.

Band diagrams appropriate to conductance DLTS mesasurements. The
figures correspond to times a) before the pulse is applied, b)
during the pulse, and c) immediately after the pulse.

Effect of deep-levels on C-V interpretation. The solid line
represents the computed free—carrier profile if no trapping states
are present. The dashed curves are resulting profiles for various
constant trap densities.

Low-field mobility as a function of doping and deep-level
compensation. The solid lines are computed from equation (12) for
& = 0.0, 0.2, 0.4, 0.6, and 0.8. The data points are from
normalized theoretical computations [14].

-+
Change in conductance as a function oflpulaed voltage. Data points
are from conductance DLTS measurements. The solid lines are model
predictions with Np = constant. The dashed line is predicted for
the three level step profile defined in the figure.

Resulting concentration profiles and low-field mobility profiles.
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A New Method of Tolerance Enhancement for

Filters and Amplifier Matching Networks*

A. N. Riddle and R. J. Trew
Department of Electrical and Computer Engineering
North Carolina State University
Raleigh, NC 27650
(919) 737-2336

Abstract

A new method for increasing the tolerance of passive networks to complex

.load variations is presented. The method is based upon utilization of the

angular relationship between a network's reflection coefficient and the

correspouding changes with component variations. A new filter polynomial that

produces a respouse which has a greater tolerance to lo,s, component '
variations and load reactance variations than Butterworth, Chebyshev or
Elliptic structures has been developed using this method. Examples vsing this
new filter for tolerance enhancement of matching filters and FET feedback

amplifiers are presented. ,

*This work was supported by the Army Research Office, Durham NC on contract
DAAG29-80-K~-0080 and by the Office’ of Naval Research through an ONR Fellowship
to Mr. Riddle.
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Introduction

One method for the development of low-cost microwave integrated circuits

involves the design of passive networks that are tolerant of component and

‘load impedance variations. Such networks when used, for example, in amplifier

circuits would produce essentially uniform terminal characteristics while
tlloving for typical device-to-device parameter variations. While this
technique has considerable potential for use in designing low cost MICs, very
little work has been reported on appropriate design procedures. A new method
for determining suitable matching networks is presented in this paper. In
particular, a solution to the approximation problem for deriving filters with
greater tolerances to load parasitics, loss and element tolerances is
presented. A polynomial is developed for synthesizing a network with less
sensitivity to parameter variations than Butterworth, Chebyshev or Elliptic
structures. Examples of circuits utilizing this new filter polynomial are
prclon;ed and compared with conventional filter designsi The method presented
in this paper is intended to be used with the synthesis procedures discussed
elsevhere [1,2]. Only lumped element prototypes are consid;red 8o that the
effects of the filtering function, rather than a particular realization
method,. may be studied.

The first detailed comsideration of 1&0:1 responses for matching filters
was presented by Fano [3]. Although Fano demonstrated that a low ripple
Chebyshev response approximsting a constant mismatch was superior to a large
ripple Chebyshev response with the same peak mismatch, he did not explore
filter responses other than Butterworth, Chebyshev and Elliptic types. The
filter polynomial developed in this paper results in a rcnp;nse which

maximizes the tolerance of the filter to load reactance variations such as in

the 1nput'capuc1:y of an FET. This response is derived by realizing that the
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tolerance of a filter to an element variation is maximized when that variation
causes a change in 813(f) which is perpendicular to the direction of Sji(f)
[4]. Therefore, a filtering polynomial is developed which causes the change

in S;31(f) with load reactance variations to be perpendicular to the direction

of §11(f) at the peaks of S;;(f). When the angle factor (defined as the angle

between the direction of Sy3(f) and the change in S33(f) due to a variation in
any compounent) is an odd uultipie of 90 degrees the response is maximally
tolerant to variations in that component {4]. Consideration of the angle
factor leads to a filter response which has a relatively flat mismatch over
most of the band and a small dip im S;;(f) at the band edge. Such a
characteristic has improved performance over traditional filters.
Theory

The transformation from the load imittance plane to the input reflection
coefficient plane and the reverse process are both bilinear transformations.

Therefore, since changes in the real and imaginary parts of the load are

. orthogonal, resulting changes in the input reflection coefficient will be

orthogonal. This property can be exploited to increase the tolerance of
filter networks to reactive variations in the load. If the filter network is
charact?tized with an ABCD matrix and a load impedance of the form

Zi(f) = R+ J X (f)
is assumed, the change in a reflegtion coefficient due to load reactance

variations can be written as . )
3118 . S21(£)S12(£f)

_#E'Tl 3 A‘Q‘z Y I (1
If the load is described as an admittance the cortesponding.equation is

3811(6) . _, S21(£)8)15(F '
—5-‘-1-571,(, J-ll-zﬂ-’-}-l“ , (2)

vhere Y (f) = G + jB(f).
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Since equations (1) and (2) define a dc:iiative from only one circuit
evaluation, they provide efficient tolerance analysis.
Figure 1 shows the center of the reflection coefficient plane with a

circle enscribing a maximum tolerable reflection, Tmaxs fof a circuit such as

_an amplifier input matching network. A point, S11(fy), is located inside this

circle and represents a point on the curve of input reflection versus
frequency. Increases and decreases in the device reactance, typically the
ioput capacitance, will move the point at S1)(f,). This differential movement
is given exactly by equation (1) for any network described by S-parameters
wvith load impedance Zt,.

: The alternating line of Figure 1 shows the maximum symmetric tolerance
about the point at Syj(f,). The dashed line of Figure 1 shows an asymmetric
tolerance which for practical purposes should be limited to its maximum
dynncttic variation. This shows how variations in the device input
'capacitance will have a minimum tolerance if they cause radial excursions in
$11(£f,) and .a maximum tolerance if they cause excursion; of S11(fy) along the
alternating line of Figure 1. The tolerance in the device input capacitance
would be that percentage change which caused S1)(f,) to lie ou the Ipay

circle.

The change in S;3(f) with frequency is given by the equationm,

BY® . 5 RERE K, 210D [0 B - 42 2,20

B oD '
+(c%%+n%-A%%-B%:-) ZL(f) + D 3 - ﬁ]» &)

vhere A, B, C, and D are the ABCD matrix paraneters for the matching network. . )

Equation (3) shows that for all low Q or resistive matching networks the

absolute direction of 3S))(£)/3f is exactly the same as that of 3Syj(f)/aX(f),
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" midband is due to 1its 90 degree angle factor.
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depending ounly on the sign of 3X/3f. For these networks reactive variations
in the load have their maximum tolerance when the magnitude of S11(f) 1s a

constant over the passband, i.e. the matching filter has a flat mismatched

_ responge. While practical networks are not resistive and rarely low Q,

equation (3) leads to the conclusion :hit matching networks should provide a
flat mismatch at least over the center of the band and should not have large
ripples. For this reason a Butterworth filter has a midband tolerance to load
ren;tance variations greater than a Chebyshev filter even when the Butterworth
response has alflat mismatch greater than the peak of the Chebyshev (Figure 2
and Table II). The superior petéormance of the Butterworth response in its

A classical approximation for the tolerance of a filter to load

variations is given ﬁy [5,6]

. T spch)l
b4 classical.tolerance (£) = 100 Tg%frfy%jlé;s%llj 4)

: S11 .
where Sy is the classical sensitivity defined as:

X(£) Bs (f
: = su) (f)

Note that equation (1) may be used to compute the classical semnsitivity
without the need for a derivative.

This approximation gives the minimum bound on the load reactance
tolerance as the tolerance goes to zero. A better approximation to the load
reactance tolerance uses the angular relationship between S)1(f) and its

change with respect to a load reactance to give

. dnin .
% corrected tolerance (f) = 100 - lsll(f)llsx311| (s)

AR s -
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wvhere

duin = miniaua {Sj; cos (# - 8) ¢ |Taax? - [S1) stn (4- QR )

and 8§11 = lsll(f)l » = €8511(f), 6=« %? .

- The difference between O and ¢ is the angle factor, and maximum tolerances
occur at odd multiples of 90°. This toierance measure vill always be greater
than or equal to the classical first order tolerance approximstion because the
classical tolerance uses the minimum radial distance from $11(f,) to the lgax
circle, as seen by the dashed line in Figure 1, while the corrected tolerance
includes the angle of response vyriation. It will be demonstrated in the
results section that this corrected tolerance gives a better approximation to
..thc tolerance magnitude and the frequency where the circuit first falls out of
'spccificltion.

Becsuse the Butéerworth filter has optimal midband tolerances, and poor
tolerances at the band edges, a more tolerant filter can be derived from a
response vhich has a vide, flat mismatch at the nidbandland small dips in
811(f) toward the bgnd edges. It is important that the dips in S;)(f) do not
g0 to zero so that they cause only a small ripple in the response. An
increase in band edge tolerances results. ' This new response appears as a
aismstched second order Chebyshev filter. The filtering polynomial, however,
is not a Chabyshev polynomial. The new filter polynomial has two ripples for
all orders and exists only for third and higher order filters. A Chebyshev
polyno;ial, however, may be considered as a degenerate case for a second order
filter. The filtering polynomial has a larger tolerance to load variations }
over its passband than a Butterworth, Chebyshev, or a aismatched version of

either. For a third order filter the polynomial is:

POrE

£, L |
P3ep) @ P+ 2P+ B +1, - (6)
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vhere a is the distance to the S)j(f) zeros (matched case) in the normalized
filter,

g = V2a2-1
e

and p = 0+ jw. The characteristics of this filter are:
Paa(0) = 1.0,
Faa(ia) = 0.0,
and Fpq(j) = 1.0 for the matched case.
This may be used to construct a fourth order filter with the same @ as a
third order, and higher orders may bf obtained from the recursion formula:
Platl)a = (2 + DF(a-1)a + pPaas ®)

vhere n is the order of the filter*

The network of Figure 3 was used to examine the tolerances of
Butterworth, Chebyshév and the new filter to variations in a series load

capacitance. In order to give a fair comparison between the filter types,

each filter is designed to have a bandwidth such that

. mnl-s—l-%(—ﬁ-l‘du - K ' 9

vhere K is the same for all filters. All filters, therefore, have the same
ability to absorb complex load reactances.

The maximum percentage tolerance of a series or parallel load capacitance
assuning that S11(f,) = 0, the matching network is lossless, the network is

r.cipr6c11 and the percentage change in the capacitance is small is calculated

#A fourth order polynoaial is:

-

&
P4alp) -%*I:%p3f%p2+r§2; p+1
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with the expression,
Iy
. 200 AKX
} 4 B e @
tolerance Qs lr'—zl_r 2 (10)

where Qf is the device input Q at f,. This expression establishes an upper
limit for circuit tolerancing and aids in device selection.

In the network shown in Figure 3 the load is a narrowband model of the
input impedance of a 250y wide FET used over the 3.7 to 4.2 GHz range. Lg, C¢
and R are 1.4 nH, .3 pF and 8 ohms respectively. Note that ideal responses
vere obtained by neutralizing the load reactances with negative components and
using an ideal transformer. In praciice, Youla's broadband equalization

theory [7] would be used to neutralize the load reactances and the ideal

‘vtransformer could be absorbed into the filter by Nortoa's transformation or

‘the use «f imittance inverters. Figures 3 and 4 show plots of third order

Chebyshev and Butterworth filters with a normal and 2% high FET capacitance.
These plots are only from 3.75 to 4 GHz for clarity, and have the normal
capacitance, .3 ?F, as the circled points and the high value as triangular
points. These filters were designed for peak reflections less tﬂan «26 from
3.7 to 4.2 GHz. Note how the Chebyshev filter violates its specifications in
the midband while the mismatched Butterworth filter fails at the band edges.
The Butterworth filter also had a higher K than the Chebyshev which shows that
for a given value of K a Chebyshev response is a better choice than a
B;:tcruorth rc;pon-e.

The Chebyshev filter is less tolerant because the reactance variation
causes & change in 8;)(f) that is oot quite tangent to S;)(f) ag the ripple
peaks (the angle factor is not 90 degrees), and the chnngc‘in $11(£) due to
reactive load variations becomes :ingent to the curve of S11(f) at higher

frequencies. This means that the rapid magnitude change in 811(£f) allows
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reactive variations in the load to cause nearly radial variations in Sy1(f)
thereby degrading the tolerance. Chebyshev (and Elliptic) responses are only

optimal when both passband and stopband responses have tight specificatfions.

As can be seen from Figures 4 and 5, the mismatched Butterworth response has a

greater tolerance in the midband even though its smallest reflection is equal
to the peak reflection of the Chebyshev. The Butterworth filter's tolerauce
is reduced at the band edges because variations in the load reactance cause
changes in S11(f) which begian to be tangent to the Sy)(f) vector. Since the
Butterworth filter has nearly ideal tolerance properties in its midband,
modifying its band edge response will lead toward optimally tolerant filters.

‘ As shown in equation (1), the design of load tolerant filters in lossless
reciprocal structures.involves only the manipulation of the S2;(£) vector.
Reciprocal structures must rely on angular relationships or loss for tolerant
design, as seen via the S23(f) and S)3(f) terms in equations (1) snd (3). The
S12(£f) tera in equation (1) shows how circulators and isolators allow
tolerance cﬁ load variations in nonreciprocal unetworks. A gecond point of
clarification concerns the straight lines arawn in Figure 1. The bilinear
nature of networks causes most variations to have a finite curvature. This
causes the calculations in equations (4), (5) and (10), which are based on the
straight lines of Figure 1, to be approximate.

Various bandpass n.tuorks'tepresentcd by Figure 3 were characterized by
their tolerances to load reactance variations, element variations and loss
over the 3.7 to 4.2 GHz range. Table I gives the element values for a
cﬁcbyshev filter of .5 GHz bandwidth and ppgx = .26, a mismatched Chebyshev
filter of .5617 GHz bandwidth, ppax = 23 and ppyg = -115, and a mismatched
version of the filter of equation (6) with .53 GHz bandwidth, & = .78, ppax =

«23 sud puin = -115. All of the filters have a center frequency of 3.942 GHz.

A
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All of the above filters also have a K, as defined by equation (10), of
approximately 7.4 x 109. This was done to ensure a physical basis of

comparison since K relates directly to the load reactance which may be

absorbed by the filter [1]. For lossy filters, the conductances and

resistances of Table I appear in parallel or series with their respective
resonant circuits shown in Figure 3. A large bandwidth Butterworth filter
with large mismatch, pgipn = .278, was included to show how it is tﬁe
combination of the angle factor and the reflection coefficient magnitude that
determine the tolerance to load variations. As shown in Table II, this
Butterworth filter has a larger tolerance than the Chebyshev filter, yet its
reflection coefficient is always greater than the Chebyshev. However, the
Buttervorth filter shown here is not comparable to the other filters, because
of its bandwidth of 2 GHz which makes its K far too large for comparison (see
Figure 2).

t..bh I1 giveas the tolerances of the various filter types to load

" resctsuce variations. The additional tolerances in Table Il are for the firs

and second least tolerant filter elements, as labeled. 'l‘hc. tolerance
information is given for a maximum S11(f) = .333 = [y with only one
component being varied. This table shows that the mismatched Chebyshev and
the new filter have up to & fifty percent increase in device tolerance and a
three hundred percent increase in element tolerances over a Chebyshev filter.
Furthersore, the new filter shows a greater increase in device tolerance and
most sensitive element tolersnce than the mismatched Chebyshev. These
increases in tolerance canm make circuits much easier to tune and even
eliminste tuning in some cases. The mismatched !utumrth‘ruponoe is
tabulated only to illustrate the effect of the angle factor on circuit

performance. This wide bandwidth filter has a nearly constant reflection

t !
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coefficient of p = 0.278 across the 3.7 to 4.2 Cﬂz band, and an angle factor

around 90 degrees. Although the reflection coefficient of this Butterworth

respouse is higher than the peak reflection coefficient of the Chebyshev

response, the Butterworth filter has a larger tolerance to load variations.

The larger tolerance is due to the 90 dégree angle factor of the broadband
Butterworth filter, and so demonstrates the importance of the angle factor in
tolerant filter design. The improvement ;f the mismatched Chebyshev response
over the normal Chebyshev response may be attributed to the reduction of 1its
maximum reflection coefficient, while the improvement of the new filter over
the mismatched Chebyshev is because the new filter has an angle factor nearer
to 90° at the peak of Sy3(f). Thus, the new filter is the most tolerant
design. The ideal tolerance of equation (9) is included in the table as an
approximate upper limit for the device tolerance.

Table I1I compares the tolerances of the new filter to load reactance
variations using the first order classical [equation (4)] and angle factor
corrected [?quation (5)] methods. The classical method gives a minimum device
tolerance of 1.3% at 3.94 GHz, while the éérrected method gives a mininu;
device tolerance of 1.7% at 3.85 and 4.05 GHz. The actual device tolerances
are 1.83%7 at 3.85 GHz and -1.8% at 3.7 and 4.05 GHz simultaneously. This
demoustrates that the corrected response gives a better measure of the device
tolerance and the frequency where the specification is violated.

It is well known that monolithic microwave circuits are lossy compared to
hybrid circuits. Therefore it is important to noise figure and circuit
p;rfotnancq that the filters be affected as little as possible by loss.
Figures 6 through 9 demoustrate the effects of uniform element Qs of 25 on
the three filtir types discussed. In both reflection and traansmission, the

pev filter is least affected by loss. The new filter gives .7 and 2.5 db less

loss at the band edges and .4 and 1.3 db less loss at the band center than the

O et o T T
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mismatched and normal Chebyshev filters, respectively. Note that

predistortion would help the band edge respouse but hurt the band center
response. The end result is that the new filter would give a better noise

figure than either of the Chebyshev filters. Table IV compares the tolerances

of the lossy filters. Again, the new filter gives an overall higher tolerance

to both element and device (load) variations.

Table V gives the tolerance results for a broadband FET feedback
amplifier. This amplifier used a 750 p wide FET of C¢ = .6pF and 8a = 065
mhos with an LC matching filter (Cl,.Lz) and a feedback resistor (Rpg) of 180

ohms, as shown in Figure 10. Thé FET model included source inductance and

. other pertinent components. Two different matching filters were used with

_this amplifier, and have responses shown in Figure 11. The first design was

“tuned” to provide zero reflection near 7 GHz, and results in a familiar
humped response. The second response was designed to give a finite but
flatter VSWR across the entire band. This latter design is less
straightforward, but results in a much greater tolerance to both.the FET and
the circuit elements.
Conclusion

Thc'conoideration of the angle between the S13(f) vector and the change
ia 811(f) due f° load reactance variations has been used to design a more
tolerant filter characteristic. This angle factor also explains‘uhy Chebyshev
filters have & low tolerance for a given mismatch. A corrected first order
approximation to load reactance tolerance was given which has greater accuracy
with no additional circuit calculations. While the fiiter wvas designed
specifically for a greater toloraéce to load reactance variations, the filter

shoved increased tolerances to clcinnt variations and the effects of loss.

Since insensitivity to loss and the greatest possible tolerances are essentisl
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to designing lower cost and easily tuned microwave circuits, the design

techniques dasscribed above should aid the production of all microwave
eircuits, especially wonolithic circuits.

The basic concepts of this paper are given in equatiénz (1) and (5).
These may be generalized to state that the sensitivity of any element in a
filter is proportional to the product of the amount of power delivered to it
from the source and the amount of power it may deliver back to the source; and
that since circuit respones are vectors, it is useful to view the problem of
maximizing a tolerance as that of maximizing the distance the response must
travel before it violates a specification. These concepts are best satisfied
in reciprocal filtering networks by using a mismatched response and making the
angular relatioanship between the response and its perturbation due to any omne

element variation equal to an odd multiple of 90 degrees..
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' : . TABLE I - |
FILTER ELEMENT VALUES
' ' fo = 3.942 GHz
' g . |
Type (GHz) n C1(pF) L3(nB) Gy(mQ)|Ly(nB) C2(pF) Ry(Q)|C3(pF) L3(nB) G3(mQ)
l?hebyshev .5 2.5 8.729 «1867 8.648 [ 18.11 .09 17.94] 8.729 .1867 8.64
Cheby shev .5617 | 2.228] 8.585 .1899 8.51 |13.99 .1165 13.86] 7.005 .2327 6.94
(mismspched)
New filter .53 1.978] 8.594 .1897 8.52 12.49 .131 12.37{ 5.138 .3173 5.09
nismatched)*®
Butterworth** | 2.0 1.879} .5735 2.842 . 447 3.64 213 7.64
(mismatched) [ '

l *This denotes a third order filter with reflection zeros at .78 of the filter bandwidth.
**The Butterworth response has too large a bandwidth and 18 used only for illustrating the »
importance of the angle factor. ,

|

%

TABLE 1I
BANDPASS MATCHING FILTER TOLERANCES
Allowed Element Tolerances (%)

Circuit Parameters for Tpax = .333 and 3.7-4.2 GHz range
(see Figure 3)

sty (™ Wonan .y

Filter BW (GHz) Pmax Device
. Ce 1 2
Cheby shev 3 Y] S T3 ~ % i, ¢ 1.96% €. L1
lChcbyshev «3617 .23 -+ 1.43% 2.022 Lz, C2 3.392 ¢, L
‘New Filcer .53 23 1.82 2.92 €, Ly 3.05% 'L, C2
‘Butterworth* 2. . .278 2.2
Ideal (eqn 10) |. . 3.92

‘#The Butterworth response has too large a bandwidth for meaningful comparison and 1s used only
to illustrate how the angle factor allows a relatively high tolerance even when the reflection
coefficient is large.

e e =y
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ELEMENT TOLERANCES OF LOSSY FILTERS

element Q = 25
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TABLE IIIX
LOAD REACTANCE TOLERANCE OF LOSSLESS FILTERS
Clagsical (eqn 3) Corrected (eqn 4) Actual
. Tol (X) Freq (GHz) Tol () Freq (GHz) Tol (Z) Freq (GHz)
Thebyshev By 3.523 T3 1.5%3 T2 3.53
Chebyshev 1.2 3.8 1.4 3.825 1.43 3.825
(mismatched)
New Filter 1.3 3.94 1.7 3.85 1.83 3.85
(mismatched) -
TABLE IV

Allowed Eleﬁent Tolerances (%)
for Tpax = +333 and 3.7-4.2 GHz range

(see Figure 3 and Table I)

Circuit Parameters Device Circuit
Ce 1 2
Filter BW(GHz) Pmax ]
Chebyshev. .5 26 1.1X 4% C3, L1 1.2 1, C3
Chebyshev «5617 .23 1.62 9% Ci, L) 2.22 L, C2
New Fil'ter .53 023 108: .9: Cl, Ll 204: Lz, Cz

17N Y { WY
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Broadband FET Aaplifier (1-9 GHz)

TABLE V

MATCHING FILTER TOLERANCES
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Allowed Element Tolerances (%)

for Tpey = 333 and S31>1.75

Matching Filter Device Circuit
Filter C1(pF) L2(aB) Ce 1 2
Tuned .37 .92 >.5% >.5% Ly >1Z 8a

Ep Vo - SR
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A Smith chart coataining the maximum tolerable reflection, [..,
and the input reflection coefficient at f,, S1j(f,). The dashed
radial line represents the direction of minimum absolute variation
in 8y1(f,). The alternating line perpendicular to the S;1(f,)
vector represents the direction of maximum absolute tolerance since
the distance between S))(f,) and the Tpey circle is maximized.

A plot of VSWR versus frequency for a third order Chebyshev filter
{s0l1id lipe) with a peak reflection of .258, a mismatched Chebyshev
filter (dashed line) with maximum and minimum reflection of .23 and
«115 respectively, and a large bandwidth mismatched Butterworth
filter (alternating line) with a midband reflection coefficient of
.278.

The third order lumped filter network used in examining the
tolerances of filter responses. Inductors and capacitors one
through three represent lossless filter elements. R, Cf and Lg
represent a unarrowband model of an FET input impedance. The ideal
transformer and negative elements are used to equalize the filter
for the complex FET impedance without disturbing the filter
components. This enables filter and device component variations to
be analyzed. .

Input reflection plot of a narrowband mismatched Butterworth filter
versus frequency. The circles represent the true response, and the
triangles represent the response with C¢ designed to cover 3.7 to
4.2 GHz, but only 3.75 to 4 GHz {s shown for clarity. The [,y
circle is for a reflection coefficient of .333. Note how the
Buttervorth filter fails at the band edge and has ideal tolerance
characteristics in its aidband.

Input reflection plot.of the Chebyshev filter ia Figure 2. Only
3.75 to &4 GHz of the 3.7 to 4.2 GHz passband is shown for clarity.
Again, the lp,y circle iz at a reflection of .333, the circles
represent the true respouse, and the triangles represent the
response for a 2% increase in C¢. Note how the Chebyshev response
is moved in a nearly radial direction at the response peak. This
radial variation causes the Chebyshev to have a poor tolerance to
load variations.

VSWR versus frequency plot for three of the filters described in
Tables I through IV. The solid line is the Chebyshev with a peak
reflection of .258. The dashed line is a aismatched Chebyshev with
reflection maxims and minims of .23 and .l15 respectively. The

‘alternating line is the new filter with reflection maxima and

ainima of .23 and .115 respectively. All of the filters have the
same returu-loss bandwidth product, which means they all have the
same ability to equalize a complex load.
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Figure 7. VSWR versus frequency plot for the filters described in Pigure 6
having lossy elements with Q's of 25. Note the narrow bandwidth of
the Chebyshev (solid line) and the flat response of the new filter
(alternating line).

Pigure 8. Gain versus frequeacy plot for the lossless filters described in
Figure 6. Note the Chebyshev (solid line), mismatched Chebyshev
(dashed line), and mismatched F3,67g (alternating line) responses.
The new filter has a double peaked response for all orders.

Figure 9. Gain versus frequency plot for the filters described in Figure 6
having lossy elements with Q's of 25. The Chebyshev response
(solid line) is severely rounded and has the greatest loss. The
mismatched Chebyshev response (dashed line) has less loss, but the
lowest loss is in the F3,7g response (alternating line). The F3, 78
response is relatively flat and has one to two db less loss than
the Chebyshev response. This allows less tuning and a lower noise
figure.

Figure 10. Model of an FET feedback amplifier.

' Figure 1l. VSWR versus frequency plot for the FET feedback amplifier with a

tuned input matching network (solid line), and a f;'at. response
matching network (dashed line).
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A Theory of Even and Odd Order Low-Pass Impedance Matching Filters*

" A. N, Riddle and R. J. Trew
Electrical and Computer Engineering Department
' North Carolina State University
Raleigh, North Carolina 27650
(919) 737-2336

ABSTRACT
A theory of impedance matching with low-pass filters is preseanted which
includes both even and odd order networks. It is shown that the odd order
networks contain an insensitive element which should prove useful in
minimizing the tuning (and thus the cost) of microwave amplifiers. A fifth

order Chebyshev network 1s used as an example in which the last shunt

capacitor in the matching. network is varied +502 while maintaining a VSWR <

1.5:1 over nearly an octave.

#*This work was supported by the Army Research Office under coamtract
No. DAAG29-80-K-0080.
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A Theory of Even and 0dd Order Low-Pass Impedance Matching Filters*
A. N. Riddle and R. J. Trew
Electrical and Computer Engineering Department
North Carolina State University

Raleigh, North Carolina 27650
(919) 737-2336

INTRODUCTION

Low-nass LC filter network§ have formed the basis of many useful
imp;dance matching networks [1-5]. This is because low—-pass networks regemble
the topology of most devices (especially bipolar éransistors), low~pass
networks allow bias current to pass to the device, and low-pass networks are
less sensitive to component variations than band-pass networks. Various
impedance-transforming low-pass networks (matching filters) have been designed
f2-4) using a low-pass filter prototype with a transformation which results in
an even order low-pass matching filter with twice the number of components as
the otiginal filter. Tables of these networks have proved useful in amplifier
degign [6]. It should be emphasized that the networks described in [2-4] are
true impedance matching devices which are capable of zero reflection
coefficients and unity gains at specific frequencies. These networks
sccomplish this by virtue of the frequency transformation used in their
filtering function. The filtering function is typically of a Butterworth,
Chebyshev or Elliptic function form. The frequency transformation maps w to a
function of w which crestes an even order filter with ;n even number of
components. The resulting filtering function has twice the order of the
filtering function before application of the frequency transformation. While
odd-order matching filters [7] are at least as useful as even—order matching
filters, s derivation of the odd-order filtering function has not been

reported. This paper presents an extension to the theory of low-pass

!
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impedance matching filters by including a derivation of the filtering function
for filters with even and odd numbers of components.

Since definitive treatments of broadband equalization networks already
exist {8,9], this paper will not discuss those methods. Rather, this paper
describes the derivation of the impedance matching polynomials to be used in
Youlﬁ's method of equalization. A simple method of reactance equalization is
described in this paper to 1llustrate the usefulness of odd-order, low—pass
météhing filters. The filters described in this paper should not be confused
with those in [8] since the latter achieved impedance matching with ideal
transformers and this paper describes low-pass filters capable of impedance
transformation.

A main point in ;his paper is the demonstration of how the symmetry of
odd-order networks allows a certain component to vary with little influence on
the impedance matching properties of the network. The insensitive component
is the' reactance in series with the larger terminating resistance, or the
reactance in parallel with the smaller terminating resistance. This means
that the shunt capacity of a bipolar transistor input impedance may be used as
part of the matching network, and yet device~to-device variations will cause
negligible change in circuit performance. This property results because the
first component in series with a low load impedance (with respect to the
generator impedance) has a greater influence on impedance matching than the
component in parallel with the lo;d impedance. Thercfofc. such circuits have
an inherent insensitivity to device variations. This inherent insensitivity
is very important in the development of low-cost microwave amplifiers using

on-chip matching networks.

ey
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Traditionally, impedance matching networks are divided into classes
which do [1] and do not [2] use ideal transformers. This paper considers
the insertion-loss theory of low-pass impedance matching networks without
ideal transformers. Two classes of polynomials are presented in order to
demonstrate the use of this theory in both narrow- and broad-band matching
networks.

Throughout this paper, network frequency and impedance scaling nota-

tion [7]) is used so that R} = 1 2 and w; = 1 Hz.

THEORY
The following method for synthesizing matchirqg networks is based on
what is loosely termed "insertion-loss" theory. This thecry uses the ideas
of a lossless network and the conservation of energy. Consider a gemerator,
lossless network, and a load resistance as shown in Fig. 1. It is assumed
that the generator is capable of delivering one unit of power, and it follows
that the sum of the power reflected from the network and the power transmitted

to the load must equal unity, the power available from the generator. In S-

parameter notation({10],

[s32) 12 + [S12(p) (2 = 1, Q)

vhere generally p = o + jw and Sy2(p) = Sp;(p) (from reciprocity). S3;(p)
and S21(p) are represented by the polynomial functions D(p) and H(p) as

shown in equations (2) and (3),

811(p) = g{:% _ 2)
1P = @
€

|
|
|
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| The polynomial which describes the characteristic function of the
matching filter, D(p), must allow the transfer function of the network,
S21(p), to have a loss at p=0 which is dependent upon the generator and
load resistances, and zero loss at some épecified frequencies. Using

S-parameter notation, and p=juw,

521(p)S21(-p) = 1 + - R %)
eD(p)D(-p) + 1 cH(p)H(-p)

where, with reference to Fig. 1,
(Rl-Rz)z ' I
€ = TIRIR; (5) ]
- and |
- D(p) = (1 + bp)M(p?), : (6)

where M(pz) satisfies certain conditions, and b is a parameter. The

conditions on M(pz) are that

M(0) = 1, )

and for some given w{, the matching frequencies,

uG-ud) = 0. ®

The parameter b is a real number which is approximately proportional

to the square of the Q of the load resistance and the component nearest the

load. An empfrical eipreslion for b in the case of a fifth order Chebyshev é

atmy ey gy ey Ry ey ' - D TR e e
[

(? network, which is given in the synthesis example, is :
i % - 3
4t 2 :
- 11 b.( csR \?%, (9)

4 i .42(1 + 2023) ,, '

' R2

’ Note that for b=0, the C, in Fig. 1 becomes zero (i.e., an open circuit),

] [} the network is of even order and the expressions reduce to those described

[} by existing theory [8].
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The narrow-band case may be satisfied by allowing M(pz) to be a poly-

nomial (in p2) with the binomial coefficients. This allows

M) =1
and,
2
M(- -0 .
(”°? wo = 1

For example, a sixth order function using the binomial coefficients would

be:
H(pz) =1+ 3p2 + 3pa + p6 (10)

8o,

M) = 1
and,

M(-ug) =] - 3«% + 3:»:; - ug
= 0 .
- uo = 1

The broad-band matching filter is developed collateral with {2] and
[3]. This development uses the transformation
2_,2 ’
A
vith the well known Chebyshev polynomials, Cn(w)[12], where n is the degree

of the polynomial. The variables in (7) are

Wy ﬁ, the center radian frequency, (12)
2 :
and 2 2
A= L , @ bandwidth parameter : 13
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where
‘ wy = the upper passband edge, and
| wy, = the lower passband edge.
Then,
u(=,2) = XKW
Crlw,) (14)
n-1
n odd .
where K _fTT‘ . :
3 peven? (15) ;
2 . \
i
o
and
WZ = v . ‘
w=0 . |
P
SYNTHESIS

- e

It will prove useful to 31§c an example of matching filter synthesis.

This example will consist of a fifth order Chebyshev matching filter. A

fifth order network is chosen so that the zeros of the Chebyshev function
will be evident and the insensitivity of the element nearest the load can

be demonstrated. Note that impedance and frequency scaling have been used.

Consider the matching filter of Fig. 2 terminated with
R =1.0R
Ry = 33339 .

Via equation (5) it is found that
e = .3333 .

SN pEEN PN PDON M) GBI WA G GAB GEEN OB BB WSS o
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Let us take w, = 1 and choose a bandwidth of approximately 31%.
Therefore it is chosen that
A = .3115,
since A is a paremeter roughly equal to the fractional bandwidth. Once
A and wy are known, both wy and wy, may be found by using equations (12)
and (13), so,
wy = 1.145
w, = .8295 .
Since n = 5 is odd, K= 2 froﬁ equation (15), and so the second order

Chebyshev polynomial found in [12 ] may be combined with equation (1l) to yield,

G zwz-l_’

M(-,2) = (16)
Co (wy) 2"5-1
s bu2e? 4 208
Az 2w - WoW +__0 -l)
- ST , a7
ng a2 A a2
M(-,2) = —2— (20.615 w* - 41.229 w2 + 19.615) (18)
19.615 - . ,
and
M(p2) = 1.051 p* + 2.102 p? + 1.
Then, letting b=1,
D(p) = (1+pIM(p?)
= 1.051 p5 + 1.051 p* + 2.102 p3 + 2.102 p2 + p + 1. (19)

The matching filter is synthesized from this characteristic function

by using the relations,

1
s S21(-p) = acvesil
215 ) = e oL RGP

".1 - sll(P)sll('P) .
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where the quadrantal symmetry of the zeros of eD{(p)D(-p)+l may be used to
efficiently derive H(p) within a constant multiplier. This constant multi-

plier is found by recognizing that since these are low-pass filters,

1im lin D(p) = * 1
S,,(p) = ’ 21
poo 11 P p** H(p) @1
8o,
1lim ! -t 1im
e H(P) pre b(p) < (22)
with the positive sign generally used.
The network elements are then derived by a continued fraction
expansion of
1+ 811(p)
Y(p) = . .
1-511(p) (23)
_Substituting equation (19) into equations (4), (1), and (20) gives the
reéult of equation (23) as
543, be7.4 ) 245. 3.
Y(p) = 2:1P43.87 p 5 p3+8.58 p2+5.77 p+ 24

1.76 p4+3.24 p+4.38 p2 + 3.77 pHL

A continued fraction expansion of equation (24) gives the elements of

Fig. 2 as »
Cp=1.19F
lg= .79H
C3=2.94F
L, = 463 H

and Cs = 1.64 7,

BTDTRPRED NN, ¥ R I i AL__

B v, T
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‘ These relations reduce to
i
S11(p) = 2p) (20)
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It should be recognized that if C5 was the parasitic capacity of a
load impedance, then equation (9) could have been used to calculate b so
that the synthesized network would achieve a C5 of the desired value.

In the previous example,

b= CsR2 )2 a ((1.64)(.3339)2 _, oo
-42(1"" .095) .42(14. .095 )
Ry 3333

which is so close to the chosen b=l as to give an excellent approxination.
SENSITIVITY

In order to demonstrate the insensitivity of the matching characteristics

of this network to variations in Cg, where Cs may be taken as the parasitic

. pirallél capacity associated with the load, the VSWR of the network was

calculated as Cq was varied * soz.

The solid, dashed, and alternating lines in Fig. 3 indicate the network's
input VSWR for C5 = 1.64 F, Cg.= 1.5 (1.64)F and C5 = .5 (1.64)F, respectively.
Note that the variation of Cg shifts the center frequency of the network, and
increased the input VSWR (Fig. 3); however, the network obtains a VSWR <1.5 é
for almost an octave in all cases. ' ;

The insensitivity of these networks is a general property which can be :
deduced from the Chain (ABCD) matrix representation [13]. This representation
shows that the use of different resistors in a doubly terminated network will ;i
cause the transfer function to be less dependent on the last element at one

end of the filter. For the odd-order filter with shunt elements at the input

and output, the elament nearest the low rcliltange termination is least sensi-
tive. Thus, the odd-order filter {s the only network which is capable of a

desencitized shunt capacitor on the low impedance’ side of the network.

Y L A
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This desensitization may be heuristically explained by noting that

———

the basic matching circuit is in the form of an L-network. A match between
two unequal resistances is mainly dependent upon the first element shunting
the larger resistance, and the first element in series with the lower :

resistance. Because of this, elements in shunt with the lower resistance

and in series with the higher resistance play a lesser role in the matching

circuit.

Conclusions =

A general form for the characteristic function of a low-pass matching
filter has been introduced. This characteristic function allows both even
and odd-order networks to be derived. Furthermore, it has been shown that
the odd-order networks can minimize the sensitivity of the matching filter .

:5 variations in the parallel capacity of a low impedance load. This

property should be useful for monolithic circuits and the internal nntéhing

networks of packaged transistors. In the interest of generality, two

different classes of polynomials have been giﬁen wvhich satisfy the require-

ments of the characteristic function for narrow-band and broad-band .

applications.

It should be noted that the parameter b is roughly proportional to
the square of the Q of the last element and the termination in the matching
filter. Therefore, as b is reduced, the bandwidth of the filter will

increase slightly as the odd order filter degenerates to an even order

¢
s
[ T Y

filter.

e

This snalysis is presented to further the understanding of impedance

satching networks. Since impedance matching is sine qua none in micro-

wave smplifiers sand antennas, the microwave engineer should have as many

tools as is possible.-
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Fig. 1 General odd order low-pass network with source resistance,

Rl' and load resistance, RZ'
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Fig. 2 Fifth order low-pass matching filter with element values
given in the text. ¢
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Fig. 3 Input VSWR of circuit in Fig. 2 as (:5 is varied :50%. The solid line
represents the original filter.







