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The “International Conference on Stiff Computation" was held
in Park City, Utah April 12, 13 and 14, 1982 as announced in the
brochure, labeled Appendix I. This announcement was sent to
approximately 1000 individuals; the names were acquired from our
data base of authors of papers on the conference topic since
1972. An advertisement also appeared in BIT and SIAM
newsletters.

The meeting was attended by approximately 45 individuals.
About 33 of these presented a paper, of which approximately 20

were invited with various levels of support. (See Appendix II
for listing of speakers).

The purpose of the meeting was to examine state-of-the-art
software development and theory for the numerical solution of
stiff ordinary differential equations as it relates to
application demands of today and tomorrow.x We intentionally
tried to have represented software developer practitioners, and
theoreticians approximately in equal numbers. is mixture
proved to be effective in achieving our aim and .for a very
exciting meeting, as everyone with whom I spoke agree

A panel discussion at the meeting was particularly ef tive
in advancing our objectives. A transcript to part of that
discussion is attached in Appendix III. It was intersting to
hear very different viewpoints from the three separate (but

overlapping) groups present:

i). Software developers generally feel the basic stiff
problem (for which they have a very specific definition) is
rather well worked out but additional difficult model features
such as discontinuities, largeness, high frequency oscillation,
etc. need special software attention.

ji). Practitioners want more powerful and automatic
software particularly for distributed systems modeled by PDE's,
such as transport and reaction.

§1¥1). Theory developers are well behind what is needed from
them but are advancing into nonlinear stability necessary for
stiff method analysis.

These observations are echoed in response to a questionaire
that was sent out following the meeting (see Appendix III for
answers to these). Particularly interesting was the lack of
recognition of all attendees of the effect next generation
computers would have on software development and advancement in
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;j 8.1. The Questionnaire

G

=2 Eight ‘'stiff questions' were asked of each attendee
¥

s following the Park City International Conference on Stiff
B Computation, A total 36 written responses were received,
éf representing 92 per cent of the attendence. The questions were
N

gﬁ intended to be important, general, and not of the type typically
. asked speakers during a conference presentation. The questions
:

)

RYY and quite candid responses follow:

Wi

34

%5 QUESTION 1: Should the term stiff be reserved for the initial-
Qg value ODE problem with sharp initial transients or could it be
ok used in a wider sense (differential algebraic, discontinuous,
. large sets, highly oscillatory, TPBVPs, PDE/BVPs with sharp
o transients, etc.)? Should another general term be defined?
y;g Should a number of terms, one for each specific type of
e difficulty, be defined? Bow important is terminology?

}i Bickart: I tend to be againet the coining of too many terms. I
iﬂ am quite content to have the term etiff mean, as I think it hae
o ecome to mean, a dynamic syetem exhibiting both quickly and slowly
Y ehanging modee in such a manner that a numerical solution process
-2

jﬁ for ite solution muet be stable for all stepsizes to facilitate
ﬁ% efficiency in the solution process.

N Byrne: The indicated definition is really appropriate onlz for
‘J linear eceonstant coefficient, ordinary initial- value problems
Eg (first-order equation or system of equatione). Other definitions
R of stiffnese are concerned with the eize of the smallest time
‘ﬁ constant and the length of time of the phenomenon that causée the
ﬁ% small time eonatant. For parabolie PDEs, etiffness can be
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attributed to a reactive s8ource/sink term. I would not be
uncomfortable with the use of stiffness for differential-
algebraic eystems (nonstiff 1integrator costse too much -- a
pragmatic definition of a etiff syetem in any case). Of course,
terminology ie used in the ODE community to identify a specific
problem type and seoftware requirements. I feel definition 1is
important.

Cash: I think that the term etiff ehould only be used for
initial value ODE problems at present. Certainly, it ehould not
be used so widely for two-point boundary-value prodbleme as it
ie. When we define more precisely what we mean by stiff I see no
rcasd;—;;y the term could not be extended to certain problems in
the other classes you mention (particularly to parabolic PDEs).
I feel that the correct terminology 1ie extremely important,
particularly to guard againet using stiff eolvere as black bozes
on the wrong sort of problems.

Cellier: ...What do you need the terminology for? I am rather
pragmat.c. I feel that the term should help people in seolving
their problems. Therefore, if I use the term freely to denote
almost any integration problem which ie numerically difficult to
solve, the only thing a potential user can kn.s ie the fact that
he hae a difficult problem to solve and may be foreced to consult
a specialist. This may be useful information, but it may then be
more straightforward to call this term 'difficult problem' rather
than 'stiff problem'. If we restrict the term etiffness to mean
bnly a particular clase of difficult probleme...this information
i8 more useful, as the potential problem eolver may then already
know whiech 1integration technique to apply. Other classes of
difficult problems (i.c.,f'highly oscillatory problems) may also
be defined, whieh again would tell the user which integration
technique to apply. Ideally, an algorithm should be designed
whieh ean analyse a syetem deecription and find out for the user
to which class of probleme hie eystem belongs...
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Dove: I suspect that the term stiff will be ueed in a broader
sense whether we like it or not. From the user's viewpoint this

poseés real risks that inappropriate software will be selected for
particular problems. For thie reason, there may be real
advantages in developing a more descriptive terminology for the
various types of difficulty. The objectives of such terminology
would include alerting the user to the fact that there are
varioue kinde of difficulty and helping to guide him or her
towarde appropriate software.

Enright: There are two characteristice of setiffnees that are
essential. The firet is that the mathematical problem is well

conditioned and stable in the eense that semall perturbations iv‘a

in initial conditions or in the differential’ equation lead to
small changes in the solution. The second characteristic is that
vhen an attempt is made to integrate the problem with setandard
methods, a @gevere stepééze restriction resulte from the
econgtraints of numerical stability. Without both of these
characteristice a problem should not be coneidered stiff. For
example, highly oscillatory initial-value problems are not stiff
even though it i8 frequently the case thtat the inital conditions
econtain no high — frequency components and the latter
characteristic ie& present. The former characteristic is not
present as a 8emall change in the initial conditione or in the
aceuracy requirements could result in a very different solution
and, in thie caee, the ateyéﬁxe of etandard methods would be
determined by accuracy rather than numerical stability.

Pinlayson: I believe that a tvd-paint boundary-value probdlem,
when treated ae a PDE that givee a eet of equations whose
eéigenvalues are widely seeparated, (ehould be considered) a stiff
problem. It might be useful to have a separate nomenclature, but
such a problem qualifies as 8tiff acecording to eriteria such as
mazx |;i|/min|xi|. Perhape there should be sub-classifications
under stiff.




Gear: v It should be reserved for systems...for which the stable
W timestep of an explieit method <8 much emaller than that
necessary to track the solution. This doee not imply sharp
initial transients, or vice versa. y' -'-Josly-I), y(0) = 1 1is
: ; . ' 6.-105¢__-¢ .

: stiff but has no transient; y' = -10 "¢ -¢"" hae a transient,
L5 but is8 not stiff.

;3 Bindmarsh: 'Stiff' should be restricted to initial-value
,1 probleme for ODES, and possibly differential-algebraic systems,
Y’ with one or more highly damped modes (and time conetant small
I compared to the solution ecale). Ueing 'stiff' for other types
Fﬁ of difficulties only causes confusion.
<y
f? Krogh: The only other place where use of the term might be
-~ Justified ie for boundary-value probleme with sharp transients,
&; or which would have sharp transiente with a emall perturbation in
;3 the boundary conditions. For the other case, the worde you use
A are just fine.
o
o Nattheij and Soderlind: Today it ie widely recogniszed that etiff
f, IVPs call for methode with special etability properties, i1.6.,<
§4 the stability set should contain most of the left half plane. It
1e¢ also well known that methode aimed at nonstiff problems (eé.g.,- <
X implieit Adame methods) for setability reasons are very
3 inefficient when applied to etiff probleme, deepite the faet that
:? they locally are highly accurate. Thus stiffness ie a conflict
o between stability and accuracy requiremente that appears 1in
;3 certain problems. Needless to say, definitione of etiffnese that
»% eannot account for this simple observation are not conceptually

corrrect. Unfortunately, the classical definitions of setiffness
fail Dbecause they are based exzclusively on mathematiecal
properties of the differential equation, and have thue caused
severe misunderstandings. Obviously, a number of different
terms, one for each specific type of difficulty, would be
appropriate,/” as long as the difficultiee have different
origins. Note, however, that the mentioned confliet between
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stability and accuracy requirements is very general indeed.

P

Since it may well appear in differential-algebraic, dicontinuous
and highly oscillatory probleme, there is mo reason why the term

Q? stiffness should be not used in euch cases. Even for certain
 §§ classes of BVPe, a proper definition of stiffness carries over ad
verbatim, although for general BVPS the notion of numerical
X stadbility eeems far from being as well understood ae in the IVP
ﬁ; case. Thie i8, however, probably due to the fact that numerical
éf methode for BVPs in general are more complex than methode for
L IVPS. For thie reason there i8 also a significant lag between
& the development of mathematical software for IVPs and BVPs.
N
;§ O'Malley: The IVP people seem to have developed a special,
o nearly self-contained literature for ODEs which now includee a
< sequence of rapidly converging definitions of etiff (for their
55 problems). The qup&er computing publie, however, viewe s8tiff
'}} probleme ae tough ones whose analytiecal solutions involve
Ly intervale of rapid transition and whose numerical eolutione ean
v easily require (due to stability considerations) use of very
gﬁ small ateyfizes in regione where solutions are smooth. I prefer
,; and would suggeet using the term very loosely, recognizing that
. . IVPs which are etiff 'in the technical eense' are best
&‘ " underetood. I would not, in any way, restrict or deter research

ré on grounde of eestablished terminology or turf. In particular, I
ﬁ would like to emphaeize the point that etiff BVPe for ODEe and
- PDEe are in very critical need of analytical and numerical study.

o
33 Schiesser: The term s8tiff should be reserved for the initial-
“fé value problem 1in ODEs with sgharp initial transientes. The
-— clearest definition of a stiff problem for me i8 one in which the
Qf product of the problem time scale and the largest eigenvalue is
;ﬂ large (much greater than omne). All of the other problems

mentioned in the question are important, but I think they should
somehow be described with other worde and terminology 6o we know
> what problems we're discussing. Otherwise, as mentioned at the

'sad

£ »‘l

2y conference, any difficult problem ie termed stiff.
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Shampine: I believe it is important to develop a reasonable
terminology. It impedes research and causes users of software to
select the wrong tools if the eame term is used for fundamentally
different phenomena. For example, I belive that the wide-spread
belief that algebraic-differential eystems are virtually the same
as differential eysteme has caused both the difficulties I
mentioned. Also, I believe that highly oscillatory problems are
fundamentally different from stiff problems.

Wendt: The term stiff ehould NOT be reserved for initial-value
ODE probleme. A wide sense, certainly, involving boundary-value
probleme, muet be <included. Stiffness arises from certain
aspecte of physical problems. Flames...should be coneidered
stiff, especially since attempts to solve (these) equations led
to identification of etiffnees as a mathematical problem.

QUESTION 2: Has there been an interaction in the past between
the hardware developers and the softwvare (and theory)
developers? Has this interaction or would such an interaction
bave been an advantage to either group? Will this interaction be
important in the future; why?

Bickart: I believe such 1interaction has taken place quite
naturally, but largely informally. I see no special need to
forece it ae concerns the numerical solution of equations for
dynamic systems. Auzilliary array processore as a common-place
item are on the way. I don't see a epecial need for auzilliary
processors designed to implement a epecific solution process.

Byrne: IEEE floating point chip deeign used by INTEL and others
ie an ezxzample (Kahan)...the Gleneder Beach, Oregon, conferences
sponsored by DOE, LLNL, and Los Alamos National Laboratories
bring users, manufacturers, and code writers together to discuss
issues related to large-scale computing -- future and present.
0f course it's important...
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Cash: J believe that 1in the future there will be more
interaction between hardware and software developers. About to

X L LPOM,

A appear is an important paper by Ower and Chershaw, who proposée a
Z§ new form of computer arithmetic to deal with error analysie. The
g interaction between software and theory developers ie abeolutely
B vital and of mutual benefit. On the one hand, we know that
. theory i8 unable to predict much of what happene in practice at
"- present and software writere need to discover the way ahead by
I; numerical experiment...
v Cellier: Such an interaction has partly taken place -- and is
: indeed useful. To etate an ezxample: array processore have been
3 developed which are useful toole but incredibly difficult to
program without appropriate interface to the software side. In
numerical integration of differential equations, many eubtasks
can be formulated as vector operations (using the same operation
?' on different data, that i8: a SIMD structure). It may thus be
) advantageous to compute these vector operations in parallel.
v Thigs 18, however, only possible if
';;’ ,ﬁ the hardware specialiet has designed hie computer such that
the parallel featurees can be addressed conveniently and
A . efficiently, and
S z
: l”’} the esoftware designer makee use of these features Dby
- separating such vectorial operations in a modular way (€.g.,
E by using LINPACK of which a version may be provided which
ﬂ makes use of the hardware vector operations).
= Thie is only one possible appliecation. In principle, this ie a
?,; question of properly designing the interfaces. Some interfaces
5} may have to do with other pieces of already existing or still-to-
5:‘, be generated software, others with piecee of hardware.
? Enright: The evolution of vector machines is an ezmaple of a
1 hardware development that ecan be exploited by developers of
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packages for stiff problems but I don't feel that our neede are
particularly special. Hardware capable of performing standard
linear algebra operations ie¢ all that would be wrequired.

Gear: Exzcepting Kahan (University of California at Berkeley),
no.

Gellinas: Such interaction is extremely important for the future
in view of the overriding importance that will become attached to
linear solvers for eparse matriz syeteme which will Dbe
encountered increasingly in ODE/PDE applications. Sueh
interactione will be even more crucial ae multiprocessor
computers become widely used. Critical opportunitiee for great
advances 1in applicatione will be lost if eoftware development

[ X 4 A
. continues to .anguish or die/\ze—whaa-~bc¢n‘ the "gpngral‘»tvcndcl.——

recently.

Bindmarsh: On the level of computer arithmetiec, there hae lately
been much such interaction, and it benefite both groups
greatly. On higher levels, notably in numerical PDEs, there has
aleo been much mutually benefiecial interaction, with dimproved
parallel/pipeline computers, and esoftware for them,> ae
results. Stiff ODEes that arise from PDEs are a subset of that

area.

Krogh: Little interaction in the past...IEEE PFloating Point
standard ie an exception and that because of an exzceptional man,
VW. Kahan.

Liniger: I don'’t think there hae been much and I doubt whether
in the ODE area thie will become very useful becaﬁ% of the
general=purpose nature of our algorithms.

Miranker: Yee (to all three questions), The development of
hardware depends on problem types (data typee and operations).

......................

.
......
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% Pratt: Ny knowledge ie limited to having to setructure code 80
'”-‘ﬁ that a vector processor can be employed; for example, Gauss-
% Seidel iteration ise better (faster) than Jacobi iteration for
;.,-\ solving esyetems of algebraic equations, but G-S 18 not
‘:3‘ vectorizable, while Jacobi 1iteration 18, 8o that vectorized
¥ Jacboi is faster than G-S!

1"- Schiesser: To the best of my knowledge, there has been no

!
significant interaction between hardware developers and software
developers with regard to stiff problems. Furthermore, I do not
think there will be such interaction between the large mainframe

g". manufacturere and people who work with stiff ODEse, simply because
f:‘ the etiff ODE problem ie not important enough commercially to
warrant special computer designs. Perhape the microcomputer
3 manufacturere will find the problem important enough to justify
.« special designs, but I'm not sure small computers will ever be
"qw good for solving large, &tiff ODE problems becuase they will be
™3 eompute-bound; however, paralleliem with emall computere may be
" worth considering.
3 Shampine: I have not observed an interaction and I have no
particular feelinge about it. So far I have not noticed hardware
o designs calling for significantly different approaches. Thie
,} could well change as paralleliem ie exploited, and then I would
34 have to get involved. Even then I would expect to continue
3},“ trying to make beet use of the available hardware rather than
o influence ite design.
*3
f" QUESTION 3: How automatic can and should a differential equation
24 solver package be now and in the future? What advancements are
3 seen in the near and far terms; how significant are they?
%*3( Bickart: As automatic as possible. The eolver built into the
v BP-34C is an example of what should be strived for in the more
' sophisticated seoftware =-- almost complete tolerance of wuser
4
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ignorance. Only when software suspects it is not handling a
problem properly should it demand that the user become less
ignorant.

Brennan: Designers should be aware of the many hidden dangers in
totally automating a differential equation solver -- i.e.,‘it may
not be wise to implement software that requires little or no
attention from the user. I currently maintain the integration
package for a 1large trajectory simulation program (at the
Aerospace Corporation). By a specialized input language, users
simulate complex trajectories by specifying flight-dynamie and
physical modele with seimple key words. Since the differential
equations are automatically set up, the users may not even know
how many differential equations are involved. The user 1is
required to epecify the type of integration method (Adame, RK, or
BDF; fized or variable setep) although this requirement could
conécivably be automated, too. There are dangers in automating
too many features eince the typical ueer fully accepts whatever
the computer spille out as the correct answer...

Byrne: How portable is the first issue. I can visualize an ODE
solver that would:

(1) s8elect machine parameters,

(2) select initial step,

(3) advise progress,

(¢) eswitch methodse (stiff, nonetiff),

(§) pick stepsiie dynamically,

(6) report errors,

(?) graphice driven,

(8) graphice output, with zsoom-in;
1-6 are here now, 7-8 are not quite here. How significant is it
to look q%ﬂgaa kinetice with rates of 10102 Pretty significant.

Cash: I think that an ODE solver should be as automatic as
poseible. There are many black-dbox uesers who are only concerned
with obtaining a solution to their problem with a certain number
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of correct digite, and it ie important that we should eatiefy
such people. There are numerous advances to be made in ODE
software -- Professor Gear's talk outlines many of these. Many
of these advances will be very eignificant and in particularlﬁ I
feal ’ﬁkf'control of global truncation error for stiff ODEs and
automatic etiffness detection to be most pressing. Probleme like
the numerical solution of etochastiec ODEs have not even got off
the ground!

Cellier: The more that ecan be made automatic the better. Keep
in mind that more and more problems are no longer seolved by
specialists in numerical mathematice, but rather by engineers out
in the field. <These people need as much help as possible to get
their problemse eolved quickly and correctly. Please keep in mind
the gullibility of these average usere. They believe in a result
ae soon «8 no error message ie printed out. Automation helps to
make sure that correct answers are produced if at all. I know
that thie opinion ie about 180° different from the average
attitude of a mathematician. The reason is8 that a numerical
mathematician i8 proud of eolving a problem as effieciently as
poesible. Automation included in the algorithm oiviouely slows

-Jdown. Howvever, for the average user, it is entirely immaterial

if a solution of a problem wrequires 20 per cent more computing
time if in return he gete more robuetness. Automation helpe aleo
in tuning. B

Chen: From a wuser's point of view, the more automatic and
flexible, the better. I had occasion to use LSODE for the first
time recentliy. It is so well documented and easy to use that I
was successful on the first attempt... '

Churchill: Automatic eolvers are of very little interest to
me. They seldom are useful for real probleme. Special purpose
methods are almoet alwaye more effective...
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Deuflhard: ...Future advancements:
(1) large systems, possibly in the linear algebra part of
etiff scolvers, _
(2) etiff/monetiff automatic forth- and back-switeching,
(3) differential-algebraic equatione with etiff or nonstiff
ODE part.

Devooght: My preference would be for a flexible approach where
the user can decide what option to take. A code like LSODA which
switches automatically between s8tiff and nonetiff methods is
certainly useful but too much of a black box could be dangerous
if one loses means to critically appraiee the results.

Edsberg: According to my experience much of the software
available in e.g.,/ NAG, IMSL, and other libraries are hard to use
for people from application areas. More robusetness ie needed and
more needs to be done on the stepggxe regulation. Perhape much
software is designed for a too narrow problem claes (from the
mathematical point of view).

Enright: The package should mateh the user's requested accuracy
to the accuracy of the numerical solution in a method-independent
way. Although we do not have this yet, it should be possible in
the near future. A package should also recognize when it 1ie
inappropriate and report this to a user. For example, a nonstiff
code should report to a user when a problem is etiff.

Pinlayson: seeneed low-accuracy ones for 2-D, 3-D elliptie
PDEg e

Gear: Depends on applicatione. Very automatic for simple usee,
but very complexz probleme or those solved repeatedly will require
hand tailoring for efficiency.

Gellinas: Automatiec eolvers can and ehould compile and solve
automatically broad classee of ODEse and PDEe by simple user




inputs. These s&olvers should provide for dynamic scaling of
incommeénsurate variables and for a choice of alternative error
norme. The significance cannot be overstated because current
practices of exerting large, frequently redundant efforte on
dedicated computer programe for each new application are
unacceptably wasteful of both ecomputer and human resources.

Bindmarsh: Levels of automation are continually advaneing with
research and experience. Near-term advancements 1include
automatic method seelection and Jacobian analysise (we have a
vereion of the firet ditem). Far-term automation will allow a
user to get solutions on specifying nothing but the problem
iteelf, i.e.,/ nothing about solution method, tolerances, etc.,
Thie will impact the casual users greatly by reducing their seﬁ&p
time. But heavy usere will etill want to have their hands on
their controles for optimal efficiency.

Bwang: A package of complete hands-off features sometimees may
not be the best choice when computation epeed is of prime
concern. thie ie especially so when large-scale dynamic sysetems
are being ;bdeZZed. With a limited amount of user's effort, the
solver may prove to be considerably more efficient. Ase long as
user's interference 1i8 noty annoying and tedious, a 'eemi-
automatic' package is perfecezgéceptable.

Krogh: I believe we have reached the point where the software
should be completely automatiec. But it should still allow the
user to provide information about the characterietice of the
problem if such information would be helpful. I believe there
are etill signifiecant improvements in mreliability to be made.
Routinee can be made more automatic and more flezible.
Efficiency for general probleme can probably be improved at least
30 per cent, with much larger improvements for some problems.

Mattheij and Soderlind: There ie always a risk that general-
purpose solvers tend to be no-purpose evlvere. Today there exist
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very sophisticated general-purpose codes, eome of which euffer
from being too integrated in the sense that generality prevents
them from being efficient for certain applications. ~ An
advancement that may overcome thie difficulty would be to develop
highly modular ODE solvers so that suitable applications software
ecan be obtained by the change of a driver sgubroutine or a
reconfiguration of subroutines in the package. Another very
important improvement over existing etiff eolvers would be to
have more built-in vreliability checke, e.g.,” to monitor the
stability of the differential equation (which may sometimes be
quite different from that of the difference equation). In
particular, robuetness is important for codes used ae black

bozes.

O'Malley: One can always find Dbiazarre problems and
counterexamples to ordinary exzperience. Thue, the need for
special-purpose codes will remain. The aim ie to obtain a

differential equation solver which can seldom be tricked. One
needs tough probleme to challenge all-purpoee packages and to
suggest improvements of them. Subetantial confusion now cccuws
because naive users like me don't understand what the TOL setiing
means. Much progrese has already been made, but user reluctance
to blindly accept output from current codee is Frealthy and
justified. There will certainly remain plenty of advantages for
epecial codes for many kinds of restricted problems.

Petzold: With few exceptions a differential equation seolver
should be as automatic as poessible. The reason for thie is
mainly to relieve the users of the solver from having to worry
about how the solver worke as oppoeed to how beet to model their
prodbleme. There are now solvers which diagnose etiffnees and even
switeh to the most efficient methodes for a given problem, but
there are other difficultiee which are not diagnosed very well by
the ocurrent codes. For ezample, it would be useful to know
whether a 8tiff code ie inefficient (or faile) because of an
inaccurate Jacobian matrix or because of a poorly econditioned
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Jacobian or too setringent error tolerances or frequent

discontinuities in some derivative of the solution. At present,
the diagnostice which are provided by stiff solvers are nowhere
near a8 good as for the nonstiff codes.

Seider and White III: ...We envision a broadening in the scope
of eysteme to be 1integrated, 1including systems with (1)
discontinuities and (2) conetrainte on the variables. We also
envigion improvements that produce a smooth, differential result,
a8 required by parameter identification algorithmse that require
derivatives without scatter...

Shampine: Wherever possible they should be made automatiec. If
additional information on the part of the user could affect
decisions in an <important way, the user should be able to
influence the computation. I foresee codes which are mrather
successfull regardless of the type -- stiff or nmot. This will be
a great convenience for usere and may result in a net gain in
effieiency. Perhaps more important ie run-time monitoring of the
eomputation to ascertain that the code being used wae properly
selected for the problem at hand and is being properly applied.

Watts: It ie an <important goal to setrive for improving the
robustness and capabilities of present-day ODE eoftware. Ve
should continue to provide packages which can automatically
handle difficulties which ariee frequently -- of course, research
and current etate-of-the-art techniquee may not be sufficiently
wvell advanced to completely wrelieve the user of some burdens.
Software which automatically detecte and copee with stiffness,
type-ineensitive software, will be the most important new
development. We will also see capabilities, highly oscillatory
problems, differential-algebraic eystems, and low =accuracy
solution requirements (such as with real-time or tabular data
computations).
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Wendt: It seeme to me that initial-value probleme are being
beaten to death. In many combustion kinetics problems, the 1860s¢
software of the NASA kinetice program ,i8 more effective than
subsequent developments euch ase EPISODE. A moderate continuing
effort to improve automatic seolvere may be useful -- but there
are many more important probleme involving etiffnese in BVPs that
8till require significant effort.

QUESTION 4: Is theory for the mathematics of computation
complementing well software development needs of today and
tomorrow? What are the major needs and what are the prospects
for £filling these?

Bickart: To the first question, my answer i8 yes. To the second
question, my answer i8 colored by my relationship to electronic
eircuit analysis and deeign; we need an ever growing arseenal of
toole for the analysie of large systems -- where large is always
getting larger in people’'s minde -- of algebraic equations.

Byrne: Moet theory supporte linear ODEe or s8lowly varying
nonlinear ODEs. We left them behind ten years ago. Need good
work on error analysie, 8tep eelection, method switching.
Prospects are slim, not many theoreticians have ever seen a real
problem and universities won't support code work, in my opinion.

Cash: There has alwaye been quite a wide gap between theory of
ecomputation and seoftware development. It ie important that they
should come closer together but it ie hard to see this in the
near future.

Cellier: Principally, yee. I feel that a stronger interaction

betwsen numerical mathematicians and people from computer ecience
(that {ie: software engineers) may be fruitful. However, even
thie interaction takes place more and more in that some people
(like Alan Hindmarsh or Cleve Moler) are really both at the same
time...
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Churchill: Theory has never contributed significantly to
numerical computation. Almost all advances have come from
practitioners. I doubt that this will change.

Deuflhard: Theory <& &till open 1in extrapolation methods,
implicit RK methhods, and stability. There ie8 an unclear risk
whether implicit RK methods or stability will help software
developments -- at least unclear to me.

Gellinas: There 1ie some complementation between theory and
software in 8ome areae where certain combinatione of research
talent have been assembled and when the right ecombinations of
individuale decide to communicate closely and collaborate. There
i8 a great need for supportive theory in PDE convergence and
stability areas, particularly for nonlinear systems. Prospects
for filling these needs in the short term are not too good:
theoriste frequently do mnot understand application needs and
scientific practitioners frequently ignore theoriste. Perhaps we
ean do beter over the long term,

“ Bindmarsh: The majority of places where theory is done etill
have a 1low regard for software, and vice versa. but the
eéxceptions are growing in number and <impact. Increased
communication between both types, and also between them and those
doing applications, is needed. The biggest problem ie for
theoreticians to learm of and addre:. the features of realistic
applieation problems.

Krogh: When developing software, I have usually found that the
theory people did not provide what was needed. What theory I
needed, I needed to do for myself. There are of course a very
fev exceptions. Major needs (some hope of being filled) are:
(1) echeap and reliable global error estimation,
(2) good algorithms for boundary-value probleme with very
strong boundary layers,
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() effective tests for precision requests that are too
etringent for the arithmetic being used.

Liniger: The problem ie that the theory usually limps behind the
software development and by the time the theory pointe out new
algorithmse and strategiee, the (eoftware) adopted earlier based
on heuristics have become 8o widely used that it becomes very
hard to convince people that something new and perhaps better is
around.

Mattheij and Soderlind: There ie 8till a significant gap between
theory and practice. In terms of setiff solvers, many codes
contain 'tuned' strategiee and approaches that have not yet been
justified theoretically. Thus the effecte of variable steps on
multistep integration procedures are not fully understood. Some
of the major needs for theoretical improvement <include:
robuatnéss, stepbfhe etrategies, global error estimation and
automatic detection of stiffness. Large problems and
differential-algebraic systeme also need further investigation.

Miranker: Yes. A major need ie to make the computer iteelf a
scientific instrument. One computes but the operatione which a
computer executee are not known to the user....Numerical analysies
i8 essentially independent of computere. Thie ie a concealed but
treacherous gap and moreover, it can now be closed.

O'Malley: I feel that current software for boundary-value
problems is woefully inadequate. Adaptive mesh generation is
éssential. Nonlinear problems require much more practical
experimentation and theory. In the singular perturbations

context, careful numerical exzperimentation can motivate the
necessary theory and vice versa.

Schiesser: My impression ie that there is really very little
useful exchange between the people developing theory and those
" developing codes. We enjoy being with each other and drinking
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coffee at the breaks between papers, but the useful exchange of
information seems limited. I could not help but notice the
number of theoriste who left the room when an applicatione paper
was presented, and viea versa.

Seider and White III: We need better theory for the stability
analysis of nonlinear systems, for improving esttmates of the
global truncation error, and for adjusting the stepuze and order
of accuracy. The prospecte of meeting these needs are excellent
in the long term, but not promising in the immediate future.

Shampine: Many fundamental iseues need attention. For example,
variable-order codes are of the greatest <importance but the
theory descridbing them ie, at best, fragmentary. I happen to be
looking at the neglected areae of the effect of changing stepei’;e
and of local error estimation -- a lot neede to be done.

QUESTION 5: What are a few of the most important application
areas that demand far more improved stiff solution techniques?
Bow 4o you interpret 'most important' — by number of users,
number of computer hours, the need for the solution (say for
national defense)? Of these applications, how many are difficult
because of the size or number of stiff sets to be solved?

Bickart: Dynamic processes described by other than ordinary
differential equatione, such ae voltera integral equations,
functional differential equations, etc. At the present these
tend to take too much computer time for their solution.

Brennan: At the Aerospace Corporation, we want to s&olve a
differential-algedbraic system of nilpotency three, but there is
no software or known algorithm which can solve such systeme. By
solving this aystem, we could generate feasible state vectors
during a trajectory from which a successful r{entry of the space
shuttle could be initiated. We have modified the problem to
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reduce the nilpotency to two, 8o we can obtain a solution ueing a
modification of GEAR's algorithm. Initialising the variables to
be eonsistent ie& also a problenm. Software ecapable of eolving
general DAE systeme (and initializing the variables) would be
very useful in all prescribed path control problems.

Byrne: (1) Chemical kinetics, (2) enzyme kinetics, (3) eircuit
design. Chemical kinetice ie part of reactor design, process
design, air pollution studies, reactive fluid flow -- ineluding
combustion. - I do not know how many users are concerned --
several thousand, I would guess.

Cash: I feel that the numbers of users and the need for a
solution are the most important reasons. However, if there are
uees for an application area, I also feel that the contribution
made to the theory ie aleo of great <importance when new
techniques are developed. There ie also a need to take a special
look at large eysteme arieing from PDEs where things like storage
of the Jacobian, which is perfectly OK for emall syetems, may not
be possible.

Cellier: In fact, most difficult 'atiff' probleme result from
large systems. In particular, parabolic and/or hyperbolie PDEs
tranelated into eets of ODEe by the method-of-linee approach are
typical candidatee of difficult problems. Parabolie PDEe result

almost always in etiff sete of ODEe. Hyperbolic PDEs result in a

different class in that seome of the eigenvalues of the Jaecobian
tend to lie close to the imaginary axie and be complex. For thie
reason, the method-of-lines approach i8 known to be better
applicable to parabolic PDEe than to hyperbolic PDEe. I suspect

that this commonly stated eentence is not true. The method-of-

lines could well be applied to hyperbolic probleme if appropriate
numerical integration techniquee for this class of problems would
be developed -- and I don't eee any reason why thie should De
impossible. Up to now, such algorithme do not exist or have at

................
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o least not been implemented in a general/purpose package...Typical
Eh areas: reactor kinetice, helicopter simulation (etiffness of the

blades), and many more. I do nmot think that the number of users
i8 really the important issue. Number of computer houre is often
a key point. However, for eome of the problems there exist

alternative solutione (e.g., a piece of hardware simulating the

-

behavio;r in gome 8ense). Some problems (like reactor kinetics)

bt

3% are key problems, because it is too dangerous to build these
1§ systems without knowing pretty well in advance what ie going to
N happen.

s e

f?J Chua: These areas include the variablesstep integration of
53 differential-algebraic equations and the location of
— discontinuities. They are 1important because moet large-scale
25 practical problemes can be modelled by a set of differential~-
i; algebraic equations containing frequent discontinuities.

- Churchill: Split boundary-value probleme, unstable behavior,
FEi multiple stationary states, recycle problems, partial
155 differential equatione, and <integro-differential equations.
1;% Computational requirements and numbers of users. The inherent
' behavior, not the number of equatione, ie the primary source of
7é difficulty.

i

§3 Deuflhard: (1) Large chemical kinetics, (2) large ecircuit
- deeign, (3) inverse probleme in chemistry and electronice, (4)
% many -- component s&ystems; moet important: contribution to
%; progress outeide mathematice, mainly in secienceés.

5> |

= Devooght: My only experience with setiff probyﬁms eoncerns
o nuclear reactor kinetice. In this field the situation is rather
fﬁ good because ad hoec methode have been devised taking into account
éﬁ the specific form of the differential cbstam. My secondary
=2 experience concerns the integration of the Liouville equation for
X the density matrixz in quantum mechanics. In thie case the
3§ eigenvalues are widespread but close to the imaginary axie and
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BDF methods are in this respect very deficient. The integration
can be very time consuming and the use of a good program would
help atomic physics a great deal.

Dew: There 1is etill a long way to go before we get ODE
integrations that can interface satisfactorily to PDE software
based on the method of lines. The problem is selecting ODE
integratione that can correctly match the stability of the PDE.

Bdsberg: Chemical kinetice -- in which case the kinetice is only
part of a larger model including, e.g./ flow, diffusion, thermal
exchange, ete. I think model building with chemical kinetics is
of great importance for environmental research, e.g.; atmospheré
chemigtry, combustion, pollution processes, etc.

Enright: Solving large eysteme of loosely coupled stiff
equations is8 an area where improvements are required. Thie ie an
important area since many problems arise in a variety of areas
and they are now expensive to solve. It is very likely that the
special structure they possess can be exploited.

Pinlayson: ...time-dependent finite element codes -- criterion
is computer hours.

Gear: Highly structured large prodblems arising from PDEs, large
systems from networks, VLSI modelling. (The basis is) computer
time.

Gellinas: Oscillatory systeme. I interpret 'most important' in
the context of breaking through important scientific problems
whiech are presently unresolved because of inadequate numerical
solution methods.

Bindmarsh:
(1) PDE-based problems, especially in 2-D and 3-D. Size is
the main obstacle. Importance ie due to number of

problems, computer cost, and need.

A5
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(2) Systems with high-frequency oscillations where only an
envelope ie desired. Sise usually not big. Importance
due to numbere and cost.

(3) Systems with discontinuities (switches, etc.). Usually
large size, but size i8 not the problem. Importance i8
due to numbers and cost.

Bwang: Computer simulation of complex chemical reaction
processes (e.g., CH4 oxidation), especialy at the initial stage
where sensitivity analyeis of the mechanistic modele with respect
to 1initial wreactant concentration and uncertainties 1in rate
coefficiente i8 desired. Typically, these models involve
~50 components and hundreds of parametere. The rateée equations
are very s8tiff (etiffnees ratio could easily reach 108 or
higher). Solutione to such problems are important for a number
of wreasons: energy consgervation, environmental protection, new
energy resources, etc.

Miranker: Chemical reactions, large circuite, 8atellites,
weaponry.

« O'Malley: Large-scale probleme areée important. Further, the use

' of aggregation methode and other hierarchical techniques which
allow one to build increasingly complicated modele of physiecal
probleme are essential. Chemical kinetice provide a very ;
important applicatione area. One needs to figure out at what
level detailed kineticse are necessary, ae well as when
experimental detail ie needed. The meaning of varioue steady-
state modele aleso neede elarification, ae well as their use in
eomputational procedures.

Petzold: I think one of the most important application areas
involves the eolution of relatively small systems of equations
with modest accuracy repeatedly and inezpensively, ﬁf” example,
when the operator-splitting technique ie used for eolving PDEs,
there often results a system of ODEe which must be solved at any
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mesh point and at every timqétap. It ie essential that thie be
done as quickly as posseible, or else the computation becomes very
expensive. Thie eituation occure in several diverse areas of
application, including etructural deformation problem and
combustion modelling.

Pratt: In my field, mo one 1ie solving finite-rate chemical
kinetice in gas turbine, piston engine, or power generation
furnace simulation models because GEARB is not faet enough. I
don't (know of) anyone but myself (who) ie attacking that problem
seriously at the moment.

Schiesser: The recent developmente in ODE integratore have had a
major impact on the computer-based solution of PDEs, and I think
thie will continue. In faect, I will go out on a limb and eay
that the numerical method of linee has the potential for
replacing most of the classical methode for solving PDEe. The
importance of PDEs eeems evident, and I think we will sgee a
growing use of PDE applications in industry as well ae 1in
academic research.

Seider and White 1III: Improved <integration methode are
definitely needed for:

(1) Syeteme that pase through oscillatory regimes into the
explosion mode, even for short periode of time; for
example, in combustion and in limit cycles.

(2) Systeme that 1involve combined 1integro-differential
equations, as in heat tranefer problems with radiation,
eonduction, and eonvection.

(3) Systeme that are multidimeneional; for ezxample, 3-D
natural convection.

(4) Systems involving determination of parameters to give a
elose fit to experimental data, especially when the
integration results are very sensitive to emall changes
in the parametere or where diecontinuities are
encountered in the objective function with changes in
parameéters.
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Shampine: I am concerned about the convenience and reliability
of solution -- all seolutions would benefit from improvements in
these areas. Comparison with the solution of nonstiff problems
makes this clear although the latter would also benefit from

research.

Thompson: Various simulation packages are starting to eee use in
the solution of really sophisticated problems, e.g.,/ in the
nuclear industry. As thie trend continues, deficiencies 1in
current methods (e.g.,” BDF) will become more apparent. As I see
it, a erying need will seurface for etiff eolution techniquee
which better take into acecount the etructure of large problems
(e.g.) spareity, eubsystems with different characteristics,
partitioning, and global error control).

Watts: Chemical kinetice, elasticity-plasticity mechanical
modelling, PDE modelling by ODEe, nuclear reactor analysis. Each
of the eriteria - number of users, expense, and need for eolution
-~ defines a perfectly acceptable 'most important’' label. The
PDE modelling by ODEe leade to the largest class of equatione to
be solved.

Wendt: Boundary-value problems based on occurrences in nature,
eomputer hours and storage required, need; combustion, energy,
catalyste, etec. Size is a most important factor in the above.

QUESTION 6: Can you cite examples where the stiffness is a
necessary part of the lodég'i.eg,‘ipplications wvhere the nature
of the stiffness directly influences the objectives of the
modeller?

Byrne: Nonlinear models in echemical kinetice. If it dien't
stiff, it ien't stable...

........
------------
...............................




Cash: No!

Cellier: There exist some probleme in the literature consisting
of a fast and slow subsystem (especially inm control literturel.
Although only the slow system response i8 important for the user,
it i1e influenced by the fast modee as well. Some of the slow
frequencies disappear if the fast subsystem ie left out...

Chen: ...4 reactor with vastly different time scalees linked in
series i8 an example uwhere stiffness ie an inherent property of
the entire eyetem.

Chua: ANo.

Deuflhard: Parameter identifiecation in chemical kinetice or
electronice does require measurements in both the transient and
the setationary phase of the process. Automatic simulation of
mized syeteme with faet and slow processes. Method of lines for
parabolic PDEsg.

Dove: There ie large clase of probleme for which the ODEs of
chemical kinetice muet be integrated, often in conjunction with
ODEs or PDEs representing, for example, transport processes in
gases or gas-surface interactions. Examplee abound in the
chemical industry. In many casee, these systems of equations
muet be simultaneously eolved at a very large number of points
~over a mesh in 3-D space. The main factor in the often very high
cost of solving such problems is that of seolving the large etiff
systems of chemical kinetic equations. Thue there 1i8 great
intereet in eimplifying seuch syetemes to their bare essentials,
and in reducing the coet in other wayes. Seneitivity analysis
playe a very important role in such probleme. There is&, in my
view, a potentially very large role in euch areas as computer

design cecombuetion, c.g., of automobile engineés.
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BEdsberg: Chemical kinetice. The use of e.g.,’the 8teady-state
approzimation in order to eliminate stiffness’may be disastrous
for following the correct solution trajectory, see e.gy?’TRITA-
NA-8005, example &, oxidation of propane, where <iterations
converge to wrong solution trajectory if the reduced problem is
solved.

lm'ight:' Stiffnesee ie 1inherent in any model where transient
‘behavioﬁf can affect the overall system behavio{;.

Gear: Some problems, e.g./;relazation oscillators, are limite of
etiff eystems as stiffnees approaches infinity. Without
knowledge of (the) setiff form, the behavior of .the limit problem
can't be determined.

Gellinas: Yes. Extreme, nonequilibrium behavioyr in most
branches of the phyeical and chemical sciences (e.g./ plesma
physics, radiative eystems, interactive fluids, combusticn, and
mogt 'strongly driven' systems) has frequently wremained out of
the reach of modellers really undersgtanding essential
physical/chemical processes because sufficienctly accurate,
highly resolved numerical solutione of the defining PDEe/ODEs
could not be attained.

Bindmarsh: MNost chemical kinetics problems are necessarily stiff
if the model is to be accurate. Steady-state assumptions are of
unreliable accuracy and efficiency. NWe are at a point in the
quality of etiff solvers where the modeller ehould NOT be
influenced by the presence or absence of stiffness in forming the
model -- only by ite accuracy. I have been solving some oil
shale particle models where NOT using esa gave solutions over €00
times faster than the best one could do with the assumptione, and
also solved the hardcr.caaea.

Liniger: Regione of rapid transitione 1in eemiconductor
equatione, modele in hyperbolic PDEse, chemical kinetice.
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| O'Malley: Power syetem modellers cite an example vhere
e traditional reduced-order modele lead to mechanical failure, but
& where including highly oscillatory transiente circumvent the
failure and explain the earlier difficulty.

Y

Petzold: Thie ie certainly the case for combustion modelling,

s
aload

and the modelling of cecontrol seysteme.

Y,
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Pratt: If etiffness is a necessary part of the model -- that 1is,

if you wish to resolve the solution on the small time scalés --
:Zn' then the problem i8s only wasted effort on computing the elow
:-_ modes...i8 the problem then properly called 'stiff'?
.’ Schiesser: 4s the grid epacing in PDE solutions becomee smaller,
LN the classical theory indicates that the resulting ODEe should be
5; stiffer. However, we s8eem to have s8ome evidene that with
- adaptive regridding, and with the wuse of higher-order
,5_* approximatione for the sepatial derivatives, this may not be the
f_i case. I think this ie etill an unanswered question that warrante
some research. Aleo, the effect of nonlinearities on the
_ apparent etiffnees of ODEs 18 an important, unaswered question.
,.' We find computer run times to be extremely sensitive to small
variatione in nonlinearities.
_— —

\¢/’. s:idar an’ White III: Moet eysteme stiffen as they stadbilize or
: ‘@ approach a steady state. In manp casese the model ecannot be
28 easily seimplified ae stiffnees sets in, and etiffness ie a
necessary part of the model. In some cases, it is possible to
: simplify the model as the eyetem stiffens, without loss of
:4' accuracy, to reduce hlm“ and etiffneee (sece, for example, the
’3,’73‘ fluidiszed-bed reactor model in our paper). Limit cycles, with
fj regular osctillatione over large time segments, are examples of
,u systemes that cannot be easily eimplified when stiffnees sets wn.
',' These syetems stiffen periodically and model reduction would not
N

apply at all times following the first oneet of etiffness. In
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> these cases, it seems impractical to periodically alter between
f models.

N

qa Thompson: Ezamples abound. Those with which I am moet familiar
L itnvolve simulation of nuclear steam systemq,i'in which the

treatment of kinetics is often of paramount importance.

?. Wendt: Detailed combustion kinetics. Remove the factors causing
:&? etiffnees and you have thrown out the baby with the bathwater.
A
W v
-_CE QUESTION 7: Do you see an advantge to considering the inter-
,E# actions of model identification, parameter estimation, and
:f solution? Be as specific as you can and please cite any
fg literature in this area of which you are aware.
,Kf'
' Byrne: Suppose a reaction mechaniem for a system ie postulated
- for a general temperature range. Laboratory and literature data
ug can then be used to develop a preliminary set of parameters for a
gﬁ generalised Arrhenius reaction form. The kinetice model can be
v solved (stiff ODEs) to obtain a set of computed data. The
g * computed data is then matched againet the observed data for one
3ij or more final (product) epecies. The parameters for the
%ﬁ reactions can then be adjusted by an algorithm to get new
;é’ rates. The eysetem can be solved again, ete. until the computed
" and observed data matech up. If the match-up te awful, then so
;J? might be the proposed model. I suppose the variance-covariance
R} matrixz could provide some idea of goodness. Usually not much
E@ helpe unless the fit is right on.
;3 Cellier: It ie indeed realized meanwhile that a pure simulation
éa tool is not that useful, as often no appropriate models are known
1 (in particular in soft seciences -- 80 called 'itll-defined

: systems'). Only very recently eome attempte have been made to
N automate the model building and model validation bueinese. The
o
v regearch 18 here, howvcr/ctill far from an answer. A good
3

review may be:
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Vansteenkiste, G.C., and J. Spriet: 'Computer Assisted Modelling
of Ill-Defined Systems' in Progrees in Modelling and Simulation,
F.E. Cellier, ed., Academic Press (1982).

In faet, the first half of thie book deals with modern issues of
ecomputer-assistance in modelling. The second half deale with
modern issues of computer simulation.

Churchill: These interactione should be considered. However,
parameter estimation without consideration of the uncertainty of
the input is idle. See Churchill, 'The Interpretation and Use of
Rate Data,' Hemisphere, Washington, D.C. (1979).

Deuflhard: Numerical parameter estimation techniquee ehould also
be able to monitor the model in terms of seensitivitiee of the
model parameters. (see forthcoming proceedinge volume: P.
Deuflhard, E. Hairer (ed): Numerical Treatment of Inverse
Problems in Differential and Integral Equations (to appear in
spring 1983).

Dove: The use of eensitivity analysie, which deales with the
interaction of the form of the model, the magnitudes of the
parameteérs, and the effecte of theese factore on the solution, ie
absolutely crucial to probleme in which chemical kinetice are
important. There ie8 a real need for professionally developed
software packagee in this area. We have had to write our own, 8o
farl! Leade to much of the literature in thie area can be loeated
under the names of H. Rabits and K.E. Shuler. The topic i8 aleo
important for the 'inverse problem' where one is given data on
Y(t) and needs to find information about the underlying ODEs.
For example, given ezperimental data on a chemical kinetics
problem, what do those data tell us about the form of the model
and about ite parametere? There i8 already eome software to deal
with this, c.g./”'Curtic'a CHEKMAT, but in my view a lot more work
18 needed. For example, very often the data available do not
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enable a unique determination of all of the parameters -- or even
of any of them. Nevertheless, one would like to have a way of
deciding, and expressing, the constraints which those data place
on the possible values of the parameters.

Edsberg: Of course it is important to work interactively with a
model, not only to solve one initial-value problem but to have
aleo a qualitative idea of how the model behaves with respect to
structure, parameters, initial values, etc. I (almost) agree
with Arie in hie book 'Introduction to the analyeie of Chemical
Reactors,' Prentice Hall 18965, pp. 325: ‘3It cannot be too
strongly emphasized that it is folly of the firet magnitude to
approach the computer without firet having ae good a feel as
poesible for the structure of the problem.’

Pinlayson: This i8 a very important area in engineering. Rarely
do we know the parameters well enough to Justify excellent
mathematice solutions, but we'd like to be close.

Bindmarsh: I have no exzperience with model/parameter
identification probleme. But at present, some interaction eeems
wise. Solution accuracy requests ehould be as loose as possible
when large model adjustments are being made. Methods and codes
for calculating eensitivities with respect to parameters are
useful here, and thie is an aective areéa.

Liniger: Yes, I think these questions are very important in
simulation, c.g.ﬂ/lin chemical kineticc,f’it ie very hard to
evaluate a model,} even qualitativcl%f if one has little or no
information about the rate constants. The solution may lie in a
eompletely different ball park if those constants are off.

O’Malley: Certainly. Not enough talented mathematicians and
engineers have faced the tough problem of parameter estimation.
This intermediate link is eritical to any such effort.

<
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Petzold: I think there i8 definitely an advantage to considering
these 1interactions. For example, parameter estimation often
involves the solution of several probleme which differ from each
other very little. Thie s&tructure can sometimes beé taken
advantage of to epeed the whole process. Parameter estimation
procedures could aleo benefit from having eolvere which produce
solutione that have a smooth (or nearly so) behavior with respect
to changes in initial conditione and other parameters.

Schiesser: Parameter estimation and model identification of PDE
systems will Dbecome 1increasingly important 1in industrial
applicatione and will seerve ae an important link between theory
and experiments. Efficient methodes for the repetitive solution
of large sets of ODEs should therefore be pursued.

Seider and White III: Yes, George Byrne answered my question
(Seider) by stating that discontinuities in the wresults of the
numerical integrator cause problems for nonlinear programming
algorithme that approzximate a Hessian matrixz; for example, ueing
Powell's method. Thie problem neede to be resolved. However, in
addition, methods to avoid a complete integration for each set of
parameters should be examined.

Shampine: My own research has not been directed at such issues
although I think about them from time to time. I do not see how
one ean avoid considering the interactions.

Wendt: Yes -- again with detailed kinetics. Sensitivity
analysie and parameter estimation are most important.

QUESTION 8: What will be the major advancements in simulation of
stiff systems in the near and far terms? Are these of
fundamental primary interest or are they secondary improvements?
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;: Bickart: In the analysie of very, very large sete of equations
s -- really, the systems they describe -- mixed mode analysis and
X the concept of latency have come to the fore as a means of
i reducing the problem size to manageable proportions.
. Byrne: Automatic setiffness/nmonetiffneses detection and method
3 switching with dynamic memory allocation -- prototypes availabe
3 now will become standard.
Cellier: «esCertainly, parallel processing may bring seome Xkey
8 impulees into the game. Some problems may become solvable which
f are currently seimply too ezxzpensive to solve. Whether the
% algorithme themeelves may etill dimprove very. much, I do not
know...Certainly, the software will -- and has to -- improve. In
e particular, the modularity of code hae to be improved, and the
5 interfaces have to be better defined (e.gﬂf with respect to the
L. data involved -~ large systems mostly require a large amount of
data to be entered; for this purpose, an appropriate interface to
2 a data management system should be defined.
" Mo
3 Churchill: I exzpect new apecidivpurpose algorithme will be
3 developed. They may in some cases involve general principles.
5

2 Edsberg: Easier-to-use eoftware for nonexperts -- primary
interest; automatic scaling of ODEe -- @gecondary interest;
- sensitivity analysis.

b Enright: I see three distinet developments which are of
b fundamental importance:

. (1) The development of more effective techniques which can
‘ exploit special structure such as only a few transients
or weak coupling between aubaystemaj

(8) ZThe acceptance by software developere of a uniform
interpretation of aceuracy. This will enable users to

¥ view packages more as black bozes,
(3) fhe acceptance and wide distribution and publication of
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new improved packages as they become available. (This

R d s

ean best be accomplished through meetinge such as this
ones
% Gear: Better techniques for handling the linear algebra in very

large problems. Techniques for decoupling subsyetems.

Gellinas: Those associated with solving extremely stiff PDEs
with newly emerging adaptive mesh techniques -- both near and far

T R

term. We are now seeing fundamental advances in thie area which
will require extremely robust ODE (and linear system) solvers.

4 33 Sl e 0

Bindmarsh:
(1) Better automation.
(2) Larger computer capacity and higher speeds will help a

R

lot even with present methods.

L B it

(3) Advances in sparse nonlinear algebraic system methods,
with and without consideration of sepecial machine
architecture, will contribute greatly.

(4) Better interfaces with users, via discipline-dependent
simulation software, will be of eecondary importance.

EsP SV Y o Ao

: Krogh: Better reliability and efficiency. Primary ve. secondary
N 18 hard to answer, but I'd probably choose the latter. But the
improvemente to be had are well worth doing.

‘ Mattheij and Soderlind: ...the gap between theory and software
N will deecrease. Such advancements are important although they may
h not have a 1large influence on the eoftware design. The
importance is mainly from the robustness point of view =-- a more
rigorous theoretical framework ie needed to sustain black-box use
of the software, especially in nonlinear applicationes.

PR

Miranker:s ...ill-conditioned problems generally (PDEs, integral
equations, turning points, highly osscillatory)...
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* O'Malley: I believe extension of wrelated research to partial

é differential equatione and boundary-value probleme will require

3 fundamental new concepts.

i S

Petzold: Some of the areas where we can expect (or hope) to see
major advancemente in the near future are:
3 (1) solution of differential/algebraic eysteme, and more
Ey generally, consetrained differential systems;
; (2) solution of highly oscillatory ODEs;
(3) global error estimation for etiff ODEes;
(4) inexpensive solution of emall eyetems which muet be

e
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solved repeatedly;
(5) Dbetter diagnoetic meseages for etiff solvers.
(0f eourse, not all of theese proboeme are stiff, depending upon
your definition.) Theee problems are of primary interest. It
would require quite a few pagee to liset probleme of secondary
importance.
: ¥

Pratt: Special-burpoce or hardwired computers, and rewriting or

| B SN N

P,

reselecting algorithme to take advantage of computer
« architecture; in short, doing for setiff seyetems what has been
5 done for Pourier transformse in signal processing hardware!

Schiesser: ...the development of integrators which can handle a
changing number of ODEs during the solution to accommodate
adaptive regridding in the solution of PDEs.

Thompson: The dincorporation of etiff syetem methodology into
widely available simulation packages, adequate implementation of
root-finding techniques, valid automatic stiffness detection and
method switehing, and global error catimation,l}i”Zf‘fundamcntal
and primary importance. Potential advances in partitioning and
subsystem identification are at least of secondary importance.
Also of orueial dimportance are the needed improvements in
documentation and the development of reliable, user-friendly

software.
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' Wendt: I think that current technology on rapid Poiseon solvers

f’ and techniques for handling large systems involving hugk matrices

ﬁ will evolve from the classified literature and become very useful

% for stiff prodblemse. I don't know much about them, but I hear --
through the grapevine -- that very powerful computational

é techniques have been developed by DOD and could be very useful in

&4 many other applications -- @such ae 8tiff Dboundary-value

b

B problems. These would 1involve radical changes in how stiff
problems are attacked and solved.

- 1

8.£.1. Comments on guestionnaire -+ ¥L.)

Table 8.1 contains the number of responses to each question;
generally, the mostL:;swered questions were answered in greatest
detail. The most popular -- and most emotional -- gquestions were
Nos. 1 and 3. Opinions on question No. 1, concerning use of the

word ‘'stiff' fell basically into two categories: practitioners

B “i‘f) iJE"
L]

who want a free hand with the useage, and developers/theorists

who want a precise, restricted useage. The almost universal

Y .
R e

answer to Question No. 3 was that automatic packages should be

R

automatic to the 1limit, with options for control; significant

&4

advances (in addition to ultimate robustness) are seen for

!

2
!
i

3
s

special problem types.
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TABLE 8.1

Number of responses to stiff questions

“Question No. No. of responses

IOV WN -
W
(=]

Questions Nos. 2,4,5, and 8 drew about the same number of
responses. From Question No. 2, we would conclude that there has
not been much interaction between hardware people and software
people, but the usefulness of such interaction is definitely
recognized. It is clearly realized (Question No. 4) that theory
lags well behind practice in stiff computation (unlike in many
other areas of science). Question No. 5 resulted in a variety of
most important application areas being mentioned, but
particularly those involving partial differential equations and
large numbers of equations; this was echoed in answer to Question
No. 8 on what the major advances will be.

Questions No. 6 and 7 were not answered nearly as often as

the others, and this could be significant. Generally, few

respondees could cite cases where stiffness was necessary to the
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model (Question No. 6). The idea of 'system analysis' for stiff
computation (#2.1) was definitely regarded as important, as was
the parameter estimation problem, but these notions were
considered new (Question No. 7).

A ninth question was asked concerning the usefulness of the
Park City meeting. The consensus was that it was a very good
idea to bring together individuals with widely differing

e

backgrounds thd% share a common problem area. This would support

the response sparsity to Questions Nos. 6 and 7.

-

AT WP PSS N

L R S
FATR VRS XSS

~

™

aeend



D

3
ey

Lilal sl Ay ‘ 2 Ij o

KL

R’

A0kl
TeriY.,

AN

r"i.‘.ﬂ“'i .

AP

byt Vg Lo
F {y{i‘.‘. d Rt

T

\ S a0
Laal TN

R AT

1 ok

Vot ma‘w -
Y. Ysl

PR S
: ¥ 0T 43

...........

8.2. Panel discussion at International Conference on Stiff
Computation, Park City, Utaht

SHAMPINE: We've heard during these talis 80 far quite a lot of
ecomputation described ae 8tiff...anyone have opinione?

GEAR: Ye8...the purposeée of having a classification and giving
namee to classes 18 to group them into moderate size groqﬁé; if
you say a problem belongs to clase x, then you can say it can be
solved by certain methods...it is madness to classify BVPe that
require totally different techniques from IVPe ae Dbeing
etiff...BVPs are unstable as well as stable...in both directions,
while stiff probleme are strongly stable in one direction.

MIRANKER: Thie guy wae walking down a street in New York and
passed this setore in whiech he eaw a eign that said 'Stiff
Differential Equation Solver.' He quickly wan into the store and
said 'ean you esolve my etiff differential equation?'’ The
atoreke;per said, 'I don't know what you're talking about, I make

signse!’
§§S§

SHAMPINE: Many people think that our probleme will be mopped up
if we just build a bigger computer...or many more little tiny
computere...what implicatione (from next generation computers)
doee thie have on software and algorithmie developments?

BINDMARSH: There are going to be some minor changes as a result
of new architecture, but I don't think they are going to be
profound ae far as the etiff computation problem is concerned.
We are going to see higher speede, certainly, and we are going to
see far greater use of parallelism, and we will have to try to
make use of that new architectural environment, but the obetacle

tModerator, Shanpine; panelists: Byrne, Dahlquist, Gear, Hindmarsh




Qﬁ ve refer to as stiffness will still be around...the most that
- will happen, I think, is that the boundary between mildly etiff
problems and the stiff problem will move a bit. But the really

&5 etiff prodbleme will dbe around.

3 EBNRIGHT: What about the emphasie of different codes? Por
}m example, exztrapolation codes become more competitive ae we get
;3% into parallel architecture...

N HINDMARSH: They may very well...What I'm saying will not happen

i;? i we will fall back on nonetiff methods and do everything

N explicitly.

S

- PRATT: ...JI've been trying for some yeare to solve large-scale

LE; systems...what I see happening is as we get bigger and bigger

.¥§ computers we can do thinge faster and faster, but we will always

- want to solve bigger probleme and we need sophistication at the
low end of the ecalée...

”5 :

r% BYRNE: «eothere are two obvious directions that computing is

N moving...the day ie8 mnot far off when...every engineering

N professional will have on hie desk a mini whieh is linked to a
*;g supercomputer mainframe...thie i8 mind-boggling...the mainframe
;ki i8 probably going to be a big parallel processor...we seée in the
11: literature enake algorithme...you put something onm your mini and
- it snakes out for unused mini-computers in the network...you have
f? all thie computing pouwer. What i8 the dimpact on stiff
éé’ computation? There will be a change obviously 1in the
%: algorithme. The linear algebra will be changed dramatically...wve

F

will see much more detailed modelling...
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SBAMPINE: Many people feel (the setiff problem) is rather mopped
UpeooI think we need to have a period of true confession...what
areas do we not know what we're doing or don't know how to do
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L} anything at all...thie ie an opportunity for you to say where you

;‘ think things are going...(for example) Runge-Kutta methods for

- etiff problems, we're just beginning to explore them...doing an

;i integration and locating where eome function had a =zero, our

‘§ theoretical and practtical understanding of that problem is almost é

- zero. There are terrible difficulties in stating theoretically

w what it means to locate a root of a function when that function

ﬁ 18 being defined by the noisy procees of eolving a differential

% equation...it'e easy to write down eomething that eort of

" worke...there's one example of a true confession... :

F.

3 PETZOLD: ...I don't think anyone really has a good understanding ,

3 of nmonlinear differential algebraic equatione, in general, and

o there's this whole question of turning pointé...

L |

ié CASH: Some probleme we can get nowhere with...a boat connected

v to the s8hore and the tension 1in the chain 1ie& s8ome random

i variable, stochastic differential equations...

‘ L]

15 §S§

; « SHAMPINE: Stability analyses have been tilled since the earlier

.# days...Some of us think thies has very little to do with practice,

;; but I have a feeling at the current time etability analysis is in

3; a real state of ferment and that the theory is moving closer to

- the practice...

X

% DAHLQUIST: I'm glad to hear you eay that. Well, of course we

f; try. All theory muet be baesed on simplifications...see how much

- one can do with simple model probleme...I think all progress must

E be based on thie -- that one makes a theory or makee software for

g’ some standard situations...Henrici hoped when he wrote hie book

w2
LACE

that the theory or ..e¢ practice of differential equatione could
be handled just by the assumption that the sten@z;e timee the
A Lipschits consetant should be chosen sufficiently emall. Then it
became more and more obvious that there were practical problems

i
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Ej for which thie was not the case. My own experience at the time

~ was, at the beginning of the fifties, I encountered ggg.problem
E wvhere this difficulty existed. I tried to ask a lot of people
§ frem different application disciplines if they recognized this
g kind of seituation and everybody eaid, 'No'. Around 1960, things

became completely different and everyd%é became aware that the
world was full of stiff problems. Even if a theoretician tries
to get a good formulation of the real problems, it ie sometimes
really difficult to get them 8o well formulated that it can be a
good starting point for a theoretical analysis...to return to
differential algebraic equation analyeis...it ie etill a little
uncertain how many real nasty situatione are left that require a

general theory...a lot of practical seituations particularly in
clagsical mechanice are differential equations with 1inequality
constrainte...think of all the problems with Couloub's Law of
friction...or two-body collisione, it ie an inequality constraint
that they are not allowed to penetrate...perhaps you should widen
the discuseion of differential algebraic systeme also to cover
the case of inequalities...lI would really like to hear about
other applications (of differential equatione with inequality
congtraintg)...

SHAMPINE: My impression is we have no satisfactory way of
solving delay or difference differential equations...

BICKART: Some of the codes work well...as soon as you run into

nonconstant delays you run into problems.

KROGH: I don't know what the theoretical probleme are with
handling discontinuities, but I haven't seeen any practical
difficulties. I have had features for handling discontinuities
in my codes since 1968...
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SHAMPINE: That'e because you have infrequent discontinuities...
KROGH: The difficulty is in the restarting?

SHAMPINE: The order plummete. It has a disastrous effect if it
happens often enough.

SHAMPINE: The 1inverse problem of parameter estimation <8
certainly a very difficult problem...

BYRNE: The difficulties are...the kinetice themselves are
wicked...you start off with so-called literature rate
cocfficienta which for the particular system at hand aren't
really right eo you’'re really off the mark for a starting
point...generally you have interval constrainte...we need a cheap
nonlinear constrained least-square package...the problem ie quite
typically badly secaled...

CHURCHILL: It'e an 1impossible problem. There <& a non-
uniqueness that will never be solved by any package...you never
will have good enough information so that you can truet what you
g‘t...

DOVE: ...virtually no kinetic experiment givee you information
on one rate constant only...there i& information on several
eonstants and that information hae to be unescrambled...

PRATT: ...we mustn't forget the third leg of thie thing and that
is sensitivity analysie...without it you're groping...

SEIDER: Ve've had a great deal of success in tuning the
parameters in (models of) noi&?é:;l solutione with Powell's
nonlinear programming algorithm written in 1877; it's very good
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for highly mnonlinear functione ae well ae highly nonlinear

congtraintg...

BYRNE: It doeen't work out for us...the line search is too
expensive.

§S§S

SHAMPINE: When we actually get down to solving a problem we have
to choose a solver to do it...we have actually to pick one...how

do we decide?

ENRIGHT: eeswWe can certainly identify some codes that are not
competitive...testing will allow ue to choose between tuwo
algorithms that have a very saimilar design structure, but to
compare two codes with very different structure I think i8 almost
impoesible unless we restrict the class of problems to a very
small class that exhibits a epecial structureé...

PRATT: ...How do we chose between a BMW and a Vespa?
BYRNE: I think we all have built-in prejudices...if you use a
ecode and you're not comfortable with it, you're not going to use

it again.

ENRIGHT: ...the problem here is that codes aren't trying to

the same thinge. Twenty years ago they were. Fized stepéisze we
could compare...now codes determine accuracy requirements in a
ecompletely method-dependent way...
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