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Summary

-'A workshop on Natural Charging of Large Space Structures in Near Earth

Polar Orbits, sponsored by the Air Force Geophysics Laboratory and B~oston

College, was hold on 14 and 15 September, 1982, at AFGL. Many of the special-

ists in the area of spacecraft charging problems assembled to discuss the neces-
sity and/or possibility of developing realistic, effective codes describing the

Interaction of low earth orbiting systems with the environment. The workshop

consisted of four sessions: (1) tutorial lectures on the characteristics of the

near-earth environment and its effects on large space structures; (2) experiments

examining and interpreting spacecraft charging and the environment causing it;
(3) theoretical interpretation of spacecraft charging and the environment in which

! ~~~it occurs; (4) modeling space structures in a charging environment. _ ___-

Topics covered in four tutorial lectures are: a review of environmental

effects that may cause spacecraft charging (E. C. Whipple, Jr.),- a general over-
l view of the ionosphere (F. J. Rich); the difficulties in attempting to model the

spacecraft environment and the effects that lead to charging (J. G. Laframbois~e);
~and the effects of charged particles on space systems (N.J. Stevens). The panel

' sessions consisted of invited presentations with time allotted for discussion after
iii each one. Summaries of each session were presented by the session chairmen

i in the last half of the final session.

The proceedings consist Of the written contributions of the individual speak-

era. Some have chosen to include summaries of their presentation while others
" v have submitted complete papers. In the few cases where speakers did not submit

written texts for inclusion in the proceedings, summaries are included. They

3



were written by and attributed to the reporters assigned to the particular speak-

ers, making use of transcripts of the tape-recorded presentations. The proceed-

ings are divided into five chapters based on the four sessions of the workshop and

a fifth summary chapter. However, papers are not listed in the order in which

they were presented. In some instances the editors felt that a certain paper was

better suited to a session other than the one in which it was presented. The

ordering of the proceedings reflects this.

With the Air Force committed to the space Shuttle and the future utilization

of space platforms and other large space structures, it is imperative that prob-

lems associated with the interactions of these structures with their environment

be resolved. There are considerable differences of opinion among specialists in

this area concerning the nature and magnitude of the problems and the feasibility

of developing realistic models or codes to deal with them. The discussion of

these problerns at this workshop will assist in defining the future role of the Air
Force in their resolutien.
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Preface

The insight and organization of the workshop's co-chairmen, Rita C. Sagalyn

and Allen G. Rubin, brought together many of the specialists in the area at AFGL
to address the various-aspects of the spacecraft charging problems. The coor-

dination of the event itself was attended to by Delia E. Donatelli of Boston College

with the assistance of Mary Outwater of AFGL. Frances Labo of AFGL handled
registration and local information and, with Karen Flaherty of AFGL, attended

to many of the details prior to and during the meeting. They were assisted by
Jean James and Diane Riehl of Regis College. M. Patricia Hagan of Emmanuel
assumed responsibility for printing the programs and transcribing the tape re-
corded material. The audio and video equipment and the tape recording were the

responsibility of Alice McGinty of AFGL with the equipment handled by Airmen
L. Carpenter, M. Schwarzman, and Debra Douglass.

The workshop was supported in part by Boston College under Air Force
Contract F19628-81-K-0011.

The Editors
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PROCEEDINGS OF THE AIR FORCE GEOPHYSICS
LABORATORY WORKSHOP ON NATURAL

CHARGING OF LARGE SPACE STRUCTURES IN
NEAR EARTH POLAR ORBIT: SEPTEMBER 14-15, 1982

1. An Overview of Charging of
Large Space Structures in Polar Orbit

by

E. C. Whipple, Jr.
Center for Astriphysics and Space Science

University of California at San Diego
La Jolla, Calif. 92109

1. INTRODUCTION

S)This paper gives an overvi w of some of the important questions regarding

charging effects on large space structures in the polar- ionosphere. The iono-

sphere as a rule is a rather be ign environment as far as charging of spacecraft

is concerned. The ionospheri plasma is relatively cool and dense in comparison

with other plasmas in space. The plasma density ranges from values on the

order o an1 - down to val42s as low as or even below 0 _ with temper-

atures well below 1 eV (11600- K). However, there can be large fluxes of

energetic electrons in the polar ionosphere. This subject is matter of concern

because these auroral fluxes could charge a spacecraft to lafge potentials.

(Received for publication 18 January 1983)
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Figures 1 and 2 show how two important length scales vary in the ionosphere.

Figure 1 shows that the Debye length ranges from about 1 mm to a few cm. The

electrostatic sheath thickness around a charged object is on the order of a few

Debye lengths. Thus, in the ionosphere the Debye length is very small compared

to a large space structure. Figure 2 shows typical electron and proton gyroradii

-DEBYE Length

1012 1L

'e 6 010to k

10 ONOSPHERE %0

0: 102

1012

102 103 -104 105 105 TEMP.('K)

10 0 ~ I 1 10 PARTICLE ENERGY(V)
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F igure 1. The Debye Length as a Function of
Electron Density and Temperature
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in the ionosphere. Again, the electron gyroradius is small, on the order of a

few cm to 1 m. The proton gyroradius is larger, up to tens of meters in size,

and thus can be comparable to the dimensions of large space structures.

The charging of objects in the ionosphere is characterized by extreme anisot-

ropy in the charging currents. The ion current is dominated by the motion of the

spacecraft in its motion through the plasma and hence the ion current occurs

largely on the leading surfaces of such an object. The electron current does

not vary as strongly as the ion current but it is affected both by the V X B effect

and by the wake effect which cause the current to vary with position on the space-

craft surface. The photoemission current varies with surface orientation with

respect to sunlight. These variations are illustrated in Figures 3 through 5 which

show measured currents on Explorer 8 as a function of angular position on the

spacecraft surface. 1 Figure 3 shows how the ion current peaks strongly as the

detector looks in the direction of motion of the spacecraft. Figure 4 shows the

electron current (both photoemission current and collected plasma current) as a

function of position, again indicating the dependence of the current on orientation.

Finally, Figure 5 shows the total current as a function of angle.

16 -- -

3.6. 10S "grf--- 1--

2.; Y C o

Figure 3. Ion Current as a Function of Angular Position Measured
on the Explorer 8 Spacecraft Surface (from Ref. 1)

1. Bourdeau, R.E., Donley, J. L., Serbu, G. P., and Whipple, E. C. (1961)
Measurements of sheath currents and equilibrium potential on the Explorer
8 satellite, J. Astronaut Set. 8:65.
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2. POSSIBILITY OF LARGE POTENTIALS IN THE POLAR IONOSMIERE

Katz and Parks2 studied the possible charging effects of large electron fluxes

in the auroral ionosphere on a spacecraft. They took an energetic electron flux

of 2 X 10" A/m 2 at an energy of 5 keV and examined its effect on an orbiting
sphere inan ionospheric plasma with a density of 105 /cm 3 at a temperature of
about 0. 1 eV. In their model, the large negative current due to t'eenergetic

electrons was balanced primarily by the positive current due to ion collection.

The significant result they obtained was that the sphere would charge to large

negative potentials approaching the energy of the auroral electrons. This occurred
because the increase in ion current necessary to balance the electron current was

limited by the shcath thickness. The sheath thickness grows slowly with the

potential drop ac. ss the sheath when the Debye length is small and hence a large
potential drop is required to obtain the necessary ion current.

This result is illustrated in Figure 6, which shows how the-equilibrium

potential of the sphere increases with its radius. In regions where the plasma

density is low, the potentials are correspondingly greatev. A more precise

calculation must include secondary electron currents and )hotoemission, but in
principle it is possible to have large potentials in regions where large energetic

electron fluxes occur. It is therefore important to know the frequency of occur-

rence of large fluxes of energetic electrons in the polar ionosphere.

POTENTIAL OF A
LARGE SPHERE

to 1-0 - 10000RADIUS OF SPHERE (CM)

Figure 6. The Potential of a Sphere
as a Function of its Radius for Two
Values of the Plasma Density

2. Katz, I., and Parks, D. E. (1982) Space Shuttle Orbiter Charging, AIAA 2Oth
Aerospace Sci. Mtg.. Orlando, Florida, Jan., 1982.
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3. SHEATH APPROXIMATIONS

A sheath is a region of significant space charge adjacent to a surface. The

thickness of a, sheatL can be used to estimate the increase in cross-section for

current collection by a charged body. The paper by Katz and Parks 2 modified

the sheath approximation of Langmuir and Blodgett, 3 by using the streaming

energy. of the ions in place of the thermal energy of the plasma. Figure 7 shows

how the cross-section for current collection varies with the potential across the

sheath. Similar extensio-s of the Langmuir-Blodgett work have been obtained by
Allpert and by Parker. 5 Parker has compared the currents obtained with the
spherical diode sheath approximation of Langmuir and Blodgett with a self-

consistent numerical calculation. Figure 8 shows that the self-consistent current

(marked "S. C. ") can be as much as 50 percent higher than the spherical diode
sheath approximation for a range of potentials. The difference is probably due

to so-called "pre-sheath" acceleration which the sheath approximation does not
allow for. The two curves do seem to be approaching the same slope asymptoti-
cally.

SPACE-CHARGE LIMITED
301 CURRENT COLLECTION J

20"

ORVALIZED POTENIAL (aL) ... ..

Figure ?. The Cross-section for Current
Collection as a Function of the Potential
Across the Sheath

3. LangmuLr, I., and Blodgett, K. (1924) Currents limited by space charge
between concentric spheres, Phys. Rev. 24:99.

4. Al'pert, Ya. L., Gurevich, V., and Pitaevskii, L.P. (1965) Space Physics
With Artificial Satellites, Consultants Bureau, New York, pp. 186-210.

5. Parker, L. W. (1980) Plasmasheath-photosheath theory for large high-voltage
space structures, Prog. Astron. Aeron. ?1:477.
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for Calculating Currents for a Range ofSheath Potentials

It would be useful to have an accurate sheath approximation, whose limita-
tions were well-understood, for describing ion collection by a large body in a

streaming plasma.

4. THE WAKE

The plasma wake behind a moving body is a region depleted unequally of both
ions and electrons because of the small thermal velocities of the ions compared
to the streaming velocity. Electrons can readily penetrate this region until the
negative space charge from the excess electrons builds up the negative potential

IA

to a value such that they also are depleted. This acts as a negative potential
barrier for electron collection on the rear surfaces of the spacecraft.

Figure 9. taken from Samir and Wrenn, 6 shows how the electron current
measured on Explorer 31 varied with angle, with 00 corresponding to the rain
direction. The electron current at lower altundes is depleted by as much as two
orders of magnitude on the back surface compared to the front surface, with
smaller depletions at higher altitudes. The back-to-front current ratio Is shownin Figure 10 as a function of the mean ion mass. The altitude dependence of the
current ratio of Figure 9 is in reality a depen ce on the mean Ion mass which

6. Samr, U.S and Wrenn, G.L. (1969) The dependence of charge and potentialdistribution around a spacecraft n onic composition, Planet. Space Si.

17:693.
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Figure 9. The Altitude Dependence of the Electron Current
as a Function of Angular Position From the Ram Direction
as Measured on Explorer 31. Reprinted with permission
from Planet. Space Sci., 17, Copyright 1969, Pergamon
Press Ltd.

decreases with altitude, as the dominant ion changes from oxygen to helium and
then to hydrogen.

It is difficult to calculate the height of this negative potential barrier in the

wake which controls the rear-surface electron current, although Samirts data
show that it varies linearly with the square of the ion Mach number (see
Whipple ). However, it should also depend on the Debye length.

7. Whipple, E.C. (1981) Potentials of surfaces in space, Rep. Prog. Phys.
44:1197.
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~Another effect of the wake is that insulating portions of a body that are
- ! situated on the back side of the body may charge to large negative potentials.
SFigure 11, from Parker 8 shows potential contours around an insulating cylinder

' ( immersed in a streaming plasma, with an Ion Mach number equal to 4. The

- i8. Parker. L. W. (1978) Differential charging and sheath asymmetry of noncon-
ducting spacecraft due to plasma flows, J. Geophys. Res. 83:4873.
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Figure 11. Potential Contours Around an Insulating
Cylinder Immersed in a Streaming Plasma With an
Ion. Mach Number of 4. (Reprinted from the Journal
of Geophysical Research)

potentials are indicated in units of (kT/e). The rear surface charges to a poten-

tial that is more than an order of magnitude larger than (kT/e).

5. V X B EFFECr

A body moving across a magnetic field experiences an electric field given by
V X B. In the reference frame of the moving body this is a real electric field

that interacts with a conducting body by inducing electric charges at the body's

20



surface. This is illustrated in Figure 12. which shows such a body moving in the
ionosphere. The electric field in the region of space around the body is indicated
by the equipotential contours. At a treat distance-from the body, the equipoten-

A tial contours are straight, indicating a uniform electric field, but in the body's

vicinity the contours are distorted by the conductor's presence. The conducting

body itself is at a given potential, but the potential difference between the body
and the adjacent plasma depends on the position at which the potential difference
is taken. This variation in potential difference occurs not because the body
potential varies, but because the reference potential in the adjacent plasma

varies with position.

THE Vx8 EFFECT

#*4 #1 * *0 1. z
®D into plane ,
,, Velocity V/

Body with Velocity V +14

E
E x

(Potential decreGses to the right.)

Figure 12. Equipotential Contours Around a Body
Moving Across a Magnetic Field

Since the current collected by a surface in a plasma depends on the potential
difference with respect to the plasma, it follows that the current density to the
body will vary with position on the body's surface. The end of the body that is
more positive with respect to the adjacent plasma will tend to collect electrons,
whereas the negative end will collect ions. Since the electron current density is
higher than the ion current density for a given potential difference because of the
smaller mass of the electron, the current balance condition that determines the
equilibrium potential will drive the body to a potential so that only a small area
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will be at a positive potential with respect to the adjacent plasma, as illustrated

in the figure.

The variation in collected current to such a body means that a current flows
along the body from the negative to the positive end, as illustrated in Figure 13.

In equilibrium, this current pattimust close through the plasma. There has been

almost no work on this problem of how this current returns through the plasma.

The current loop must distaurb the plasma, with the disturbance being propor-

tionately greater for larger structures. It is important to understand this inter-

action and to know how the distant plasma responds to the presence of a large

structure.

How Does the Current Loop Close?

Curfeni

Ion Colleclion Electron Collection

Figure 13. Current Flow as a Result of Variation
in Collected Current Along a Body Moving in Space

6. DISTANt PLASMA BEHAVIOR

In a uniform, unmagnetized plasma far from a spherical charged body, the

electrostatic potential varies asymptotically as the inverse square of the distance

from the body. This behavior is obtained from the so-called "plasma solution"

where the asymptotic forms of the ion and electron densities are found in terms

of the potential and distance, and then quasi-neutrality of the plasma is invoked.
Physically, both the Ion and electron densities involve terms depending on the

potential, such as the Boltzmann factor, exp(±Ve/kT), and solid angle factors

depending on the distance, (1 - r 2 /r 2 ), where rp is the radius of the body. In
p
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the limit as r approaches infinity, the potential V approaches 0, and to first order

the potential enters the density terms linearly. This gives the first-order asymp--2
totic variation of the p6tential as r 2 .

The appropriate boundary condition to use in a numerical scheme where a

boundary at a finite distance is necessary is a floating condition, where the poten-

tial is related to the potential gradient. Laframbolse 9 has discussed the applica-

tion of such boundary conditions and gives examples of calculations showing how

the accuracy of the solutions to Poisson's equation depends on the distance of the

boundary. Parker and Sullivan1 0 have also discussed this boundary condition.

The corresponding asymptotic behavior for the plasma around a body moving

through a magnetized plasma is not known. Parker and Murphy1 1 discussed the

motion of electrons in the plasma about a charged sphere and showed that the

electron gyrocenters would themselves drift in a spiral about the body. Linson 12

argued that turbulent diffusion would enable the electrons to cross the magnetic

field lines. Figure 14, from Linson's paper, shows the variation of collected

electron current versus potential on a charged sphere under various assumptions.

The upper curve is an upper limit based on the Langmuir-Blodgett sheath approx-

imation. The lower curve represents the currents derived from the work of

Parker and Murphy. The intermediate curves represent the possible effects of

turbulence in increasing the collected current. The parameter qc is the critical

value of the ratio of the square of the plasma frequency to the electron gyrofre-

quency. At a value of this parameter on the order of unity, the plasma is unstable

to the growth of turbulence.

7. BEAM EMISSION AND POTENTIAL MODIFICATION

The mechanism for electron collection by moderately or highly positively

charged moving bodies in the ionosphere is not well understood. However, some

data on this question has been obtained from electron beam emission experiments

carried on vehicles in the ionosphere (Wtnckler 13 ). The plasma response to

9. Laframboise, J. G. (1966) Theory of Spherical and Cylindrical Langmulr
Probes in a Collislonless, Maxwellian Plasma at Rest, Rep. No. 100,
University of Toronto Institute for Aerospace Studies.

10. Parker, L.W., and Sullivan, E. C. (1974) Iterative Methods for Plasma-
Sheath Calculations--Application to Spherical Probe, NASA TN D-7409.

11. Parker, L. W., an.-- Murphy, B. L. (1967) Potential buildup on an electron-
emitting ionospheric satellite, J. Geophys. Res. 72:1631.

12. Linson, L. M. (1969) Current-voltage characteristics of an electron-emitting
satellite in the ionosphere, J. Geophys. Res. 74:2368.

13. Winekler, J.11. (1980) The application of artificial electron beams to
magnetospheric research, Rev. Geop1ys. Space Phys.. 18:659.
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Figure 14. Comparison of Three Methods for Determining
the Collected Electron Current as a Function of Potential
on a Charged Sphere. (Reprinted from the Journal of Geo-
physical Research)

electron beam emission experiments appears to be quite different in the ionosphere

than it is in the low density magnetosphere. Both ion and electron beam experi-

ments have been carried out in the magnetosphere on the ATS-5, ATS-6, and
SCATHA satellites. These experiments have shown that emission of a plasma

containing both ions and electrons is required to fully discharge the conducting
and dielectric surfaces on spacecraft (Purvis and Bartlett1 4 ). There has been

no evidence of any kind of a beam plasma discharge in these beam emission

experiments at synchronous altitudes.

Cohen et a115 have shown that charging a vehicle by ion beam emission in

the ionosphere is consistent with the return current consisting of ions collected

from the ionospheric plasma. However, electron beam experiments in the iono-

sphere have yielded vehicle potentials much lower than the beam energy. 13,16

17(A possible exception is the Jacobson and Maynard result.) Anomalously high

14. Purvis, C.K., and Bartlett, R.O. (1980) Active control of spacecraft
charging, Prog. Astron. Aeron. 71:299.

15. Cohen, H.A. , Sherman. C. , and Mullen, E.G. (1979) Spacecraft charging
due to positive ion emission: an experimental study, Geophys. Res. Lett.
6:515.

16. Arnoldy. R. L., and Winckler, J. R. (1981) The hot plasma environment and
floating potentials of an electron-beam-emitting rocket in the ionosphere,
J. Geophys. Res. 86:575.

17. Jacobson, T.A., and Maynard, N. C. (1980) Evidence for significant space-
craft charging by an electron accelerator at ionospheric altitudes, Planet.
Space Sci. 28:291.
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return electron currents have kept vehicle potentials low. A beam plasma dis-

charge may have occurred in some of these experiments, but the evidence for

this is not yet convincing, although the data showed that there were a large number

of heated electrons in the vicinity of thr vehicle. These heated electrons were

produced by a variety of processes, probably including collisional ionization of

the ambient and vehicle-produced neutral gases, secondary electron production,

and the effects of waves and instabilities excited in the surrounding plasma.

8. NEUTRAL ATOM AND MOLECULE IMPACT EFFECTS

Recent data from the plasma diagnostics package on the space shuttle flight

STS-3 showed a faint, sub-visual glow on the leading surfaces of the spacecraft.

The glow was attributed to the effects of impact of neutral atomic oxygen atoms

on the surfaces at a kinetic energy of about 5 eV (Williamson et al 8 ). Other

kinds of neutral pa- ticle impact effect have been seen by Hanson et a119 on the

AE-C satellite where ion sputtering was inferred to have occurred because of

neutral atom and molecule impact, and on the Pioneer Venus Orbiter, 2 0 which

showed a chauie in the Langmuir Probe current at periapsis that correlated well

with the neutral atmospheric density.

Thi. data from the Pioneer Venus Orbiter can be qualitatively explained by

the secondary emission of electrons from the spacecraft and from the probe

itsel, caused by the impact of neutral CO2 molecules. These molecules are the

dominant constituent at the peripasis altitude of about 150 km in the Venus

atmosphere, and the impact energy at the satellite orbital speed is about 22 eV

Figure 15 illustrates the secondary emission process that is thought to occur in

the vicinity of the leading surface of the spacecraft that is exposed to the stream-

ing neutral gas. As the probe voltage is swept, contributions to the current from
4the ionospheric plasma and from the secondary electrons can be distinguished.

The observed current/voltage behavior is suggestive of a probe-barrier inter-

action. 21

Effects of neutral particle impact on the charging of vehicles in the ionosphere

have been ignored almost completely in the past. Although the effects are usually

18. Williamson, P. R., Banks, P. M., Raitt, W. J., Baker, K. D., Sojka, J. J.,
Inan, U., Obayashi, T., and Taylor, W. W. L. (1982) Vehicle charging and

* potential: first results from the OSS-1 mission on STS-3, Spring AGU
Mtg., Philadelphia, Pa.

19. Hanson, W. B., Sanatani, S., and Hoffman, J. H. (1981) Ion sputtering from
satellite surfaces, J. Geophys. Res. 86:11350.

20. Brace, L. H. (1981) Private Communication.

21. Parker, L. W. (1982) Private Communication.
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Surface of a Spacecraft Exposed to
a Streaming Neutral Gas

small, they should be kept in mind as potentially important for large structures

at lower altitudes in the ionosphere where the neutral density is relatively large.

9. CONCLUDING QUESTIONS

We close with a list of important unanswered questions:

(1) What is the size and frequency of occurrence of large, energetic electron

fluxes in the auroral ionosphere?

(2) Can a good sheath approximation be developed to describe ion collection

by a large body in a streaming plasma?

(3) Is there an easy way to calculate the magnitude of the potential barrier

in the wake of a spacecraft in the ionosphere?
(4) For large structures where the V X B effect leads to large induced cur-

rents, how does the current path return through the plasma?

(5) What is the asymptotic (that is, distant) behavior of the plasma around a

large, moving structure in the ionosphere?

(6) What is the mechanism for electron collection by moderately or highly

positively charged bodies in the ionosphere?
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2. Ionospheric Characteristics:
A Review

by

F. J. Rich
Air Force Geophysics Laboratory

Spece Physics Division
Hanscom AFB, Mass.. 01731

1. INTRODUCTION F

The ionosphere is the ionized component of the earth's atmosphere. We

generally consider the ionosphere to lie between 60 and 1000 km altitudes. On
the bottomnside, the ionosphere is bounded by high recombination rates and low

production rates of ionization. On the topside, the ionosphere is bounded only

by gravity and the earth's magnetic field. Since H+ is gravitationally unbound,

the topside of the ionosphere does not have a distinct boundary. For convenience,

we will define the ionosphere as those regions of the near-earth environment

where the density of ions (or electrons) with temperatures less than 1 eV, or0 313, 000 oK, is greater than 1. 0/cm

The ionosphere is important to spacecraft charging because the thermal ions

and electrons can provide a significant current to a spacecraft surface (see
Figure 1). For approximate calculations of current balance the emitted photo-
electron distribution is a two-component Maxwellian electron gas with tempera-

tures of 2 eV and - 20 eV. In a pure vacuum, solar JV radiation causes
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SPACECRAFT CHARGING

PHOTO-ELECTFON$ (-2 1 20 cV)

I AMBIENT ELECTRONS (0.1 - 0.5 EV)

MBIENT IONS (0.1 - 0.5 EV)

ENERGETIC ELECTRONS (20 EV - 100 KEV)

+

Figure 1. Sources of Currents to and From a Spacecraft in
the Ionosphere

photoelectrons to be emitted from spacecraft surfaces and the spacecraft charges

positively. In low earth orbit, the ambient electrons flow to the spacecraft to

yield a vehicle charge of 0 to -1 V in sunlight and -1 to -2 V in shadow. The

ambient ions also provide a small current to the spacecraft surface. However,

because a spacecraft traveling 7. 8 km/sec is supersonic with respect to the ions.

the ionospheric Ions can only be collected on the forward or ram side of the

spacecraft. The only times that spacecraft charges greater than a few volts are

likely is when either there are larger fluxes of energetic particles than ambient

particles, or when the spacecraft is actively emitting or absorbing electrons or

ions. The first is a high latitude effect. The latter can occur any place.

2. LOW- AND MID-LATITUDE IONOSPHERE

In general the Ionosphere is approximately in a state of balance between

physical processes that create ionization in a unit volume and processes that

remove ionization from that unit volume. Figure 2 shows the various terms.

The most common source of production is photoionizatlon of neutral gas by solar

radiation and the most common loss process is recombination. If the ionosphere

were created by one frequency of photon and had one loss process, the ionosphere

would be a single layer of ionization with exponential decreases in density with

distance from a peak density altitude. This static layer model is known as a
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1ONOSPHERIC-PLASMA

PRODUCTION LOSS

SOURCE REGIO PROCESS REGION

COSMIC RAYS, X-RAYS D RECOMBINATION O.EF

EUV E CHARGE EXCHANGE F

UV F TRANSPORT (V AND H) F

PARTICLE PRECIPITATION D.E.F

TRASPORT F

Figure 2. Sources of Production of Charged Particles in the
Ionosphere and Processes Causing Losses of Charged Particles
From the Ionosphere

Chapman layer. Since there are many processes occurring simultaneously, the

ionosphere is not described as a simple Chapman layer. However, since certain

processes dominate at certain altitudes, an ionospheric model with four Chapman

layers is a reasonable first-order approximation of the ionosphere.

If the solar UV flux is specified and the solar zenith angle is specified,

* density profiles such as Figure 3 can be calculated with good accuracy from a

superposition of Chapman layers, at least at low altitudes. Above 300 km alti-

tude, the mean free path of ionospheric particles becomes long enough that

transport along magnetic field lines becomes an important phenomenon. Below

300 kin, transport is important only if the ions and electrons are pushed through

magnetic fields by the neutrals. Since the collision frequencies for ion-neutral

and electron-neutral interactions are different, movement of ionospheric plasma

through the magnetic field results in electric currents, such as the equatorial

electrojet and the mid-latitude Sq current system shown in Figure 4. Near the

equator, the rise of the neutral atmosphere due to solar heating pushes the

ionospheric plasma upward. Since the ionospheric plasma cannot return to lower

latitudes in an ordinary convective motion, the plasma slides down magnetic field

lines. 2 This is the equatorial fountain effect, shown in Figure 5. The result is

that plasma density between - 200 and - 500 km altitudes near the equator is less

than the density a few degrees to either side of the equator.

There are many processes occurring in the mid and low-latitude ionosphere

that make it impossible to calculate the plasma density exactly. The processes,

other than solar UV and recombination, generally yield a second-order variation

to the plasma density. The various processes affecting the mid- and low-latitude

* 1. Banks, P. M., and Kockart, G. (1973) Aeronomy: Part A and Part B.

Academic Press, New York.

2. Hanson, W. B., and Moffet, J. (1966) Ionization and transport effects in the
equatorial F region, J. Geophys. Res. 71:5559-5572.
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Figure 5. The "Equatorial Fountain." Vector plot of electron flux in the
meridian plane, in a theoretical steady-state model of the equatorial F
region. The motions are due to the combined action of plasma diffusion
along magnetic field lines and electromagnetic drift across field lines,
produced by an assumed distribution of eastward electric field. The
magnetic field lines are shown every 200 km above the equator (Hanson
and Moffett (1966)]. (Reprinted from the Journal of Geophysical
Research)

ionosphere generally have small spatial gradients. The result is that the low-
and mid-latitude density profiles change very slowly with latitude and local time,

except at sunrise and sunset. At high latitudes, the processes other than solar

UV ionization and recombination loss are stronger, have smaller spatial scale

sizes and have greater temporal variations. Figure 6 demonstrates the difference

between the polar ionosphere and the mid- and low-latitude ionosphere. It shows

the plasma density observed at 840 km altitude by the polar-orbiting DMSP/F2

satellite over two orbits.
The dominant component of the ionosphere between 300 and 1000 km altitudes

is 0+. Above the peak density of the F2 region the 0+ density decreases with a

height with a scale length of 200-400 kIn. Above 1000 km altitude, the dominant

ion becomes H 4. Due to its low mass, li is not gravitationally bound to the

earth. If the earth did not have a magnetic field, H+ would free-flow away from

the earth. At mid- and low-latitude, the magnetic field confines the ionospheric

H+. This region of trapped ionospheric H+ is called the plasmasphere, and is

shown in Figure 7. Depending on the context of a discussion, either the transi-

tion from 0+ to H+ can be called the top of the Ionosphere, or the plasmasphere

33
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Figure 7. The Ionosphere and Inner Magnetosphere Including the Plasmasphere

~can be called a part of the ionosphere. The edge of the plasmasphere, called the

, plasmapause, is defined by the rate at which If+ can fill a tube of magnetic flux

i and the strength of the magnetospheric convection electric field which drives flux

tubes away from the near-earth region. Generally the plasmapause is found

along the magnetic field line that passes through the earth near 60 magnetic

latitude, or l = 4 = (cos 60 The plasma density inside the plasmapause is
102 to 104, and outside it is 101 to 10" cm - at altitudes greater than 3000 kmn.

Figure 8 shows several examples of the plasmapause observed by 
GEOS- 1.3

! 3. HIGH-LATITUDE IONOSPHERE

In order to understand the high-latitude ionosphere, it is necessary to under-
;" stand the interaction of the near-earth environment with the solar environment.

3. D creau, P.M.D-., Beghin, C., and Parrot, M. (1982)Global characteristics
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Figure 8. The Plasmapause as Observed at High Altitudes by the GEOS
Spacecraft. (Reprinted from the Journal of Geophysical Research)

At the interface I.etween the chromosphere and the corona of the sun, plasma is
heated to temperatures of a few million 0oK or a few hundred eV and given a

radially outwar'd bulk flow velocity of - 1000 km/sec, which is highly supersonic

with respect to the ions. The plasma pulls magnetic field lines away from the
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sun. The magnetic field lines are bent into a spiral formation, shown inFigure

9, as the sun rotates while the supersonic flow of plasma, known as the solar

wind, travels radially outward and passes the earth. At the distance of the earth,

the plasma temperature is roughly unchanged due to electron conduction of heat

from the inner corona, but the flow speed is decreased to - 400 km/sec. The

earth's magnetic field acts as a blunt object in the pathway of the supersonic

flow. There is a shock front 12-20 earth radii in front of the earth as the solar

wind slows to flow around the earth's environment. The boundary between the

solar wind and the terrestrial environment is called the magnetopause and is

sharply defined at the noon side and dusk and dawn flanks of the terrestrial

environment. The terrestrial environment inside the magnetopause is the mag-

netosphere. The interaction of the solar wind and the earth' s magnetic field

causes magnetic field lines that in a vacuum would cross the equatorial plane at

distances greater than four earth radii (L ?_ 4) to be pushed inward on the dayside

and pulled outward on the ntghtside as shown in Figure 10. At high latitudes

(L ? 20), the earth's magnetic field lines are drawn behind the earth to distances

of greater than 200 earth radii and may be connected to the solar magnetic field

being carried by the solar wind. This region of stretched out magnetic field is

called the geomagnetic tail. In the geomagnetic tail, there is a slab of hot,

semi-trapped plasma called the plasma sheet. The source of the plasma sheet

is often assumed to be the solar wind, although it is not known how the plasma

crosses the magnetopause. It is alno possible that the plasma sheet is populated

(at least in part) by ionospheric plasma that has been heated by unknown mechan-

isms. The plasma sheet connects to the earth in the auroral regions.

The auroral regior ir a band of disturbed ionosphere at high latitudes. The

band is approximately G° wide formed into a circumpolar ring centered approxi-

mately 30 toward midnight from the magnetic pole and 250 to 500 in diameter.

rhw auroral region is ,,h.r ,..,,;zed by pnrticles entering the ionosphere, scat-

tering off til, neutrul -n - ". t 100( and '100 kin altitude and causing

enhanced ionizatiop. The incoming particles are predominantly electrons, but

some ions also are entering the ionosphere. The ionization and recombination

processes involvhti :h. icomput par.tiles result in visible light emissions that

are characteristic uf the aurora. In much of the auroral zone, the spectrum of

the incoming particles indicates that they are electrons with energies of - 1 keV

'-f r -' r I-n the di-.'r' )m Ing hemisphere of pitch angles. Since particles

rio, n t- 0ikld liner with mirror points below 500 kim altitude are quickly Inst

. ,. v . .11c process or processes in the plasma sheet must rupidlv
S01# riti ailylr, of piarti'les to provide a steady source of pa' t-ldes
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a barely visible or sub-visual, spatially uniform emission known as the diffuse

aurora. The bright, spatially distinct auroral features of arcs, bands, rays, and

curtains are generally caused by electrons that have a Maxwellian energy distri-

bution of - 1 keV plus an acceleration along the magnetic field of several keV.

The degree of acceleration is often spatially distributed across a latitudinal

distance of - 100 kn. At the center of the region (where the bright visual fea-

tures are often found), the acceleration is maximum and it smoothly decreases

with latitudinal distance from the center. Due to the shape of such a feature on

spectrograms, this feature is called an "inverted-V". Such features are often

spatially uniform for a great distance in the direction along the auroral oval.
These accelerated particles also come from the plasma sheet and are accelerated

into the ionosphere at altitudes of 2,000 to 12,000 km.

The equatorward boundary of the auroral zone can be defined as the equator-

ward edge of precipitating particles. This also is assumed to define the field

line that forms the inner edge of the plasma sheet. Figure 11 shows the equator-

ward edge of the auroral zone in magnetic latitude/magnetic local time coordinates

as defined by the DMSP satellite's particle detector. 4 The area of high latitude

ionosphere affected by auroral particles increases with the intensity of auroral

activity as given by the K Index. This implies that the plasma sheet moves
p

earthward during high activity, and particle observations at geosynchronous

orbit confirm this inward movement.

It has been stated that the ionosphere is like the screen of a television set.

The ionosphere at high latitudes produces images of physical processes else-

where. In a television set, the processes occur In the modulation circuit and the

electron gun. In the solar-terrestrial environment, the processes occur on the

magnetopause and in the magnctosph.re. At the tnagnetopause on the dayside,

geomagnetic flux tubes are broken open by magnetic merging with solar wind

imagnetic flux tubes. The flux tubes are pulled across the polar regions into the

) 4eomnagnetic tail where the geomagnetic ends of flux tubes break away from the

solar wind flux tubes and rejoin at both ends to the earth. In the geomagnetic

tail, the flux tubes move earthward to a distance of 4 to 12 earth radii in the

midnight sector and then slide around the earth until they are once again on the

imagnetopausc in the noon s, tor. The e motions are seen in tht Ionosphere as

plasma drifts fo m loon to midnight across the polar cap and back to noon along

the .mrnrnl -v . . h nmition in a magnetic field Is equivalent to an electric field

Il t I. Z,. ,.,, ., .I Of motion are equivalent to equipotential surfaces 5 as shown

4,. Hardy, D.A., lurke, W.J., and Gussenhoven, M.S. (1982) DMSP optical and
electron measur'mwals in the vicinity of polar cap arcs, J. Geophys. Res.
87:2413 -2430.

. . Heppner, J. P. (i!77) Ekpih ical models of high-latitude electric fields, J.
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Figure 11. The Equatorward Boundary of Precipitating Electrons
Determined From Detectors on DMSP Satellites for Very Quiet
(Kp 0) and Active (Kp - 5) Geomagnetic Conditions. The coor-
dinate system is invariant latitude and magnetic local time

in Figure 12. If the ionosphere were a perfect projection of magnetosphere

plasma motion and that motion was simple, Figure 12a would be a good represen-

tation of the expected high-latitude plasma circulation pattern. In fact, there are
several complicating factors. First, the earth rotates and a co-rotation electric

field term is shown in Figure 12b. Next, the ionosphere is not a uniform region

of electrical conductivity. Figure 12c shows the addition of a simple variation in
Ionospheric conductivity and Figure 12d is the sum of all three effects. The real

variation in the ionosphere is complex due to a complex spatial pattern of particle
precipitation. Figure 13 shows a statistically averaged conductivity pattern
based on solar UV and particle precipitation observed by Atmospheric Explorer. 6

6. Spiro, R.W., Reiff, P.H., and Maher, L.J. (1982) Precipitating electron
energy flux and auroral zone conductances--an empirical model, J. Geophys.Res. 87:8215.
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Figure 13. The Height Integrated Hall and Pedersen Conductivity in
the High Latitude Ionosphere From Solar UV Plus Average Particle
Flux Based on Atmospheric Explorer Data for Two Levels of Geo-
magnetic Activity. The diagram assumes that the geographic and
geomagnetic coordinates are co-located

The differential flow results in an enhanced collision rate that changes the chem-
ical processes related to charge exchange and recombination. The overall effect
is that differential flow tends to decrease the total plasma density, especially at

altitudes above the production region. 7 Also, the differential flow can have a
very significant effect upon the ratio of various ionic components of the ionosphere.

Figures 14 and 15 show typical high latitude height profiles of the ionosphere for

conditions of no plasma flow and strong plasma flow respectively.

Another effect on the ionospheric density, especially above 400 km altitude.

is the polar wind. At all latitudes, H+ ions tend to flow up magnetic field lines.
At mid-latitudes, the flux tubes close near the earth and trap a significant popula-

tion of H+ . The result is that I + flows upward at diffusive speeds of less than

7. Sojka, J.J., Rait, W.J., Schunk, R.W., Rich, F.J., and Sagalyn, R.C.
(1982) Observations of the diurnal dependence of the high-latitude F region
ion density by DMSP satellites, J. Geophys. Reo. 87:1711-1718.
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1 km/sec such as curve (a) or (b) in Figure 16. At high latitudes, the random

velocity of H+ is converted into streaming velocity as the ions move up the rapidly

expanding flux tubes. The streaming velocity may approach the sonic velocity of

H+ as in curves (d), (e), or (f) of Figure 16 or become supersonic as in curves

(g) or (h). The upward flow of H+ has a significant effect on the density profile as

F shown in Figure 17. Since H+ would be the dominant ion above - 000 km altitude

in the absence of flow out of the -ionosphere, the presence of outward flow de-

creases the total density at high altitudes in the high latitude ionosphere. The

shaded section of Figure 17 represents a range of typical 0+ profiles. Figure 18

shows a measured profile of the total density at high altitude and high latitude.

From 1500 to 2000 km altitude, the measured ionosphere has a very small scale

height similar to the shaded 0+ profile range in Figure 17. Above 2000 km alti-

tude, the measured profile 9 is similar to the H+ profile () in Figure 17. (For

further detail, see chapter 24, "Models of the Ionospheric Environment" by

R. W. Schunk.)

4000

1000

0-.
-2 10 ,

VELOCITY (KN.SEC-I)

Figure 16. Various Possible Flow Velocity Profiles for
the Outflow of H+ From the High-latitude Ionosphere

8. Lysak, ]R. L., and Hudson, M. K. (1979) Coherent anomalous resistivity in
the region of electrostatic shocks, Geophys. Res. Letts. 6:661-663.

9. Mozer, F. S., Catte]l, C. A., Temerin, M. , Torbert, R. B., Von Glinski, S.,
Woldorff, M., and Wyant, K. J. (1979) The dc and ac electric field, plasma
density, plasma temperature, and field-aligned current experiments on the
S3-3 satellite, J. Geophys. Rtes. 84:5875-5884.

44



4000

3000 WI' W~()e( (N WL

-2000 '

1000

101 101 102 101 10110
DENSITY (CMt-3)

Figure 17. Various H+ Density Profiles That Result From
the Outflow Profiles in Figure 16. The shaded 0+ range of
profiles represents a typical range of scale heights

4.0

I 00 I E

0 200 400 600 0 00

Prfien 1.3.X10

454

0 Rb & e b



10
currents are a significant element in the solar-terrestrial interaction. There

are two ways to explain the field-aligned currents. First, given that the solar-

terrestrial interaction generates the electric field shown in Figure 12 and that
the ionosphere is a conductor, electric currents must flow in the ionosphere.

Where there is a divergence in tne ionospheric current, current flows up or down

field lines to maintain current continuity. Alternatively the field-aligned currents
could be considered a primary result of the solar-terrestrial interaction. The

current across the polar cap from the dawn sector to the dusk sector could be an

element of the Chapman-Ferraro current system in the magnetosphere that forms

the magnetopause. The electric field is then required to keep the currents flow-

ing. The horizontal ionospheric currents flow primarily at altitudes of 100 to

120 an.

The distribution of field-aligned currents was unknown until satellite magne-

tometers mapped out the magnetic field deflection caused by the currents flowing
; along the field lines. 10 The distribution given in Figure 19 is a statistical aver-4

age based on observations at 800 km altitude. The current into the ionosphere
on the morningside and out on the afternoon/evening-side is called Region 1 and

is often considered to be directly related to the solar-terrestrial interaction.

The current just equatorward of Region 1 is called Region 2 and is oppositely
directed. he Region 2 current is often considered to be a response to Region 1

currents. There are reported observations of Region 1 currents without Region
2 current, but not the reverse. Without Region 2 currents, the ionospheric cur-

rents connecting the morning and evening Region 1 currents will flow at mid-

latitudes as well as at high latitudes. With Region 2 currents present, almost
all of the ionospheric currents related to the field-aligned current system flow in

the high latitude ionosphere.

The charge carriers for the field-aligned current are almost exclusively

electrons. The current into the ionosphere is carried by thermal electrons flow-

Ing sub-sonically out of the ionosphere. The current out of the ionosphere is

carried by precipitating electrons. The regions of currents into the ionosphere

often are in regions of precipitating electrons, but the net flux of electrons is

upward. There are observations of ion fluxes into and out of the ionosphere but

the ion fluxes are insignificant for carrying the current. In regions where elec-

trons are accelerated into the ionosphere, ions have been observed to be flowing

out of the Ionosphere due to the same electrostatic potential drop along the field

lines.

id. Iijta, T., and Potemra, T.A. (1978) Large-scale characteristics of field-
aligned currents associated with substorms, J. Geophys. Res. 83:599-615.
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Figure 19. A Summary of the Distribution and Flow Directions of Large-scale
Field-aligned Currents Determined From (a) Data Obtained From 439 Passes
of Triad During Weakly Disturbed Conditions (IALI < 100 ,y) and (b) Data Ob-
tained From 366 Triad Passes During Active Periods (IALI >- 100 Y)

In general, there are precipitating particles entering all parts of the auroral

oval at all times and most parts of the polar cap most of the time. Figure 20

shows a typical observation of the precipitating electron detector on the DMSP

satellite. 4 The space between the dashed and solid vertical lines is the latitudinal

width of the equatorward edge of the auroral precipitation region. The auroral

precipitation region is -. 100 wide on both the morning and evening side. Most of

the region is filled with the diffuse-auroral type electrons (E - 1 keV). There

are several regions of accelerated, precipitating electrons. These regions of

more energetic particles have latitudinal widths from 10 km to - 300 km. The

polar cap region is dominated by a very low energy (E 5 200 eV) electrons near

780 latitude and within one hour of local time of noon.

As mentioned earlier, the precipitating electrons create ionization by repeated
interactions with neutrals until the initial energy of the incoming particle has been

dissipated. The altitude range where each precipitating particle has its maximum

interaction with the neutral atmosphere is characteristic of the energy of the

precipitating particle. For 10 keV electrons, the interaction is mostly in the

altitude range of 95 to 140 km. For the winter high latitude region where the

solar ionization is negligible compared to the particle-induced ionization, the flux
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Fig'Lre 20. A Typical Data Set From a Polar Pass of the Precipitating
Electron Detector (SSJL3) From the DMSP/F2 Satellite. Total particle
flux (cm- 2 sec-I ster- 1), energy flux (keV cm - 2 sec - I ster "1 ) and av-
erage energy (keV) are plotted

profile of precipitating particles maps directly into a height profile of ionization
assuming a steady state process. In other regions, the same transfer function

between precipitation and ionization profiles can be applied after subtracting the
solar component of ionization. The major difficulty in applying the transfer func-
tion is the time for the ionization to come to equilibrium with the precipitation.
At 100 km altitude. the time to achieve equilibrium is milliseconds; at 150 km

A

altitude. the time is seconds; and at 250 kin, it is minutes.
Several of the ionospheric features related to precipitation can be seen in

Figure 21, which shows the altitude-density profile in the vicinity of Chatanika,
Alaska. Between 64" and 670 invariant latitude, there are five patches of en-

hanced plasma. The patches are latitudinally narrow. (From other observa-

tions, it Is reasonable to assume that the patches extend great distances in_

11. Kelley. M. C.. Vickrey, J. F., Carlson, C. W., and Torbert, R. (1982) On
the origin and spatial extent of high-latitude F-region irregularities, J.
Geophys. Res. 87:4469-4475.
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longitude.) The narrowness of the ionization is typical of the narrowness of an

enhanced precipitation region. The lack of a plasma enhancement below 200 km

indicates either that the precipitating electrons were exclusively low energy (E
-100 eV), or that the observation shown was made after the precipitation had
stopped. Correlated observations, which are not shown here, indicate that the

enhanced ionization is due to precipitation occurring minutes to hours prior to

this observation and at some distance north of the field of view of the radar. The
enhanced ionization drifted into the field of view under the influence of the convec-

tion electric field. Ionization below 200 km altitude dissipated by recombination
within seconds to minutes after the patches departed the production region. The
ionization above 200 km has a lifetime against recombination of minutes to hours.
Thus, the thermal plasma in the high-latitude ionosphere is spatially irregular
due to the spatial and temporal irregularity of the precipitating electrons, but is
also irregular at spacecraft altitudes due to bulk motions of the ionosphere through

the precipitating regions.

The degree of enhanced ionization in the polar cap region is often minimal

compared to the auroral oval. Both the flux and energy of electrons precipitating
into the polar cap are significantly less than in the auroral oval. As discussed
above, there may be some enhancements of ionization due to plasma drifting into

the polar cap from the auroral zone. In addition there are times when the flux of

precipitating electrons is very significant in the polar cap. The DMSP data shown
in Figure 22 represent a time of high precipitating flux in the polar cap. 12 Near

24420 seconds GMT, the energy of these precipitating electrons exceeds 1 keV.

In this case, the polar ionospheric density is enhanced significantly due to local

ionization from the precipitating electrons.
S•The strong fluxes of precipitating electrons occasionally seen in the polar

cap are associated with visual features called polar cap arcs. Figure 23 shows

sketches of four classes of polar cap visual features based on DMSP imagery.
," (Only the section of the auroral oval visual features adjacent to the polar cap

features are shown.) Figure 2 3(a) shows a sun-aligned arc that joins the auroral
features at midnight and extends toward noon. Figure 23(b) shows visual features
in the region normally considered as the polar cap, but may in fact be a poleward
expansion of the auroral oval from the dawn and/or dusk flanks of the polar cap.

Figure 2 3(c) shows arcs across the polar caps that join the auroral oval at loca-

..-'" tions other than noon or midnight. Figure 24 shows a wide-spread region of

complex visual features in the polar region observed from the ground together

12. Gussenhoven, M.S., Hardy, D.A., and Burke, W.J. (1981) DMSP/F2 elec-
tron observations of equatorward auroral boundaries and their relationship
to magnetospheric electric fields, J. Geophys. Res. 86:768-778.
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Figure 22. A Polar Pass of the DMSP SSJ/3 Detector Showing High Fluxes of
Precipitating Electrons in the Polar Cap Region

with the simultaneous DMSP particle data that shows the particles causing the

visual features.

The density of the ionospheric plasma at high latitudes, especially the polar

cap, can be lower than a standard background level would indicate. In the absence

of precipitation-induced production, the density is often assumed to be influenced

only by solar V production and standard recombination rates. At high latitudes

the convective action of plasma (Figure 12) can combine with the rotation of

plasma with the earth about the geographic pole to give regions of plasma that

are out of.the solar or particle-induced ionization production regions for abnor-

mally long times. In these regions, recombination continues and abnormally low

ionospheric densities are observed. The regions most affected by this stagnation

of plasma motion with respect to the production regions are the evening sector
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Figure 23. The Four Classes of Visual Polar Cap Ionospheric Features and the
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ry; only auroral oval visual features near the polar cap feature are shown
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ionosphere on the equatorward edge of the auroral zone and the polar cap iono-
sphere near midnight during the winter season. Since the magnetic pole is offset
from the geographic pole by 110°, the relative influence of high latitude ionosphere!

- I magnetosphere convection about the magnetic pole and co-rotation about the geo-
graphic pole has a diurnal effect. Figure 25 shows the thermal plasma density
observed by two DMSP satellites on the same day 12 h apart. In magnetic 'Ilatitude/magnetic local time coordinates, both satellites follow the same path

~across the pole. The F2 sateilite passed when the high-latitude ionosphere was
i strongly affected by plasma stagnation and the F4 satellite passed when the

~ionospherc density was not decreased by plasma stagnation. Other observations
~of the aagnation-induced depletion show densities at 840 km altitude of less than
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Figure 25. Thermal Ion Densities for Two
Passes Along the Same Path in Geomagnetic
Coordinates by Two DMSP Satellites 12
Hours Apart on a Geomagnetically Quiet
Winter Day. Differences are due to the con-
structive and destructive interference be-
tween the corotation pattern and the geomag..
netic convection pattern

4. CONCLUSION

Since the ionosphere is an ionized gas, charges can freely flow to and from

a space vehicle in the ionosphere. An inert body in the ionosphere will generally
develop a negative potential of a few times the thermal energy of the plasma or -1
to -2 V. For certain types of space vehicles that actively disturb the ambient

ionized gas (for example, solar panels with exposed potentials, plasma guns,

etc.), other potential levels are possible. For a relatively passive vehicle, the

largest negative charge will occur where there is a large flux of energetic elec-
trons with a small flux of thermal ions and without a flux of emitted photoelectrons

or secondary electrons to neutralize the charge. For a space vehicle in the alti-

tude range of 200 to 1000 km altitude, these conditions occur best in the winter

auroral zone. If the large flux of energetic electrons is encountered within - 100

sec of the onset of the flux into the ionospthere, the charging will be greater since

the thermal plasma density will not have risen to the equilibrium levels caused by

the energetic particles. For a space vehicle at altitudes greater than 1000 krn,

charging is possible any time energetic particle fluxes are encountered in the high

latitude region.
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3. Is There a Good Way to Model
Spacecraft Charging in the Presence of Space-

Charge Coupling, Flow, and Magnetic Fields?

by

J. G. Laframbois
Physics Deartment

York Unversity
Toronto, Ontario, Cned M3J 13

Abstract

The development of realistic numerical simulations of spacecraft-environ-
ment interactions in low -orbit conditions appears likely to be a more difficult
task than it has been in high-orbit conditions. At the same time, carefully chosen
combinations of existing simulation methods show some promise of being able to
cope with this situation, at least in two dimensions and possibly in three dimen-sions. Simple large-voltage symmetric-sheath probe theories, which have been

used to provide preliminary estimates of spacecraft voltages, contain seriouslimitations for use in making more precise calculations.

1. INTRODUCTION: LOW.ORBIT PLASMA ENVIRONMENT

The physical properties of the plasma that surrounds a spacecraft in low
Earth orbit are very different than in (or near) geostationary orbit. As a result,
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the task of modeling spacecraft-environment interactions is very different in

these two regions. Three important differences are as follows.

j In geostationary orbit:

(a) the Debye length is usually several tens of meters. Therefore space

charge coupling is small, and is frequently ignored entirely, or linearized ap-

proximations for it are used1 when calculating potentials near spacecraft of

"ordinary" size (up to a few meters).

(b) average particle gyroradii are usually at least a few tens of meters.

Therefore magnetic field effects are negligible for calculating particle orbits,

near spacecraft of "ordinary" size.

(c) circular orbit speed is usually much less than average particle random

speeds. Therefore ambient particle velocity distributions can usually be assumed

isotropic. This greatly simplifies calculations of ambient-particle current

deposition on spacecraft surfaces. The most usual exception to this occurs when

the velocity distributions themselves contain anisotropies.

However, in low orbit, none of the above are true; space-charge coupling,

magnetic-field effects, and ion flow effects are all important. As a result,

modeling of spacecraft-environment interactions in low orbit appears likely to

be a much more difficult task than it has been in high orbit. In particular,

numerical calculation of Ion orbits appears to be essential for doing realistic

low-orbit spacecraft-charging calculations, and until now, ion orbit calculations

have been generally considered to be too expensive in three dimensions for wide-

spread use.

We now examine magnetic-field effects, ion flow effects, and space-charge

coupling effects in more detail. Table 1 shows representative values of charac-

teristic lengths and speeds important in low-orbit conditions. An important effect

of magnetic fields in these conditions is to alter the collection of ambient electrons

on spacecraft surfaces, and the re-emission of secondary electrons from them.
Because the average gyroradius of high-energy auroral electrons is comparable

to Shuttle dimensions, only a moderate amount of anisotropy in the deposition of

these electrons onto Shuttle surfaces is likely. However, the average gyroradius

of secondary electrons is much smaller. This implies that escape of secondaries

will be strongly inhibited on surfaces that are nearly parallel to the direction of

the magnetic field B (Figure 1). In this situation such surfaces may charge to

large (negative) voltages even if surfaces perpendicular to the magnetic field do not.

1. Laframboise, J. G., and Prokop( nko, S. M. L. (1977) Numerical simulation of
spacecraft charging phenomena, in: Proc. Spacecraft Charging Technology
Conference, C. P. Pike and R. R. Lovell, Eds., Report No. AFGL-TR*77-
0051, Air Force Geophysics Laboratory, Massachusetts; Report No.
NASA TMX-73537, Lewis Research Center, Cleveland, Ohio, pp. 309-318,
AD A045459.
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Table 1. Low-Earth-Orbit Conditions
2

(a) CHARACTERISTIC LENGTHS

Ambient Debye length: c 1m

Thickness of 1 kV and 5 kV spherically-symmetric sheath3

around a sphere of radius 3 m: 2.5 m and 5.8 m

Thickness of 1 kV and 5 kV planar Child-Langmuir sheath: 5. 0 m and 17 m

Particle gyroradii:

ambient electrons (0.1 eV) 2 cm

secondary electrons (3 eV) 13 cm

auroral electrons (10 keV) 4 m
ions (0+; 0. 1 keV) 3 m in "rest" frame

27 m* in spacecraft frame
(larger inside a high-voltage sheath)

(b) CHARACTERISTIC SPEEDS

Ion thermal speed: 1 km/sec

Spacecraft speed: < 8 km/sec, depending on orbit

Electron thermal speed: 100 km/sec, for ambient electrons

*
Partie motions do not depend on the frame of reference in which they are

ewea. The transformation from rest rame to spacecraft frame p.oduces a
VX I electric field - 0.35V/m where V = spacecraft velocity and B a magnetic
induction; electric fields inside a 1 kV sheath are - 200 V/ni.

For a larger object (size >> 4 m), deposition of auroral electrons will also

become anisotropic, with both collection and escape of electrons now being

inhibited on surfaces nearly parallel to B. This suggests that high-voltage charg-

ing of such surfaces may be more likely on objects of intermediate size than on

either larger or smaller ones. In the calculation of Parks and Katz, 4, 5 the

tendency toward high-voltage charging increased with spacecraft size because in

their model, Ion collection increased less rapidly with spacecraft size than did
electron collection. To resolve this question will probably require detailed

numerical simulation.

Also evident from Table 1 is the large value of the Ion speed ratio (spacecraft

speed/ion most-probable thermal speed) in low-orbit conditions. In these

References 2 to 5 will not be listed here. See References, page 74.
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• (a) (b)

EXB

Figure 1. Effect of Surface Orientation on
Escape of Secondary or Backscattered Elec-
trons. In-a, the spacecraft surfae is per-
pendicular to the magnetic field Ab and the
emitted electrons which experience an
electric force -et directed away from the
surface, all escape. In b, the spacecraft
surface is nearly parallel to jo and almost
all of the emitted electrons return to the
surface, even though they still experience
an electric force directed aaay from it.
Note that the component of E perpendicular
to B results only in an EX B drift parallel
to the surface

conditions, ion collection on downstream surfaces will be inhibited. If a surface

is simultaneously downstream and nearly parallel to the magnetic field, then the

tendency for high-voltage charging to occur on it will be greatly increased

(Figure 2). B
"-"--'- ' IONS

SPACECRAF

Ion ahadow region,
near-tangential to B,
MOST LIKELY
to charge to

LIKELY large (negative)
voltage

Figure 2. Spacecraft Simultaneously in.I Colli-
sionless Ion Flow and a Magnetic Field B
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The very small value of the ambient Debye length, which is also listed in

Table 1, indicates that space-charge coupling is strong in low-orbit conditions.

This suggests that the "barrier effect" will be very much less pronounced in low-

orbit than in geostationary-orbit conditions. The barrier effect is the tendency

of a highly-charged region on one side of a spacecraft to produce electric fields
that "wrap around" the spacecraft and produce barriers which control the poten-

tials of other surfaces on it. 13 On the other hand, Table 1 also indicates that

sheath thickness can become comparable to Shuttle dimensions when the surface
14voltage is large, so barrier effects may still occur to some extent. Whenever

a sheath exists outside a surface, its total charge balances that of the surface,

so the potential disturbance due to a charged spot will decrease with distance like

the potential of a dipole rather than a source at distances larger than about one

sheath thickness. Clearly, space charge will at least strongly modify any

tendency for barriers to form, especially around larger surface features. In

6. Fableson, U. (1973) Plasma-vehicle interactions in space - some aspects on
present knowledge and future development, in: Photon and Particle Interac-
tions with Surfaces in Space, R. J. L. Grard, Ed., D. Reidel, Dordrecht,
Holland, pp. 563-569.

7. Whipple, Jr., E. C. (1976) Observation of photoelectrons and secondary
electrons reflected from a potential barrier in the vicinity of ATS 6,
J. Geophys. Res. 81(4):715-719.

8. Prokopenko, S. M. L., and Laframboise, J. G. (1977) Prediction of large
negative shaded-side spacecraft potentials, in: Proc. Spacecraft Charging
Technology Conference, C. P. Pike and R. R. Lo've11, Eds., Report No.
AFGL-TR-77-0051, Air Force Geophysics Laboratory, Massachusetts;
Report No. NASA TMX-73537, Lewis Research Center, Cleveland, Ohio,
pp. 369-387, AD A045459.

9. Prokopenko, S. M. L., and Laframboise, J. G. (1980) High-voltage differential
charging of geostationary spacecraft, J. Geophys. Res. 85(Aa):4125-4131.

10. Katz, I., Parks, D.E., Wang, S., and Wilson, A. (1977) Dyna.aic modeling
of spacecraft in a collisionless plasma, in: Proc. Spacecraft Charging
Technology Conference, C. P. Pike and R. R. Lovell, Eds., Report No.
AFGL-TR-77-0051, Air Force Geophysics Laboratory, Massachusetts;
Report No. NASA TMX-73537, Lewis Research Center, Cleveland, Ohio,
pp. 319-330, ADA045459.

11. Besse. A. L., and Rubin, A. G. (1980) A simple analysis of spacecraft
charging Involving blocked photoelectron currents, J. Geophys. Res.
85(A5):2324-2328.

12.. Purvis, C. (1982) Evolution of spacecraft charging technology, Paper
AIAA-82-0273, Amer. Inst. Aeron. Astron. 20th Aerospace Sciences
Mtg., January 1982, Orlando, Florida.

13. Laframboise, J. G., Kamitsuma, M., and Godard, R. (1982) Multiple float-
ing potentials, 'Threshold-temperature' effects, and 'Barrier' effects in
high-voltage charging of exposed surfaces on spacecraft, in: Proc.
Internat. Sryp. on Spacecraft Materials in Space Environment. port
No. ESA SP-178, European bpaceAgency, rarls, pp. 269-275.

14. Mandell, M. J. (1982) Private communication.
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retrospect, the most important benefit obtained from three-dimensional

(NASCAP) 1O,1 5 simulations up to now has probably been the ability to make

detailed barrier-effect predictions, so it is not clear at present whether three-

dimensional simulation for low -orbit conditions will prove equally valuable. If

barrier effects in low orbit turn out to be unimportant, the most likely justifica-

tion for three-dimensional simulation will be the need to make accurate calcula-

tions of ion focusing effects. Some calculations of ion focusing effects in two and

three dimensions are presented by Parker in another paper given at this

Conference.

In the remaining sections of this paper, we discuss various numerical simu-

lation techniques that may be applicable to the calculation of low-orbit charging

of large spacecraft. In Sections 2 and 3, we discuss methods for time-dependent
simulation and "quasistatic" simulation, respectively. In Section 4, we discuss
methods for performing ion density and flux calculations within simulation

programs of the types discussed in Section 3. In Section 5, we discuss the limita-

tions of simple, large-voltage spherically-symmetric sheath theories which have

been used to estimate spacecraft potentials. Section 6 contains some concluding

remarks.

2. TIME.DEPENDENT SIMULATION METHODS

The auroral plasma is known to contain spatial variations having character-

istic sizes down to a few kilometers, and may contain variations down to a few

hundred meters. If objects several hundred meters in size are to be orbited

through the auroral zone in the future, time-dependent-modeling of their sheaths

may therefore become necessary. Katz and Parks 5 have estimated 106 V/sec

for typical charging rates in the auroral plasma. For a spacecraft orbiting at
8 Ian/sec. this suggests that a 10 WV charging equilibrium can be reached in

- 100 m travel distance, or about 0.01 sec. This is less than the above-mentioned

minimum hypothesized size of auroral features, but not by a large factor. Also,

temporal vriations of auroral features are believed to exist (R. Schunk, paper

presented at this Conference) on time scales down to 0. 1 sec, corresponding to

800 m spacecraft travel distance, or about 100 m ion travel distance (Table 1).
From a variety of viewpoints, it therefore appears that true time-dependent

modeling, as opposed to the "quasistatic" treatments generally used in

15. Katz, I., Cassidy, J.J., Mandell, M.J., Schnuelle, G.W., Steen, P.G.,

and Roche, J. C. (1979) The capabilities of the NASA charging analyzer
program, in: Spacecraft Charging Technology - 1978, NASA Conference
Publication 2071; Report No. AFGL..TRK-79-0082, AD A084626, Air Force
Geophysics Laboratory, Massachusetts, pp. 101-122.
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geostationary-orbit charging modeling and also in low -orbit sheath and wake

modeling, may eyentually become necessary. Quasistatic modeling means the

calculation of a steady-state situation, or a succession of steady-state situations
separated in time by appropriate increments of surface charging. We discuss
quasistatic modeling approaches in Section 3. Here we list three possible methods
for time-dependent modeling.

(a) PARTICLE-IN-CELL
Description: a random number generator produces "particles" at upstream

boundaries or elsewhere. These are "followed" numerically as time advances.

Electric fields involved are calculated self-consistently at every time step.
Advantages: relatively simple to code; works reliably.

Disadvantages: very subject to discretization noise, therefore expensive.

In one and two dimensions, typically - 10 and 10 particles are needed, respec-
tively, to produce "reasonable" accuracy. This suggests that in three dimensions,

1610 particles will be needed. This seems likely to force some hard choices
between realism of the simulation geometry and accuracy of the results. One

basic inefficiency of this method is that it does not use information about values
of the velocity distribution function f on particle orbits.

(b) DIRECT VLASOV DIFFERENCING,
Description: integrates a finite-difference approximation of the time-

dependent Vlasov equation to generate new values of f at spatial grid nodes after

each time step. In effect, this method starts a new particle orbit at every grid

node every time step.

Comments: traditionally crippled by numerical diffusion, but new antidiffusive
algorithms exist. Examples of one-dimensional and two-dimensional calculations

using these algorithms have been published. 16-19

(c) VELOCITY-SPACE INTEGRATION OF f USING MULTIPLE-WATERBAG
AND TETRAHEDRAL-INTERPOLATION METHODS

Description: The multiple-waterbag method2 0 approximates real velocity

distributions by stepwise-constant ones. It follows only those particle orbits that

16. Boris, J. P., and Book, D. L. (1976) Solution of continuity equations by the
method of flux-corrected transport, Methods Comput. Phys. 16:85-129.

17. Zalesak, S. T. (1979) Fully multidimensional flux-corrected transport
algorithms for fluids, J. Comput. Phys. 3 1:335-362.

18. Rowland, H. L. (1980) Strong turbulence effects on the kinetic beam-plasma
instability, Phys. Fluids 23:508-517.

19. Smith, R.A. (1982) Vlasov simulation of plasma double layers, PhysicaScripta 25*413-415s.
20. Berk, H. L., and Roberts, K.V. (1970) The Water-Bag Model, Methods

Conput. Phys. 9:88-134.
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are on the step locations (waterbag boundaries) in phase space. It starts new

orbits on waterbag boundaries when necessary to preserve a realistic approxima-
tion of boundary shapes. A newer method, which is essentially a higher-order
replacement for this, uses a finite-element approach to perform linear tetrahedral

(or hypertetrahedral) interpolations between particle locations in phase

space, rather than making the assumption of stepwise-constancy, in order to find
f values as a function of phase-space (velocity and position) coordinates. These

f values are then integrated over velocity to find number densities for substitution
into Poisson's equation.

Advantage: unlike standard particle-in-cell, these methods use information
about f on particle orbits.

Comment: the standard multiple-waterbag method has been used only on

problems involving two phase-space dimensions, but the tetrahedral interpolation

method circumvents this restriction.

3. QUASISTATIC SIMULATION METHODS

Although time-dependent modeling of low-orbit charging may eventually

become necessary (Section 2), quasistatic modeling is sufficient for obtaining
spacecraft charging response to steady-state or slowly-varying environments.

In quasistatic modeling, 1 particle transit times through the spacecraft sheath are

issumed to be small compared to time scales of external changes, including

those due to charging of spacecraft surfaces, spacecraft rotation, eclipse passage,
or changes of the plasma environment. This leads to the following calculation

* scheme: a distribution of surface potentials is chosen. Poisson's equation for

the electric potential and the time-independent Vlasov equations for the charged-

particle distributions (coupled unless the Debye length is large) are then solved

to provide net surface charging rate as a function of surface position, Using this
information, the surface potentials are updated. This process is repeated until

a steady-state floating condition is attained or in order to follow external changes.

The essential difference between this process and time-dependent modeling

is that at every iterative step (or time-step), a time-independent sheath solution,

for a given set of surface potentials, is calculated. Whether or not this method

21. Buneman, 0. (1979) Vectorization and parallelism in Stanford's 3D, EM
particle code, MFECC Buffer 317)-7-12. Magnetic Fusion Energy
Computer Center MonL'.iy F9. ,k: Livermore, California.

22. Buneman, 0. (1980) Tetrahedral finite elements for interpolation, SIAM J.
Sci. and Stat. Comput. 1:223-248.

23. Hockney, R.W., and Eastwood, .T.W. (1981) Computer Simulation Using
Particles, McGraw-Hill, New York.
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is better than time-dependent modeling, even for steady-state problems, depends

on how difficult this sheath solution Is to calculate. For geosynchronous-orbit

problems, in which space-charge coupling is very weak, quasistatic modeling has

been the preferred method; see, however, remarks ma(e by Isensee and
24Maassberg. The low-orbit situation is very different (section 1). However, a

large body of previous work on steady-state sheath and wake solutions is appli-
cable. We now list methods for quasistatic simulation, including those used in

this previous work.

(a) TREAT IONS AS NEUTRALS. 2 5 '2 6

Advantage: permits a simple shadowing calculation of ion density in wake;

does not require numerical integration of ion orbits.

Disadvantage: for 0+, ion directed energy in the spacecraft reference frame

is only 4 eV, so this treatment is invalid in a high-voltage sheath.

(b) PRETEND THAT ION VELOCITY COMPONENT IN FLOW DIRECTION IS
UNCHANGED, AND THEREFORE ION ENERGY GAIN IN SHEATH
GOES ENTIRELY INTO TRANSVERSE MOTION.

Advantage: permits a "front-to-back marching" calculation of ion density

which is almost as simple as (a). Somewhat more realistic than (a).

Disadvantage: no physical basis for making such an approximation except
when ion deflections are very small. Invalid in a high-voltage sheath.

27-34
(c) POISSON ITERATION.

Advantage: the basic exact method for obtaining self-consistent sheath and

wake solutions.

Disadvantage: convergence becomes very poor when Debye length << object

size.35-38

Comment: The treatments of Davis and arris, Maslennikov and Sigov,2829

Call, 3 and Martin3 all make the "mesothermal" approximation: ion thermal

speed << spacecraft speed << electron thermal speed, so that the method described

in Section 4(a) can be used to calculate ion densities and fluxes. They also assume
that the surface potential is large and negative (eO /kT <<-1, where e is the

s e
elementary charge, 4s is surface potential, k is Boltzmann's constant, and T iss e
electron temperature), so that the electron density is well-approximated by the

usual Boltzmann factor.

(d) POISSON ITERATION WITH ONE SPECIES "FROZEN". (Ref. 30, p. 57)
Description: assume a potential distribution. Calculate ion and electron

densities. Use the resulting space-charge distribution to calculate a new potential.

If the ion density calculation is the more expensive, then recalculate only the

Because of the large number of references cited above, they will not be listed
here. See References, page 74.
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electron density in the new potential, reusing the previous ion density to recalcu-

late the potential again. Repeat until convergence. Then calculate a new ion

density and proceed as before. Repeat all steps until convergence.

Advantage: partly overcomes difficulty of (c).

K.: (e) METHOD.(d) PLUS USE OF PARKER 3 9 KEY-POINT METHOD.

Description: when calculation of density distribution of a charged species

requires expensive numerical orbit integration, do it only at every third or
fourth grid interval in, each coordinate direction, and use an appropriate interpo-
lating function at intermediate grid points.

Advantage: greatly improves economy of other methods listed.

(f) QUASINEUTRAL ITERATION. 40-43

Description: iterate toward equality of ion and electron densities rather than

toward solution of Poisson's equation. The Grabowski-Fischer 4 1 calculations

showed sideways deflection of cylinder wakes by magnetic fields.

Advantage: overcomes difficulty of (c).

Disadvantage: invalid in sheath and inner part of wake.

(g) CHILD-LANGMUIR ITERATION. 44

Description: hold Chld-Langmuir length (proportional to T N1/4N.-1/2
where T. and N. are ion temperature and number density) constant while progres-I T.Z1/2 N.-a1 teato
sively decreasing Debye length (proportional to 1/2 N ) as iteration

proceeds.

Advantage: partly overcomes difficulty of (c).

(h) QUASINEUTRAL ITERATION WITH MATCHING TO "INNER" SOLUTION
AT SHEATH EDGE.

Advantage: overcomes difficulty of (f).

Disadvantage: untried, not well formulated.

39. Parker, L.W. (1973) Computation of Ion Collection by a Rocket-Mounted
Mass Spectrometer''fthe Limit of Vanishing Debye Number, Report No.
AFCRL-TR-73-G735, Contract F19628-73-C-0065, Air Force Geophysics
Laboratory, Hanscom AFB, Massachusetts, AD A783625.

40. Al'pert, Ya. L., Gurevich, A. V., and Pitaevskii, L.P. (1965) Space Physics
with Artificial Satellites, Consultants Bureau, New York,

41. Grabowski, R., and Fischer, T. (1975) Theoretical density distribution of
plasma streaming around a cylinder, Planet. Space Sci. 23:287-304.

42. Isensee, U., Lehr, W., and Maassberg, H. (1981) A numerical model to
calculate the wake structure of a spacecraft under ionospheric conditions,
Adv. Space Res. 1:409-412.

43. Parrot, M. J, M., Storey, L. R. 0., Parker, L. W., and Laframboise, J. G.
(1982) Theory of cylindrical and spherical Langmulr probes in the limit of
vanishing Debye number, Phys. Fluids (in press).

44. Cooke, D. (1982) Private communication.
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(i) QUASINEUTRAL FROVT-TO-BACK MARCHING, IGNORING ION DIREC-

TION REVERSALS. "
Description; noniterative. Marching takes place from one plane to another,

all such planes being perpendicular to the ambient ion drift velocity vector.

Advantage: fast, economical.

Disadvantages: invalid in sheath and inner wake, same as (f). Numerous

reversals may occur in a high-voltage sheath.

(j) OUTSIDE-IN MARCHING. 4 5 ' 4 6

Description: noniterative. In this method, quasineutrality is not assumed.

A leading equipotential surface must be specified on which the ion density has its

ambient value and the potential has a given, very small value. Marching then

proceeds inward from one equipotential surface to another. The innermost

chosen equipotential resulting from this procedure then represents the object,

assuming that the latter is an equipotential.

Advantage: fast, economical.

Disadvantage: object shape cannot be specified in advance but is generated

indirectly by the choice of the shape of the leading equipotential.

(k) USE OF ANALYTIC POTENTIAL-DEPENDENT APPROXIMATIONS FOR
SPACE-CHARGE DENSITIES, ESPECIALLY FOR ATTRACTED
PARTICLES. 47,48

Advantage: fast, economical.

Disadvantages: ignores ion focusing effects on space-charge densities.

Accuracy may be unpredictable except in cases very similar to others already

treated exactly.
Additional Comments: Essentially a way to "parameterize" exact calculations

already done. Some comparisons between results calculated using exact space

charge and certain previously-used analytic space charge approximations are

presented by Parker in another paper given at this Conference. The NASCAP-
47,48LEO program uses a hybrid calculation method in which the potential

45. Walker, E. H. (1965) Plasma sheath and screening around a stationary
charged sphere and a rapidly moving charged body, in: Interactions of
Space Vehicles with an Ionized Atmosphere, S. F. Singer, Ed., Pergamon,
Oxford, pp. 61-162.

46. Walker, E. H. (1973) Plasma sheath and screening of charged bodies, in:
Photon and Particle Interactions with Surfaces in Space, R. J. L. Grard,
Ed., D. Reidel, Dordrecht, Holland, pp. 73-89.

47. Katz, I., Mandell, M. J., Schnuelle, G. W., Parks, D. E., and Steen, P. G.
(1980) Plasma collection by high-voltage spacecraft at low earth orbit,
Paper AIAA-80-0042, Amer. Inst. Aeron. Astron. 18th Aerospace Sci-
ences Mtg., January 1980, Pasadena, California.

48. Mandell, M. J., Katz, I., Steen, P. G., and Schnuelle, G. W. (1980) The
effect of solar array voltage patterns on plasma power losses, IEEE
Trans. Nucl, Sci. NS-27.
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distribution is obtained by solving a Poisson equation chat contains an analytic

space -charge -density approximation. Then the resulting equipotential surface at
potential -kTe/e is located, and ion fluxes onto spacecraft surfaces are found

by integrating ion orbits inward from this "sheath edge"; the ions are started with

thermal velocity normal to this surface, and are accelerated by the sheath electric

fields.

() HYBRID METHOD OF ILLIANO AND STOREY. 4 9

Description: used infinite-ion-speed-ratio computer program of Call (1969)

to obtain self-consistent potential distribution; then used finite-ion-speed-ratio

program of Fournier 32 ' 33 with this potential to calculate ion fluxes onto surfaces.

Advar'age: may improve economy of other methods.

Disadvantage: becomes inaccurate when ion speed ratio is small.

(i) ZERO-TEMPERATURE (SHARP SHEATH EDGE) APPROXIMATION FOR
COLD REPELLED-SPECIES (ELECTRON) POPULATION. 35, 50,51

Description: iterates toward the condition of zero electric field at the sheath

edge by moving the sheath edge in or out until convergence (Figure 3). The sheath

edge is the problem domain boundary. One-dimensional (radially-symmetric)
35calculations of this type were done by Laframboise; two- and three-dimensional

ones have been presented by Parker5 0 and Cooke et al. 5 ' Further details and

results are given by Parker in another paper presented at this Conference.

Advantages: may save large amounts of computer time by restricting prob-

lem domain. Can be used in the presence of a hot electron population and of ion

flow. Calculated sheath edge will automatically move downstream on aft side of
spacecraft.

Additional Comment: some features of the NASCAP-LEO computer program,

described briefly in Section 3(k), resemble some features of this method.

49. Illiano, J. M. , and Storey, L. R. 0. (1974) Apparent enhancement of electron
temperature in the wake of a spherical probe in a flowing plasma, Planet.
Space Sci. 22:873-878.

50. Parker, L.W. (1981) Trajectory-Controlled Space-Charge-Sheath Computer
Models; Application to Large High-Voltage bolar Arrays in DensPlasmas,
NASA Johnson Space Center Contract Report No. NAS 9-15934.

51. Cooke, D., Parker, L.W., and McCoy, J.E. (1981) Three-dimensional
space charge model for large high-voltage satellites, in: Spacecraft
Charging Technology 1980, NASA Conference Publication 2182; Report No.
AFGL-TR-81-0270, Air Force Geophysics Laboratory, Massachusetts,
pp. 957-978, AD A114426.
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4. ION DENSITY AND FLUX CALCULATIONS

Most of the quasistatic methods listed in Section 3 involve using numerical

orbit integration to calculate ion space-charge density distributions and current

densities (fluxes) deposited onto spacecraft surfaces, in the presence of given

time-independent electric potential distributions. In this section we present what

appear to be the most appropriate methods for calculating ion densities and fluxes,

depending on the value of the ion speed ratio S. (spacecraft speed/ion most

probable thermal speed). The methods described in Sections 4(c) or 4(d) may

also be required for calculating electron densities and fluxes, depending on the

level of accuracy desired in such calculations.
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(a) St z u: OUTSIDE-IN ORBIT-FOLLOWING. 3 ' 2 7 -30,34

In this type of calculation, the ion orbits are assumed parallel at the upstream

boundary of the computation domain, and are integrated in the same direction as

the ions actually move. Densities and fluxes are calculated by monitoring the

changes in area of particle flux tubes defined by neighboring orbits. The assump-

tion Si = co is only approximate for real situations and can lead to spurious

singularities in densities or fluxes at points where orbits cross. Another possible

difficulty is that if the orbits chosen are too far apart initially, two neighboring

orbits may eventually go off in very different directions, making calculations of

flux or density between them impossible or unrealistic. On the other hand, if

they are initially too close together, inaccuracies in calculating either orbit may

obscure the small differences that one is trying to calculate. A method for

circumventing this difficulty, based on differential orbit perturbations, is de-

scribed by Laframboise et al, 52 Section 7.
(b) Si >> 1: OUTSIDE-IN WITH DISTRIBUTION SAMPLED OR WITH

DIFFERENTIAL PERTURBATIONS.

An ion distribution with large but finite speed ratio can be approximated by

a superposition of a small number of infinite-speed-ratio distributions ("beams")

with slightly differing speeds and/or directions, appropriately weighted.

Alternatively, the differential perturbation technique mentioned in connection
with (a) can be extended to include large but finite speed ratios (Ref. 52, Section

7). Whether either of these approaches is advantageous is not clear because the

approach described below in (c) for S I still works well up to S. = 10 (L. W.

Parker 
53).

(c) Si - 1: INSIDE-OUT ORBIT-FOLLOWING. 32-34

In this method, one finds ion (or electron) density at each grid point [or at

selected grid points; see Section 3(e)] by integrating particle orbits from such a

point backward to a domain boundary where the velocity distribution function value

on each orbit is assumed known. The total number of orbits that must be fol-

lowed is large but may not be prohibitive (Fournier, 32 33; Parker 34 ).

(d) Si = 0: PHASE-SPACE BOUNDARY TRACKING.
7 ' 54-57

If the velocity distribution function f at infinite distance is isotropic, then the

values of f on orbits passing through any finite point are known for all orbits

which "connect backwards to infinity", and have not originated at a solid surface

(for orbits originating at a solid surface, the situation will be more complicated

if the surface emits particles and either is not at uniform potential or emits

nonisotropically). In such a situation, knowledge of the phase-space boundary

Because of the large number of references cited above, they will not be listed
here. See References, page 74.

70



that separates these two types of orbit provides all of the information required

to calculate densities and fluxes, at least for particles originating in the ambient

plasma. This result has been used to calculate currents collected by- electrostatic

probes in collisionless plasmas (Bernstein and Rabinowitz5 8 ; Laframboise3 5 ;
see also references cited by Parrot et a14 3).

5. LIMITATIONS ON THE USE OF SIMPLE LARGE-VOLTAGE SPHERICALPROBE THEORY5 95, 40A
OR CYLINDRICAL-PROBE THEORY60 TO ESTIMATE SPACECRAFT POTENTIALS

These theories have often been used to estimate current collection and sheath

* thickness for spherical and cylindrical electrodes (probes) at large voltages.

They assume that the surrounding plasma is collisionless and nondrifting, that

the ion and electron temperatures are both small compared to the-voltage change

across the probe sheath, and that the surface potential of the electrode is uniform.

They have often been used in situations where they may be inappropriate, because

no better theory has been available. Here we point out three effects that are not

included in these theories and that may be important in many situations in which

they have been used. This situation is one example of a variety of long-standing

deficiencies that still exist in basic "probe theory".

The following three effects are ignored in some or all f the above-mentioned

theories.

(a) Turning points in ion radial motion may exist, because of initial ion

circumferential motions at the sheath edge. This is ignored in the theories of

Langmuir and Blodgett. 59, 60 In their theories, all ions entering the sheath are

assumed to move radially inward toward the origin. This approximation can lead

to serious errors whenever the radial variation of potential becomes less steep

than that of an inverse-square dependence. When this happens, the angle between

the inward direction and the velocity vector of an attracted particle (ion) increases

continuously as the ion moves inward. Eventually a turning-point must be reached

at which the ion will reverse its radial motion and begin to move outward. When

a significant fraction of the ions entering the sheath do this, space-charge density

and current collection are both altered.

58. Bernstein, I. B., and Rabinowitz, I. N. (1959) Theory of electrostatic probes

in a low-densiiy plasma, Phys. Fluids 2:112-121.

59. Langmuir, I., and Blodgett, K. B. (1924) Currents limited by space charge.
between concentric spheres, Phys. Rev. 23:49.

60. Langinuir, I., and Blodgett, K. B. (1923) Currents limited by space charge
between coaxial cylinders, Phys. Rev. 22:347.
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Turning-point effects turn out to be much more serious in cylindrical than in

spherical sheaths. For spherical probes, exact theories including ion thermal

motion effects reduce to the results given by radially-inward-motion theories, in

the limit when ion temperature T. -0 in the exact theories (Laframboise, 3 5

Figures 27a and 28). However, for cylindrical probes, this does not happen, and

the resulting error is large (Sonin6 1 , 62; Sonin et al63; and Laframboise, 3 5

Figure 53). This difference arises because the asymptotic dependence of the

sheath potential at large radii is at least as steep as an inverse-square in the

spherical case, but is less steep than an inverse-square in the cylindrical case

(Laframboise, pp. 36-37 and Table 2).

This is a surprising difference, and illustrates the inadequacy of existing

theories for treating more complicated shapes, such as that of the Shuttle. Would

a zero-ion-thermal-motion theory provide the correct limit of finite-ion-thermal-

motion theories in the limit when T - 0? At present, the answer to this question

is unknown.

(b) Surface potentials may be very nonuniform (Section 1), with some sur-

faces (especially those downstream and parallel to the magnetic field vector B)

much more likely to charge to large voltaGes than others. Such a situation would

destroy the symmetry of the electric field, thus violating an assumption made in

these simple theories, even if the spacecraft shape were symmetric.

(c) In low-orbit conditions, most ions will enter the spacecraft sheath from

its upstream side. This will create asymmetries in the space-charge distribution

and hence in the sheath potential distribution, even if the spacecraft is, say, a

conductive sphere. The consequences of this have been investigated by Makita

and Kuriki 6 4 ' 6 5 who measured total current collected by spherical and cylindrical

61. Sonin, A.A. (1965) The Behaviour of Free Molecule Cylindrical Langmuir
Probes in Supersonic Flows, and their Application to the Study of the Blunt
Body Stagnation Layer, University of Toronto, Institute for Aerospace
Studies, Report No. 109.

62. Sonin, A.A. (1966) Free-molecule Langmuir probe and its use in flowfield
studies, AIAA Jour. 4:1588-1596.

63. Sonin, A.A., Graf, K., Laframboise, J.G., and deLeeuw, J.H. (1965) The
Ion collection of free molecular cylindrical Langmuir probes In flowing
plasmas, in: Proc. 7th Internat. Conf. on Phenomena in Ionized Gases,
Gradevinska Knjiga Publishing House, Belgrade, Yugoslavia, pp. 53-57.

it 64. Makita, H., and Kuriki, K. (1977) Comparative study of spherical and
cylindrical drift probes, Proc. 10th International Symposium on Rarefied
Gas Dynamics, J. Leith Potter, Ed., p. 1007, Progress in Astronautics
and Aeronautics, Vol. 51, Amer. Inst. of Astronaut. and Aeronaut., New
York.

65. Makita, H., and Kuriki, K. (1978) Current collection by spherical Langmnuir
prohes drifting in a collisionless plasma, Phys. Fluids 21:1279.
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probes mounted on a rotating arm in a collisionless plasma. They achieved speed

ratios up to about 1. 5, and ratios of probe radi.us to Debye length between 0.4 and

15- for spheres and between 0.03 and 1. 5 for cylinders, that is, precisely In the

ranges in which large departures from symmetric-sheath-theory predictions

might be expected (Godard6 6 , pp. 47-49; Godard and Laframboise6 7 ). Their

4: results show dramatic departures from predictions made by such theories.

6. DISCUSSION: CONCLUSIONS

The development of realistic numerical spacecraft-charging simulations for

low-orbit conditions appears likely to be a more difficult task than for geosyn-

chronous-orbit conditions. On the other hand, existing numerical methods, used

as efficiently as possible and in appropriate combinations, show some promise

of ability to cope with this situation, at least in two dimensions and possibly in

three dimensions. Some hard choices between realism of the simulation geometry

and accuracy of results may be necessary.

If time-dependent simulation proves necessary, it is not clear at present

which of the methods described in Sections 2(b) or 2(c) is best. If quasistatic

simulation proves sufficient, combinations of the methods described in Sections

3(d), 3(e), 3(g), 3(1), and 3(m) appear likely to be most effective. Within a

quasistatic calculation, the best method for calculating ion densities and fluxes

depends on the value of the Ion speed ratio S i (Section 4). Simple, large-voltage

symmetric-sheath theories often used to provide preliminary estimates of sheath

sizes and spacecraft potentials (for example, Parks and Katz, 4 and Katz and
5Parks ) contain serious limitations for use in making more precise calculations

(Section 5).
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Abstract

There is a growing tendency to plan space missions that will incorporate
very large space power systems. These space power systems must function in
a space plasma environment that can impose operational limitations. As the
power output increases, the operating voltage must also increase and this voltage,
exposed at solar array interconnects, interacts with the local plasma. The
implications of such interactions rre considered here. The available laboratory
data for biased array segment tests are reviewed to demonstrate the basic interac-
tions considered. A data set for a test of a floating high voltage array illuminated
in a solar simulator test is used to generate approximate relationships for posi-
tive and negative current collection from plasma. These relationships are ap-
plied to a hypothetical 100 kW power system operating in a 400 km, near-equato-
rial, orbit. It is found that discharges from the negative regions of the array are
the most probable limiting factor for array operation. _

*Now with Hughes Aircraft Company, Space and Communications Group, Los
Angeles, California 90009.
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1. INTRODUCTION

This report concerns the interactions that can occur between the spa.ce

charged-particle environments and the spacecraft that must function in that

environment. The interactions of concern are illustrated in Figure 1, which

shows a typical large spacecraft. This spacecraft has two large solar array

wings and a central body. For convenience, I have divided the interactions into

two categories: the first, called spacecraft passive, involves interactions such

as spacecraft charging in which the environment acts on the spacecraft and the

second, called spacecraft active, involves interactions caused by the spacecraft,

for example, high voltage space power systems. It must be recognized that

space is not a vacuum, but contains significant charged-particle fluxes that can

induce anomalous behavior in satellite system operations. Hence, these interac-

tions are important and must be considered in system designs.

~CAlrM Y 2 V

A(F1VL Rp

BIASED SURFACE MIERN

CHARGED PARTIME .,
INP RACIIONS

00
1ERMAL 

PRIICL[S
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GEOMAGNETIC

SUBSTORM fLUX

Figure 1. A Typical Spacecraft System With Some Possible
Environmental Interactions

1.1 Spacecraft.Pasive Interactions

The first category of environmental interactions deals with charged particle

environments acting on spacecraft surfaces. The most important of these inter-

actions is geomagnetic substorm environments charging geosynchronous satellite
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surfaces to a point where discharges can occur, disrupting systems operations.

This spacec. aft charging phenomenon was first noticed in the early 1970's as a

series c. electronic switching anomalies that seemed to occur predominantly in

the satellite local midnight-to-dawn quadrant. While these switching events were

irritating, they were not harmful and were generally ignored. It was the failre

of a satellite in the early seventies that triggered the interest in this environmen-

tal effect.

It was found, from ATS-5 data (1969), that plasma clouds were injected

periodically into geosynchronous orbits at local midnight. These plasma clouds

were generated from solar wind particles accelerated down the neutral sheet into

the Earth's magnetic field. At altitudes near synchronous orbit, the particles

separated according to their energies and produced a plasma cloud. Satellites

4,, would move into this cloud and become charged to substantial negative values.

It is believed that the differential charging caused by surfaces shadowed from

the sun could reach breakdown thresholds. The transients introduced by the

discharges were believed to couple into the electrical harness and cause the

switching.

The Spacecraft Charging At High Altitudes (SCATHA) satellite, P-78-2, was

built ard launched specifically to evaluate the effect of substorm environments on

satellite ,ystem operation. One of the more significant results of this mission

is summarized in Figure 2. This shows the relationship between surface charging

(from Surface Potential Monitor data) and recorded system discharge transients.

Tianslents observed between local 2200 to 0700 hours occurred when the satellite

". !surfaces were charged. The satellite data also indicated that transients were

observed when the satellite was in the local noon position. These transients are

"- believed to be caused by electron penetration of the interior, charging cables

and interior dielectrics to the point of discharge. Hence, these data indicate two

possible dischp,-ge transient mechanisms; exterior surface discharges due to

substorm differential charging and high energy particle penetration of spacecraft
causing interior surface charging and subsequent discharges.

1.2 Spacccraft-Active Interactions

The topic of this presentation is the anticipated behavior of large space
~systems proposed for lower Earth orbits - those compatible with the Space

Shuttle operations. Thf systems can also interact with space environments

in a manner that can influence thr'r operational behavior. Because it is the

spacecraft moving through the -rirvnment that causes the interactions, they are

referred to as "spacecraft active" or category 2 interactions.
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Figure 2. SCATHA Spacecraft Charging/Discharging Data.
Distribution in altitude and local time of the probability of
charging greater than a threshold value and local time of
recorded system discharge transients

One of these category 2 interactions is the motion of the large body through

the Earth's magnetic field, which can produce electric fields that induce additional

stresses in the body (see Figure 3). These stresses can introduce distortions in

sensitive antennas and other parts of these proposed low-density structures.
While this is a serious concern and must merit attention in the design of such

structures, the discussion will be limited to high voltage space power systems.

This technology is more fully developed and can be used to illustrate the reasons

for low-Earth orbit environmental interactions.

2. NASA MISSION PLANNING

For the past several years, NASA has been studying mission plans calling for

extremely large satellites to be placed in low Earth orbits by the Shuttle. 1-4 The

* 1. (1976) Outlook for Space, NASA SP-386.

2. Johnson, R.D., and Holbrow, C. , Eds. (1977) Space Settlements, A Design
Stud , NASA SP-413.

,* , 3. Bekey, I. (1979) Big COMSATS for big jobs at low user costs, Astron. and
Aeron. 17:42-56.

4. Snoddy, W. C. (1981) Space platforms for science and applications, Astron.
and Aeron, 19:28-36.
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Figure 3. Motion-Induced Electric Fields
Generated in a Large Spacecraft in Low-
Latitude Orbit

planners were freed from the constraints imposed by expendable launch vehicle
shrouds; satellite dimensions grew to tens of meters while power generation
requirements rose to hundreds of kilowatt:.

Now that the Space Transportation System (that is, the Shuttle) is opera-

tional, there is an effort underway to place these large structures in orbit in the

near future. One possibility could be a manned space platform capable of con-

ducting Earth-oriented studies, space science investigations, or space manufac-

turing experiments. Although plans are not completed, the mission could involve

an expandable platform concept; initially a simplified station that can be axpanded

in the future. The platform would probably be placed in an orbit similar ro

Skylab (400 to 500 kin) so that it could be serviced by the Shuttle, while high

enough to minimize reboost cost and have an adequate mission life. Array power

generating capabilities are postulated as being between 50 and 100 kW.

The generation of large amounts of power requires very large solar arrays
since the nominal solar array power density is on the order of 100 W/m2 . Hence,

2a 50 k.W array would require area of 500 m . This area implies long cabling to

bring power to the user. If the system is operated at a nominal voltage of 30 to

60 V, currents on the order of 1000 A would be required. Currents of this

magnitude can produce either significant cable harness losses (2R) or unaccepta-

ble increases in weight if the cable loss is reduced by thicker conductor sectional

areas. In addition, large currents flowing in the array can generate magnetic

5. Stevens, N. J. (1979) Interactions between spacecraft and the charged-particle
environment, Spacecraft Charging Technology - 1978, NASA CP-2071/
AFGL-TR-79-0082, pp. 268-294.
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fields that could interact with the earth's field. This increases the drag on the

system and shortens its mission life. The alternative to large currents is to

increase the operating voltages, thereby reducing currents, However, the Skylab

array used the highest operational voltages in space to date, when, for short

periods of time, it was configured to operate at 100 V. 6 The operation of power

systems at these elevated voltages (operating voltages in the range from 200 to

1000 V are considered) can give rise to interactions with the space plasma

environment that must be considered in designing these systems.

The interacions of concern are illustrated in the high-voltage space power

system shown in Figure 1. This system consists of two large solar array wings

surrounding a central body or spacecraft. The solar arrays are assumed to be

assembled in what is called standard construction techniques, as shown in Figure

4. This means that the cover slides do not completely shield the metallic inter-

connects from the environment. These cell interconnects are at various voltages

depending on their location in the array circuits. Hence, the interconnects can

act as plasma probes, attracting or repelling charged particles. At some location

on the array, the generated voltages will be equal to the space plasma potential.

Since the electrons are more mobile than the ions, more of the array will float

at a voltage that is negative with respect to the space plasma than will float at a

voltage that is positive with respect to the space potential. Cell interconnects at

voltages above this space plasma potential will collect electrons, while those at

voltages below the space potential will collect ions. The voltage distribution in

the interconnects relative to space must be such that these electron and ion cur-

rents are equal (that is, the net current collected is zero). 7

This flow of particles can be considered to be a current loop through space

that is in parallel with the operational systems and, hence, is a power loss. In

addition, the cover glass used on the solar 'ells must also have a zero net current

collection. This interaction with the space plasma forces the cover glass to a

small negative potential and can produce large voltage gradients in the gap region

between solar cells. This can give rise to arcing conditions or transient break-

downs to space.

The severity of these plasma interactions depends upon the array operational

-ioltages and the charged-particle environments. The operating voltage will be de-

termined from power system studies, but will probably be less than 1000 V. The

charged-particle environment is determined by the orbital altitude (see Figure 5).

6. Woosley, A.P., Smith, O.B., and Nassen, H.W. (1974) Skylab technology
electrical power system, ASME Paper 74-129.

7. Chen, F. F. (1965) Electric probes, in: Plasma Diagnostic Techniques
R. H. Huddlestone and S. Leonard, Eds. - Pure & Applied Physics, Vol.
21, Academic Press, pp. 113-119.
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Figure 5. Variation of the Charged-
Particle Environment With Altitude
Near the Equator

Only the low energy or thermal plasma environment should be of concern at the

projected operational voltages, since the array voltage is too low to influence

the higher energy environmental particles. This plasma environment has particles
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with temperatures of about 1 eV and densities that vary from a maximum of about

3 X 106 /cm 3 at 300 km to between 1 and 10/cm 3 at geosynchronous altitudes.
Hence, plasma interactions should be more severe at the lower altitudes than at

synchronous.

These possible interactions between space power systems and plasma

environments have been discussed previously in general terms. In the next

section, the basic phenomena are reviewed and later will be applied to a power

system directed towards the assumed space platform.

3. REVIEW OF BIASED ARRAY TESTS

3.1 Ground Simulation Data

Tests of small segments of solar arrays biased by laboratory power supplies

while exposed to simulated plasmas in vacuum facilities have been conducted over
8-16 17

the past ten years. There has also been a similar test conducted in space.
2Regardless of the size of the array segment (areas from 100 to 13, 600 cm have

been tested) the results are quite similar. In this section, the test procedure

and the pertinent results are summarized.

8. Cole, R. W., Ogawa, H. S., and Sellen, Jr., J. M. (1968) Operation of Solar
Cell Arrays in Dilute Streaming Plasmas, NASA CR-72376.

9. Knauer, W., Bayless, J. R., Todd, G. T., and Ward, J. W. (1970) High
Voltage Solar Array Study, NASA CR-72675.

10. Herron, B.G., Bayless, J. R., and Worden, J. D. (1972) High voltage solar

array technology, AIAA Paper 72-443.

11. Kennerud, K. L. (1974) High Voltage Solar Array Experiments, NASA CR-
121280.

12. Stevens, N.J. (1973) Solar Array Experiments on the SPHINX Satellite
NASA TMX-71458.

15. Domitz, S., and Grier, N. T. (1974) The interaction of spacecraft high voltage
power systems with the space plasma environment, Power Electronic
Specialists Conference, IEEE, N.J., pp. 62-69,

14. Stevens, N.J., Berkopec, F. D., Purvis, C. K., Grier, N. T., and Staskus,
J.V. (1978) Investigation of high voltage spacecraft system interactions
with plasma environments, AIAA Paper 78-672.

15. McCoy, J.E., and Konradi, A. (1981) Sheath effects observed on a 10-meter
high voltage panel in simulated low Earth orbit plasmas, Spacecraft
Charging Technology - 1980, NASA CP-2182; AFGL-TR-81-0270,

1 AD A 114426.

16. Stevens, N.J. (1981) Review of Biased Solar Array-Plasma Interaction
Studies, NASA TM-82693.

17. Grier, N. T., and Stevens, N.J. (1981) Plasma interaction experiment (PIX)
satellite results, Spacecraft Charging Technology - 1980, NASA CP-2182/
AFGL-TR-81-0270, AD A114426.
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These plasma interaction tests are typically conducted in an experimental
arrangement shown schematically in Figure 6. The vacuum chamber is capable

of pumping to background pressures of 10 - 6 Torr or less. The plasma environ-

ment is created by ionizing a neutral or inert gas (such as, nitrogen, argon, or
helium). The plasma parameters (plasma number density and particle tempera-
tures) are usually determined with either cylindrical or spherical Langmuir

probes. The solar array segment (Figure 7) is mounted in this chamber electri-

cally isolated from the tank ground. A high voltage power supply is connected to
one or both ends of the array through an isolated feedthrough in the tank wall.
A current sensing instrument is placed between the power supply and the tank

wall to measure any coupling current between the segment and tank ground through
the plasma environment. This lead is shielded to minimize extraneous currents.
A surface voltage probe (such as manufactured by TREK) is used to sense the

voltage on the array during the test. Hence, a surface voltage profile and a.
leakage current measurement are obtained as functions of applied positive or
negative voltage for a givea1 plasma environment. It should be pointed out that
the tank ground (at the wall) is not necessarily the plasma potential. This plasma
potential is determined from the probe readings and this potential must be added
to, or subtracted from, the applied bias voltage to interpret the test data. It is
very important to make this correction at low bias voltages, since the plasma

potential can be in the range of ±20 V.

!I

0 71
SPLASMA
DIAGNOSTICSTEST

TEST SURFACE VOLTAGE PROBE 0
SEGMENT , ®I

PLASMA SOURCE

SURFACE VOLTAGE TEST
j INSTRUMENTATION

COUPLING CURRENT"

Figure 6. Schematic of Ground Simulation Tests of Behavior of Biased
Solar Array Panel Segments in a Plasma Environment
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Typical results for a 100 cm 2 solar array segment biased positively and
negatively are shown in Figures 8 through 11. With positive bias voltage,

(Figure 8) the current collection starts at relatively low values, increasing

slowly until a bias of about 100 V is reached. At this point, there is an increase
in current collection of orders of magnitude. Above about +250 V, the current

tends to increase linearly with voltage. The surface voltage probe traces (Figure

9) indicate why this behavior occurs. At the low applied biases, the voltage is

confined to the gap region between the cells. The cover glass maintains its

required zero current balance with the plasma by a slightly negative surface

voltage and the superposition of the fields resulting from these voltages results

in shielding the bias voltage from the plasma. At bias values greater than 100 V,

the shielding appears to break down. The bias field now is stronger and starts

to encompass the cover glass. This accelerates electrons from the plasma into

the cover glass creating secondary-emitting electrons. The surface voltage must

now change to maintain a zero current balance at the glass surface. This surface
voltage assumes a value which is about 50 V less than the bias voltage. Hence,

10"3

PLASMA
DENSITYCM- 3

10.4

PLASMA
COUPLING

CURRENT, A

10-7

DATA

10"8

1 10 102  103

POSITIVE APPLIED POTENTIALS

Figure 8. Current Collected by a 100 cm 2 Solar
Panel, Biased With Positive Applied Potentials,
in a Plasma Environment
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Figure 9. .urface Voltage Probe Measurements
of a 100 cm Solar Panel, Biased With Positive
Applied Potentials, in a Plasma Environment

at this transition, called "snapover", 18 the collecting area is increased to the

full segment area, causing the change in coupling currents. Empirically, the

data can be modeled as cylindrical probe collection at positive bias voltages up

to 100 V and spherical probe collection (with the bias reduced by 100 V) at posi-

tive values greater than 100 V. 16
For negative bias voltages (Figure 10) the data indicate that the coupling

current increases slowly and then transitions into an arc or breakdown, signified

by a rapid rise in current that trips off the laboratory power supply. Since at

other times, we have used the supply to bias metallic probes negatively without

causing breakdowns, it must be assumed that the arcing results from the

18. Purvis, C. K., Stevens, N.J., and Berkopec, F. D. (1977) Interaction of
Large, High Power Systems with Operational Orbit Charged-Particle
Environments, NASA TMX-73867.
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Figure 10. Current Collected by a 100 cm 2 Solar Panel,
Biased With Negative Potentials, in a Plasma Environment

interaction between the negatively biased conductor (cell interconnects), the
dielectrics (cover slides) and the plasma environment. The surface voltage probe
traces (Figure 11) indicate that it is the gap region between cells that is the
probable cause for the breakdown. As the bias voltage is made more and more
negative, the fields resulting from the cover glass voltage confine the bias field
to this limited area. It is known that a negative conductor confined by a less
negative dielectric is prone to breakdown and this appears to be happening here.

Both the positive and negative bias voltage effects described above are
plasma-density dependent phenomena. For positive bias voltages, both the low
and high voltage collection changes in direct proportion to the density. 11, 14

However, the transition remains at about 100 V. The only condition that seems
to influence the transition appears to be the area of the segment relative to the
arzK of the . _d/or zonductixve boundaries. The data obtained in support

of'te FIX fli&Z se-ened to indlcate bigher transition voltage, 17 probably due to
th, s ot a small segmeL ==t d on a large plate. The negative bias breakdown
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Figure 11. Surface Voltagg Probe
Measurements of a 100 cm Solar
Panel, Biased With Negative Applied
Potentials, in a Plasma Environment

thresholds as a function of plasma density are shown in Figure 12. Extrapolated

to the peak space plasma density environment (about 300 kin), this breakdown

value is uncomfortably low (about 300 V negative relative to the space plasma

potential).

The phenomena described above seem to be independent of the interconnect

configuration and array size. Both the standard interconnect configuration and

wrap-around configurations have been tested. Array sizes varied from 100 to
2400, to 1000, to 13,600 cm with similar results. The higher positive bias

voltage results for the larger panels can be questioned, however, since the tank

walls can interact with bias voltage sheaths and distort the results.
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Figure 12. Variation With Plasma Density of the Voltage Threshold at Which
Negatively Biased Solar Array Segments Encounter Arcing or Breakdown

3.2 Space Flight Data

Biased solar array experiments have been conducted in space. The first
Plasma Interaction Experiment (PIX-1) was launched as an auxiliary payload

experiment on the Landsat C mission in 1978. The experiment remained attached

to the Delta launch vehicle second stage and operated for 4 h in a 900 km polar
2orbit. The experiment consisted of an experiment plate with a 100 cm solar

2array and a 10 cm button-on-kapton experiments, and an electronics enclosure
2

with a 10 cm button isolated on the exterior (see Figure 13). The bias power

supply would step through a preprogrammed voltage series (to ± 1000 V) applying

voltage to either the solar array or the button-on-kapton experiment. The isolated

button was always biased and acted as the control for the experiment. Electrom-

eters were used to measure the current independently to each of the three experi-

ments. Data was retrieved in real time only so that only about half of the data
was available for analysis.

Typical results from this experiment are shown in Figure 14. These data
show reasonable agreement with ground simulation data and demonstrate that
"snapover" and arcing at negative voltages are real phenomena. This experiment

showed that flight experiments of this high voltage-space plasma interaction must

be designed carefully. At ' - high positive voltages (greater than 500 V), the ion

iC collection capability was not sufficient to balance the electron current collection

and the potential of the Delta was driven slightly negative (believed to be -30 V
maximum). This resulted in the need for post-flight ground tests to interpret

the data.
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Figure 14. Comparison of Current Collected vs Bias Voltage for IX-1

Experiment Results and Ground Simulation Results

~A secondary auxiliary payload experiment is currently being assembled for

] launch on the 1RAS mission in January, 1983. This experiment (PIX-2) is

primarily directed towards investigating scaling with array area of solar array

interactions in a 900 km polar orbit. The experiment consists of a 2000 cm2

solar array panel divided into four parts. This panel can be biased (to ± 1000 V)

:, ' as separate parts or collectively to determine the influence of biased portions

" i adjacent to each other. To ease post flight data interpretation, an electron

'I emitter has been included in this experiment. This should compensate for lack

~of ion collection area. A data retrieval system has been included so that all of

the flight data can be obtained.

:1:..
0*.

~4. TESTS OF FLOATING ARRAYS IN A SOLAR SIMULATOR

t Small segments of solar arrays with bias voltages provided by external power

! supplies can be used to study the phenomena of plasma interactions with high

I voltage solar arrays. However, the concepts developed must still be tested with

_ self-generated voltages using solar simulators. Unfortunately there have been

relatively few such tests, primarily because a large solar array Is required to
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generate the high voltages needed, and therefore, a large facility (with large

solar simulators) is required to obtain interaction data without wall effects. Even
the small amount of data available is incomplete. For this paper, the results

19obtained with a nine-solar-panel array in the Johnson Space Center (JSC) facility
are used to provide a basis for predicting performance of large space power

systems in a space environment.
The nine-panel array is shown in Figure 7. This array is made up of surplus

flight solar array panels with no attempt made to try to match panel characteris-
tics. There were seven panels (1400 czn each) originally assembled in the late

1960s for the Space Electric Rocket Test (SERT-2) project and two panels, 1950
cm 2 each, assembled in the early 1970s for the Space Plasma High-Voltage
Interaction Experiment (SPHINX) project. This nine-panel array was used in a
series of tests conducted at both JSC and Lewis Research Center (LeRC) to

evaluate the influence of facilities on plasma interactions. 19 While at JSC, a
series of floating tests were also made using the solar simulator. Since the

panels were not matched and the solar simulator did not uniformly illuminate al!

nine panels, the results must be viewed as an approximation to the desired test
data. Furthermore, not all of the plasma properties were reported, so approxi-
mations for the particle energies and the plasma potential in the chamber had to

be made.
The test was rur. with the array in an open circuit condition but with the

capability of measuring each panel voltage and the current between each panel.
The plasma density was stated to be 2 X 104 cm "3 . After correcting for the

assumed value of the plasma potential (10 V), the distribution of open circuit

voltages per panel is shown in Figure 15. The slope of the voltage for each panel
is not the same, due to the non-uniformity of the panels. In this configuration

the array open-circuit voltage was about 248 V or slightly less than the 260 V
obtained without the plasma. This is either due to a fluctuation in the solar

simulator or, more probably, a slight loading of the array by leakage throuqh the

plasma. As shown in Figure 15, the array floats from slightly positive to 1':-
dominantly negative. This is the expected distribution due to the higher -,0hity

of electrons, compared to ions. It is interesting to note that the average Vile
of the positive voltage panel is about 10 percent of the overall voltage. wh.,. 'o
the assumption usually made in computing power system interactions with plv mna

environments.
The following empirical approximations for current collection 1 6 were usel

to compute the coupling currents:

19. Grier, N. T. (1980) Experimental Results on Plasma Interactions with LarKi
Surfaces at High Voltages, NASA TM-81423.
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cc Jo Aint + e

where

Jeo and jo are the thermal electron and ion current densities (A/cm2 ),

Aint is the interconnect area (cm2 )
V+ and V- are the positive and negative average panel voltage (volts) (relative

to plasma potential), and

Ee and E i are the electron and ion energies (eV)

The relationships were iterated until the electron coupling current was approxi-

mately equal to the ion current. The results are shown in Figure 16 along with

the stated measured values. The agreement is reasonable. The agreement

obtained here may be fortuitous in view of the many approximations made. If the

behavior of high voltage solar array systems is to be understood, then it Is
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Figure 16. Comparison of Measured and Predicted Plasma Coupling Currents
for Nine Series-Connected Solar Panel Segments Exposed to a Solar Simulator
in a Plasma Environment

mandatory that a well-conceived, complete set of experiments be conducted.
These experiments must include bias voltage tests and self-g~nerated voltage
tests with the capability of achieving positive voltages above the snap-over condi-
tion. This would answer questions on the negative voltage breakdown phenomena

as well.

5. APPLICATION TO SPAC E POWER SYSTEMS

To illustrate the impact of plasma interactions on a high voltage large space

power system, consider a 100 kw generator, made up of 10 modules of 10 kw
each, operating in a 400 ki, near-equatorial orbit (see Figure 17). It is assumed
that the modules are connected electrically in parallel to avoid a single point
failure that could occur with a series connection. Each of the modules is assumed
to operate at a load voltage, VL. and a load current, 1L. The 100 kw power
output of the system would then be available to the using system att a voltage, VL,
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Figure 17. Arrangement of a Model 100 kW Solar Array Space Power System

and current. 10 (IL). Furthermore, each of the modules is assumed to be built

up from ten 1-kW solar array blocks connected in series. Each block would then

generate a current IL at an average voltage of 0. 1 (VL). Relative to the space

plasma potential, approximately one block would be at a positive potential while

the other nine would be negative (see Figure 17). The plasma environmental

parameters for the 400 km orbit are given in Table 1. 18 The implications that

could arise from the environment measurements made on the third shuttle flight

will be discussed later in this section.

The plasma coupling or drainage current can be computed for the 10 kw

module operating at an average load voltage of 500 V and producing a load current

of 20 A. Each block would generate 1 kW of power at an average voltage of 50 V.

The relationships derived in the previous section are used to compute the positive

and negative coupling currents for this module, which is assumed to be typical

for the system. The results are summarized in Table 2. These results indicate

that the currents do not balance and that another iteration should be made. But

the average loss, on the order of 15 mA, represents a possible power loss of

about 0. 1 percent. This is such a negligible loss that refining the computations

is considered to be a waste of time. This is true only when the positive voltage

stays below snapover conditions (that is, less than 100 V).

What is of concern is that the blocks that are at negative voltages relative to

the space plasma potential approach the breakdown threshold. This can have more

serious consequences than the coupling current losses; a block discharging to
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Table 1. Environment at 400 km Orbit

Plasma Characteristics:

Electrons: n z 2X10 11 /m 3

E = 0.22 eV

Ions (0+6 ): n = 2X 10 1 1 /m 3

E i a 0.09 eV

Spacecraft Orbital Velocity: 77 km/sec

Plasma Current Densities:

Isotropic - Electron: jeo 2.4 X 10 - 3 A/m 2

Ion: Jio 9.4 X 106 A/m 2

Ram - Ion: Jio 2.6 X 10 A/m 2

Table 2. Summary of Plasma Coupling Currents for a Module

Av. Potential
Block (Rel. Space) Plasma Coupling Current

No. V) (mA)

1 + 50 -10.
2 0 - 0.4) -10.4 mA

3 - 50 + 0.6
4 -100 + 1.1

5 -150 + 1.7

6 -200 + 2.3
7 -250 + 2.8 +20.4mA

8 -300 + 3.4

9 -350 + 4.0
10 -400 + 4.5,

Assumed Operating Conditions:

Module: Vop 500V _Ip20 A

Block: Vopa50V I 1,20A

10op
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space can disrupt the whole power system output. Based on discharge pictures
obtained in ground tests on small, biased solar array segments, 16, 18 it appears
that the whole segment area is not involved in a given discharge. Hence, it
appears that only a finite area of a large solar array could be involved in any

single discharge. The location of this finite area within the power system 1 kW
block then becomes critical to evaluating the effect of discharges on system
performance. If discharges occur in such a location that there are parallel paths

within the block that will allow the module to continue to be a powe " generator,

then one could expeot a ripple impressed on the dc voltage (see Figure 18). Since

the breakdown threshold is not an absolute value and since there are ten modules

in this power system, there should be considerable randomness in the breakdowns

and the resulting overall ripple.

t
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Figure 18. Effects of Discharges or Breakdowns on a Model 100 kW Solar
Array Space Power System

The worst case would occur when the discharge occurs in the series portion

of the block. If the output of a whole block is involved, then the module output

will also have a transient behavior since all blocks are in series. The cycle

could be relatively long (on the order of seconds) causing the system output to

approach zero volts, temporarily shutting off the array (see Figure 18). The

randomness would be caused by the breakdowns in each module and by the, as
yet unknown, lifetime influence on breakdown thresholds. In essence this would
be analogous to a dead cell in a battery causing the whole module voltage to

collapse and then try to build up again. Such a power system would be worthless.

101

t j i 71



Abe data obtained on environmental measurements on the third shuttle

flight20, 2 compound the difficulties imposed by possible plasma interactions.

It has been found that the plasma environment around the shuttle in sunlight is
approximately 10 times more dense than previous measurements would indicate,
due to photoemission from the surfaces. Furthermore, this dense environment

seemed to stay with the shuttle, for at least the 8 days of the mission. If this
phenomenon holds true for all altitudes and for extended periods of time, then the
plasma surroundiig the large power system could also be more dense than previ-

ously considered. A factor of 10 increase in plasma density would increase the
coupling current losses to about 1 percent, which may still be unimportant. The
discharge threshold would be reduced significantly by such an increase and more
blocks would be involved in discharge transients. This is a much more serious

interaction problem.
The above considerations apply to cases where the environment is assumed

to be isotropic. Such conditions do not always exist in low Earth orbits and there
can be significant change during the orbit (see Figure 19). At certain times, the

active area of the array faces into the orbital velocity direction ("ram"). Under
such condition the ion currents are increased (ram velocity is larger than ion
thermal velocities), causing the array to float more positive relative to the space
plasma potential. This will increase the coupling currents and reduce the dis-
charge tendency. When the active area faces away from the orbital velocity

direction ("wake"), there is a deficiency of ions and the system will float more

negative, increasing the discharge probability. Finally, the system will enter

eclipse each orbit. This eclipse is long enough to allow the array to cool down

significantly. Upon re-entry to sunlight, the cold solar array system would

generate higher than normal (up to twice) voltage until the temperature returns
to normal, enhancing the likelihood of discharge. Unfortunately, the system
would be entering the ram condition upon leaving eclipse, so for a short period of
time, both power losses and discharges could be a concern.

The conditions described above apply to a large space power system operating

in a 400 kIn, near-equatorial orbit. If the system were placed at a lower altitude
(for example, 300 kin), then the plasma density would be higher, which would increase
the coupling losses and probability of discharge. At a higher altitude, high energy
particle damage to solar arrays must be considered. Operating in a polar orbit

20. Banks, P. M., Williamson, P. R., and Raitt, W. J. (1983) Results from the
charged particle beam experiments on the space shuttle, AIAA Paper
83-0307.

21. Shawhan, S.D.. Anderson, R.R., D'Angelo, N., Frank, L.A., Gurnett,
D. A., Murphy, G.B., Owens, H.D., Reasoner, D., Stone, N., Brinton,
H., and Fortna, D. (1983) Beam-plasma interactions and orbiter environ-
ment measurements with PDP on STS-3, AIAA Paper 83-0308.
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Figure 19. Variation of the Voltage Output of the Model 100 kW Solar Array Space
Power System During a Low-Latitude Orbit Revolution

environment brings in a variable plasma environment along with possible auroral

electron flux interactions. In spite of all this, a plasma environment is not

prohibitive to operations of space power systems, provided the possible interac-

tions are considered and accounted for in system designs. 'Me alternative of

lower system design voltage operations to not necessarily safe, nor conducive to

power system growth.

To answer a few questions. I will say that there is an add-on Power Extension

Package (PEP) solar panel system proposed for the shuttle. The PEP array has

been tested by Lockheed and NASA/Johnson in the Johnson Chamber. Some of

the data in the Johnson chamber indicate instabilities between 100 and 200 V in

their data collection. So. they are being driven down to lower and lower voltages.

I think Johnson's original intention was to operate at something like 50 or 60
f V. It's a 25-kW package. They would. of course, love to get it up higher. The
~solar electric propulsion people were talking about 200-V systems, and that would

i probably be the highest voltage you can find anywhere.
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6. CONCLUDING REMARKS

Future plans for NASA missions call for large space platforms operating in
low Earth orbits. These platforms require large space power systems capable

of generating up to a few hundred kilowatts of power. At these levels, the
operating voltage must be increased above those values commonly used in today's

power systems. However, the increased voltage can result in interactions with

the space plasma environment that can influence the operating characteristics of

, the power system.
Tests in ground simulation facilities in which small solar array segments

were biased to positive and negative voltages in a plasma enviionment have shown

that interactions can be detrimental. When positive voltages are applied, electron
currents can be collected that become proportional to the panel area at voltages

greater than + 100 V. Under negative bias voltages, arcing, or breakdown, can

occur. This arcing threshold depends upon the plasma density and can be as low

as -300 V in a simulated 300 km orbit plasma environment. Relatively few tests
have been conducted in which an array capable of generating high voltages was
operated in a plasma environment under solar simulation conditions. One such

test of a nine-block, 13, 600 cm 2 array has shown that the array would float
electrically such that one block would have an average positive voltage that would

be 10 percent of the overall voltage, with the other eight blocks progressively
more negative. Tis test indicated that array behavior could be approximated by
considering the interaction with separate blocks at an average voltage.

This approach was applied to a 10 kW array that was considered to be part of

a 100 kW space power system operating at 500 V. Ten 10-kW arrays, each in
parallel, made up this system. It was found that, under normal quiescent condi-

tions, the power drain due to the electron coupling current would be negligible.
However, the arcing in the negative voltage regions could seriously disrupt the

system operations by either introducing a ripple on the output or terminating

operations depending on the severity and location of the breakdowns. The orbital

variations ranging through ram, wake and eclipse conditions generally tend to

make the situation worse. Finally, the evidence from early shuttle experiments

that indicates that large space structures could create their own plasma environ-

ment tends to make plasma interactions even more critical.
For the past 12 years the advantages and disadvantages of large space power

system operations at elevated bus design voltages have been argued and discussed.
There are obvious advantages to the use of high design voltage in space and the

possible hazard of such operations with standard array technology has been dem-

onstrated. These interactions are not insurmountable, but can be overcome
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given adequate understanding of the phenomena. What is needed is a systematic

investigation to determine why discharges occur and how to prevent them. This

would require test programs involving large arrays with self-generated voltages

and a flight experiment to prove that all the interactions can be minimized.
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5. Space Shuttle Charging Results

by

V','. J. Raitt, CASS, UMC 34

Utah State University
Logan, Utah 84322

1. INTRODUCTION

The vehicle charging and potential experiment (VCAP) was accepted by NASA

as part of the OSS-1 payload to be flown on a test flight of the space shuttle. The

VCAP eventually flew on the third shuttle flight at the end of March, 1982. This

shuttle flight, designated STS-3, flew a circular orbit with an inclination of 37,7 -  L. 1b

an altitude of 250 kin, and an orbital plane approximately dawn/dusk.

The VCAP experiment consisted of four plasma diagnostic instruments, two

of which were duplicated, a fast pulse electron generator (FPEG) and a digital

control and interface unit. -Thermal plasimeia remnents to establish vehicle Q

potentiN1 and the properties of the thermal plasma environment of the orbiter were

made by a spherical retarding potential analyzer (SRPA) and a Langmuir probe

for ions and electrons respectively. Return currents to the orbiter were meas-

ured by two current probes and vehicle potential changes by two charge probes..

The charge and current probes (CCP1 and CCP2) were physically one unit, and

two of these units were flown with the greatest spatial separation possible on an
ESA shuttle pallet. The FPEG emitted electrons with beam currents of either
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50 mA or 100 mA at a beam energy of 1 keV, and a beam divergence of approxi-

F mately 50. The instrument was mounted on the port side of the pallet and oriented

to emit electrons parallel to the orbiter z-axis (that is, straight out of the bay).

An important feature of the FPEG is its ability to switch the electron beam on and

ra off in a time of about 100 nsec resulting in the capability of pulsing the beam
from essentially a dc emission to frequencies of hundreds of kilohertz. The

DCIU provided an interface to the OSS-1 command and data handling system, and

also included three microprocessors to control and monitor instrument behavior.

The location of the VCAP units on the shuttle pallet is shown in Figure 1.
2 The prime objective of the VCAP experiment was to study the electrical

charging of the orbiter under conditions of passive orbiting, and under conditions

of active charge emission by an electron generator. These measurements were

ram vector, solar direction, varying ambient plasma density, and sunlit/darkness

conditions. In order to better understand the mechanisms of vehicle charging,

experiments were also made on the interaction of the beam with its environment.

Experiments t. measure wave and particle fields around the beam were made in

collaboration with the University of Iowa plasma diagnostics package experiment.
Visual imaging of the beam was performed using low light TV and optical
photography. ---

2. FLIGHT OPERATIONS

The STS-3 flight was an orbiter test flight primarily designed to study the

thermal properties of orbiter systems. Therefore, we had little control of

vehicle attitude, an important parameter because of the guiding of the FPEG

electrons by the geomagnetic field. Thus, in general, for pitch angles less than

about 450 the beam would impact either part of the vehicle or part of the payload,

while for smaller pitch angles the beam could escape from the vehicle.

The prime vehicle attitude was nose-sun, which was held for about 80 h.

Since the thermal test put no constraint on the other two axes, we were able to

have a roll at twice the orbital rate initiated, phased so that the z-axis was paral-

lel to the earth's axis at the ascending and descending nodes of the orbit. This

resulted in the minimum pitch angle at all orbital positions consistent with the

thermal requirement to maintain the nose of the orbiter pointing towards the sun.

The plasma diagnostic instruments were left on for the entire flight to accu-

mulate passive charging results. The FPEG was activated to perform a 5-min

charge and capacitance sequence and a 5-min wave stimulation sequence about 50

times during the flight to accumulate measurements over a wide variety of vehicle
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Figure 1. Diagram of OSS-1 Pallet Showing the Locations of VCAP Instruments.The cluster of instruments at the right consists of the FPEG, CCP1 and the
Digital Control and Interface Unit. CCP2 is in the far left corner and the SRPA
at the left front of the pallet

attitudes and locations. There were four periods when the crew activated the
FPEG to provide a stimulus for the PDP beam search activities. In addition to
these pre-planned activities, the ground system was sufficiently flexible to enable
numerous real-time FPEG activities to be scheduled into the flight operations.
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3. PASSIVE CHARGING OBSERVATIONS

It was not clear at which equilibrium voltage relative to the ionosphere the
space shuttle would settle because of the large area of the vehicle covered by
insulating material and the limited, localized area of conducting surface of the
main engine nozzles. Furthermore, the electrical properties of the surfaces of
the engine nozzles were indeterminate since the engines had been used to achieve

orbit. The localization of the clean e;.ea was expected to have an effect on the
passive electrical potential through the possibility of the engines being in the
wake when the shuttle orbited in "airplane mode" and the generation of electrical
potentials between the engines and various parts of the structure through V X B
induced- electric fields.

We have analyzed the variation of vehicle potential for two standard attitudes
using the Langmuir probe current-voltage characteristics. In both nose-sun and

tail-sun, the vehicle potential at the location of the probe varies between about
-1.5 V and -3 V relative to the ambient plasma. In both cases it was not possible
to get complete orbital coverage because of deep wake effects seen as the Langmuir
probe goes into the wake of parts of the orbiter structure. In addition, nose-sun
was a prime time for FPEG operations and measurements were disturbed by
electron emission at intervals of the order of one hour. Because the Langmuir
probe has a limited sweep range, the potential during passive orbiting could
exceed the measured extreme of 3 V negative. However, studies of the probe

characteristics show that the difference between the real and measured extreme

is not likely to exceed 0. 5 V.

In both attitudes we see a regular fluctuation of vehicle potential at the
orbital period. This is thought to be due to variation in the electrical potential
difference (V X B) • L, where L is the ,ector between the Langmuir probe and
the engine nozzles. Calculations of this quantity do show qualitative agreement
with the observed measured vehicle potential variations. The variation of the
vehicle potential for 3 h of the tail-sun attitude is shown in Figure 2A, and the
variation of (V_ X B) . L is shown in Figure 2B. Exact agreement is not expected
because of the influence of other factors on vehicle potential, such as ram
direction, day/night and solar vector direction.

On the STS-3 flight it was not possible to investigate the effect of having the
engine nozzles directly in the vehicle wake because of the restricted attitudes
available on the flight.

In summary, we do not see excessive excursions of vehicle potential for
passive orbiting at latitudes below 370 and 250 km altitude. The X X B_ induced
electric field is significant and could cause potential fluctuations as much as
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+ 8 elative to the engine nozzles and therefore to the ambient plasma, at loca-

tions near the forward end of the payload bay.

4L ACTIVE CHARGING OBSERVATIONS

The routine vehicle charging observations were obtained by executing a pre-

programmed sequence of FPEG operations which included electron emissions to

study both capacitative charging of the shuttle and steady state current balance.

This report will only address some observations of the latter effect. The FPEG

charge and capacitance sequences were timed to coincide with different orbital

conditions, for example, day/night, high latitude/low latitude. Because of our

limited control of vehicle attitude, the pitch angle of the electron beam is not
always low enough for the beam to escape from the vehicle. The general rule

for the nose-sun attitude was that at extreme latitudes in the northern and southern

hemispheres, the pitch angle was near 900, while at low latitudes the pitch angle
was generally less than 450 . Since all orbiter roll rates were integrally related

to the orbital period, the variation of attitude around the orbit remained the same
from orbit to orbit for given primary attitudes.

The steady state charging measurements were obtained from 52-sec beam

pulses which formed part of the charge and capacitance sequence referred to

earlier. Data have been studied from the charge probes (QD1 and QD2) and the

return current probes (CD1 and CD2). Six such data sequences were studied,

two near midday, one near midnight, two near dusk, and one near dawn. The
dawn and dusk data correspond to low electron beam pitch angles while the midday/

midnight data correspond to electron beam pitch angles near 90 ° .
When the pitch angle is low and the beam can escape from the vehicle there

is clearly a large difference in charging between day and night. For a morning

case (L. T. = 06:00) shown in Figure 3, the vehicle charges to only about +8 V,

while for an evening case (L. T. x 19:10) shown in Figure 4, when it is dark the

vehicle charging exceeds the +40 V limit of the high sensitivity range of the charge

probe. The signals from the current probes are very sensitive to wake effects.

The positions of the orbiter and the ram and geomagnetic field vectors are shown

schematically in the figures. The actual pitch (P) and azimuth (A) angles in the

coordinate system indicated are also shown on the figures.

In the three cases when the pitch angle was near 900, and the beam would

have hit the vehicle, very little charging is seen during daytime cases; but at

night, even under these circumstances, the charge and current probes indicate

that the vehicle charges up to about +40 V. The time history of the nighttime
j 0charging for 90 pitch angles is quite different; a slow charging is seen with a
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Figure 3. Plots of the CCP1 and CCP2 Outputs for Part of a Charge/Capacitance
FPEG Sequence for a Condition of Low Pitch Angle and Sunlit Orbit. The top panel
shows sketches of the geomagnetic field (B) and ram (H_) vectors relative to theshuttle, the actual pitch and azimuth angles are listed below the sketches. The* center panel is a plot of the outputs of charge probes 1 & 2. The scale covers the
range of -8V to +40V potential difference across the probe dielectric material.
The lower panel shows the output of the return current probes 1 & 2 for the same
time as the charge probe data. The duration of the 52-sec beam is shown on the
figure. The fluctuation in the charge probe signals after about 26 sec are due to
changes in the bias. on probes. The start time of the data plots is given in the
upper panel as DD/HH:MM:SS GMT. The tic marks on the horizontal axes are at
1-sec intervals

time constant of tens of seconds. It is possible that this results from a charge
build-up on part of the vehicle tiled surface or on the charge probe dielectric
that are being impacted by the electron beam. These cases are shown in Figures

, " 5, 6, and 7, respectively.
: J ,In summary, there is clearly substantial charging of the vehicle at night

:%1

~beyond +40 V when the beam can escape impact with the vehicle. We have not
seen a strong ram angle effect on vehice charging in this data set, however if,
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Figure 4. Plots of CCP1 and CCP2 Outputs for Part of a Charge/Capacitance
FPEG Sequence for a Condition of Low Pitch Angle and Dark Orbit. The for-
mat of the plot is the same as Figure 3

as the passive observations suggest, the engine nozzles collect the return current,

we have not yet seen any attitudes to preclude this.

The reasons for the much increased night-time charging are not clear since

the ambient ionospheric density does not show more than a factor of 10 change

between night and day. There is some evidence from the SRPA data that the

orbiter may be generating its own plasma cloud by photo-ionization of outgassing

material during the day and disappearing at night when the photo-ionization

ceases. The mechanism to cause the plasma to move with the vehicle is not

obvious, however, even if the locally generated plasma does not move with the

vehicle and is tied to the geomagnetic field lines once it is generated, it could

still be collected by the orbiter as it moves through the newly generated plasma.

At this stage of the data analysis it is not possible to do more than suggest the

possibility of this phenomenon. Further work on the rate of production of local
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Figure 5. Plots of CCPI and CCP2 Outputs for Part of Charge/ Capacitance
FPEG Sequence for a Condition of Near 900 Pitch Angle at Local Noon. The

format of the plot is the same as Figure 3

• . plasma, its dynamic behavior and the interpretation of the SRPA data needs to be

done before a more definite statement can be made.

The effects of beam emission are more complex, involving effects of geo-

magnetic field and ram vector orientation. However, there does seem to be

little charging during the daytime when a 100 mA, I keV beam is emitted to

escape from the vehicle. At night there is generally more charging of the vehicle

to electric potentials greater than +40 V relative to the surroundings if it is

assumed that the surface of the charge probe does not become charged to a

significantly different potential from the ambient plasma.
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Figure 6. Plots of CCPI and CCP2 Outputs for Part of a Charge/Capacitance
FPEG Sequence for a Condition of Near 900 Pitch Angle at Local Noon Showing
a High Degree of Repeatability With the Data Shown in Figure 5. The format
of the plot is the same as Figure 3
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Figure 7. Plots of CCPlI and 00P2 Outputs for Part of a Charge/ CapacitancePPEG Sequence for a Condition of Near 900 Pitch Angle and Local Midnight.
The format of the plot is the same as Figure 3
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5. CONCLUSION

The results in this report represent the analysis of a small amount of the

OSS-I/VCAP data available. This limited study has, however, been beneficial

In guiding our future studies of vehicle charging and the associated beam plasma

I and vehicle plasma environment studies that play an important part in deter-

mining the vehicle charge balance. The data so far studied show that for the

STS-3 orbit there is no anomalous vehicle charging during passive orbiting, but

the effects of V X B induced electric fields can be seen.
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6. STS-3/OSS-1 Plasma Diagnostics Package
(PDP) Measurements of Orbiter-Generated

Y X I Potentials and Electrostatic Noise
by

S. D. Shawhan
G. B. Murphy

Department of Physics and Astronomy
The University of Iowa

Iowa City, Iowa 52242

The')' Plasma Diagnostics Package (PDP) was flown as part of the OSS-1 pallet

on the Space Shuttle flight STS-3 in March 1982. During this eight-day mission,

the PDP was operated in its pallet position and on the Remote Manipulator System.

PDP measurements included dc electric and magnetic fields; ac magnetic

fields to 100 kHz; ac electric fields to 800 MHz and at S-band; energetic ions and

electrons from 2. 5 eV to 50 keV; total electron flux; the ion mass spectrum,

energy distribution, and streaming direction; the electron density and tempera.-

ture, and the neutral pressure. A detailed list of the measurement parameters

is shown in Table 1.
The STS-3 attitude was chos n to meet the thermal flight test objectives. It

was discovered that charging char cteristis and the intensity of observed elec-

trostatic noise, both of which are d cussed below, were Orbiter-attitude depend-

ent. Figure 1 illustrates the approx mate geometry of the nose-to-sun twice-

orbital rate roll attitude--the conditi n under which the following observations'

were made.

. . . . _ . . . i n U L N11 9.



Table 1. OSS-l PDP Instrumentation and Measurements

Low Energy Proton and ElectrQn Differential Energy Analyzer (LEPEDEA)
- Nonthermal electron and ion energy spectra and pitch angle distribu-

tions for particle energies between 2 eV and 50 keV

e AC Magnetic Wave Search Coil Sensor

- Magnetic fields with a frequency range of 10 Hz to 30 kHz

* Total Energetic Electron Fluxmeter

- Electron flux 109-1014 electrons/cm2 sec

* AC Electric and Electrostatic Wave Analyzers

- Electric fields with a frequency range of 10 Hz to 1 GHz

• DC Electrostatic Double Probe With Spherical Sens6rs
- Electric fields in one axis from 2 mV/m to 2 V/m

* DC Triaxial Fluxgate Magnetometer
- Magnetic fields from 12 milligauss to 1. 5 gauss

* Langmuir Probe
- Thermal electron densities between 104 and 107 cm- 3

- Density irregularities with 10-m to 10-km scale size

* Retarding Potential Analyzer/Differential Velocity Probe
- Ion number density from 102 to 107 cm- 3

- Energy distribution function below 16 eV

- Directed ion velocities up to 15 km/sec

• Ion Mass Spectrometer
- Mass ranges of 1 to 64 atomic mass units

- Ion densities from 20 to 2 X 107 ions cm "3

• Pressure Gauge

- Ambient pressure from 10 - 3 to 10- 7 torr

1
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STS-3 ORBIT ATTITUOE
MARCH 24, 1982
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NOSE TO SUN 2x ORB RATE ROLL

Figure 1. Approximate Geometrvy of the
Nose-to-Sun Roll Attitude

The PDP measured the common-mode potential betwcen two spherical probes

mounted on 0. 5-m booms and Orbiter ground. This potential difference is

consistent with the motional potential Y X4 B • j!, where L is the distance between

the Orbiter conducting engine fairings and the PDP on the pallet or on the RMS.
On STS-3, the most positive potential was - 4 V near sunset with the PDP in the

velocity wake direction; the most negative potential was - 3 V near sunrise with

the PDP in the velocity ram direction. Figure 2 shows a comparison between

this measured potential and a crude Y X B • L model as de- :ribed in the caption.

Firing the 1 kV 100 mA electron gun*, significantly enhances spacecraft positive

potential to levels beyond the instrumentation range (> 8V). Preliminary indica-

tions are that thruster firings also enhance the Orbiter potential.

*Additional measurementp indicate, however, that at a time when the PDP

electric field sensors may indicate fairly low V X ]l • potentials (close to zero

V), the PDP electron energy analyzer indicates a significant flux of 10 to 30 eV

electrons. These energized electrons are also orbit-periodic and seem to depend

on the Orbiter's attitude. These particle detectors may be the only way of accu-

rately measuring the potential of the Orbiter and its sheatlwith respect to the

ambient plasma.
*The FPEG was designed and built by Dr. John Raitt of Utah State University apd

Dr. Peter Banks of Stanford University.
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Figure 2. Potential as Measured by the PDP (light line) vs V X B
L Model (heavy line). B is modeled as a simple dipole; V is

modeled from the Figure 1 orbit geometry and L is the vector from
the SME farings to the PDP. The model is offset upward by 2 V
for easier comparison. Note relative amplitude and periodicity
agree well but detailed structure does not. The large excursions
in the data can always be associated with FPEG operation or thrust-
er firings

Ac electric fields from 30 Hz to 178 kHz are also observed and vary by 70

dB over an orbit with field strengths up to 0. 1 V/m at the spectral peak of - 0. 3

kHz with the PDP in the velocity ram direction. Figure 3 shows the relevant

geometry and samples of the data. At thruster firing periods, the higher fre-

quencies in the 103 to 105 k1Iz range are significantly attentuated, whereas the

o101 to 103 range is enhanced; when the payload bay doors were closed, the elec-

tric field noise was attentuated to receiver noise levels at all frequencies. It is

thought that this electrostatic noise is generated in the Orbiter wake at frequencies

near the ion plasma frequency (- 50 kHz) and below in the ion acoustic mode. The

highest frequencies - 200 kHz are Doppler-shifted short wavelengths (- 0. 1 m);

the lowest frequencies are probably characteristic of several thermal ion Larmor

radii (- tens of meters). In the ram direction, a]l f, 4,quencies can reach the

PDP. In the wake orientation, the high frequencies may be attenuated across

the wake region so that only the longer wavelength lower frequencies are detected.
With thruster firings, the ion density may be significantly lower. which lowers

the ion plasma frequency and thus lowers the upper Doppler-shifted frequency.

This electrostatic noise generation may cause significant drag on large space

structures.

Work in progress includes a detailed look at correlation between short-term

potential variations and thruster firings, evaluation of more data from the particle

analyzer and correlation of results with the FPEG/VCAP experiment. The PDP

will fly again on Spacelab-2 (November 1984 launch) and a number of experiments

are being designed to investigate further the phenomena discovered on this

mission.
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7. Electron Beam Experiments
and Other Observations from STS-3

by

P. M. Banks
Space, Telecommunications, and Radioscience Laboratory

Stanford University
Stanford, Calif. 94305

1. INTRODUCTION

).-,The Vehicle Charging and Potential Experiment (VCAP) experiment was one

of six major experiments flown on the OSS-l pallet aboard STS-3 in March, 1982.
The VCAP flight objectives were both scientific and technological and included

studies of natural electrical charging of the Orbiter, the effects of artificial
electron beam emissions on the Orbiter electrical characteristics, and measure-Jments of plasma phenomena. To determine plasma conditions, wave phenomena

associated with pulsed and dc electron beam operations, the nature of the plasma

environment within the payload bay, the feasibility of making ionospheric meae-
urements from the Orbiter, and the characteristics of vehicle return currents to

different parts of the Orbiter were measured.

The results of observations of vehicle charg g phenomena are described in
greater detail in a paper by Prof. W. J. Raitt. In t s paper, we give primary

emphasis to the electron beam experiments as deduc froma optical observations
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made with the aid of onboard photographic and TV cameras. In addition, a few

results of measurements from the University of Iowa Plasma Diagnostics Package

(PDP) are discussed.

The electron beam experiments aboard STS-3 were made using the VCAP

Fast Pulse Electron Generator (FPEG) described in W. J. Raitt's paper. In the

course of the STS-3 flight, many different emission sequences were undertaken

at a variety of pitch angles and with Many different plasma environmehtal

conditions.

For the results discussed here, FPEG was operated by the STS-3 crew

(Col. J. Lousma, Col. G. Fullerton) from an aft flight deck control panel. Since

maximum electron beam luminosity was desired for the optical observations of

beam propagation characteristics, a 100 mA beam current was used in each of

four observing sessions undertaken when the vehicle was in total darkness. In

these sessions successive 1-min FPEG firings were initiated by the crew. Both

black and white and color photographs, as well as TV recordings, were made

during each session. Further information about these. observations is given in

Banks, et al. 1

Diagnostic information about plasma waves, electron and ion energy spectra,

electric fields, ion composition, and vehicle charging was available from the

PDP during three of the four optical recording sessions. In two instances the

PDP was deployed away from the payload bay using the STS remote manipulator

arm. In one case, plasma observations were made with the PDP located in its

normal latched position on the OSS-1 pallet in the payload bay.

2. RESULTS

Both photographic and TV recordings of the FPEG electron beam proved

successful, even though the atmospheric pressure at flight altitude (240 kin) was

substantially lower than in laboratory measurements conducted prior to flight

with similar instruments. The recordings show that the electron beam exits

FPEG as a narrow, bright column with little evidence for beam divergence in the

first 0. 5 m. Figure 1 shows this beam as detected with an onboard STS-3 low

light level TV. In this figure the beam is seen to the right of a triangular S-band

antenna that is directly illuminated by the FPEG filament. The trajectory of the

beam at this time is directed up and towards the rear of the vehicle with impact

upon the rear of the port engine pod. The magnetic field deduced from other

1. Banks, P.M., Williamson, P.R., and Raltt, W. J. (1982) Observations of
vehicle glow on STS-3 (submitted to Geophys. Res. Lett.).
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Figure 1. View of the FPEG Electron Beam During
the Flight of the OSS-I Pallet on STS-3. Stars and
vehicle glow are visible in the background. General
illumination in the payload bay arises from the FPEG
filament. The bright object next to the beam is an
S-band antenna also lit by the filament. The beam
itself has a bright vertical core that rapidly diffuses
above the height of the antenna

information agrees with this behavior. It is directed almost exactly transverse

to the Orbiter in the vehicle horizontal plane.

A different view of the electron beam a few minutes prior to the results of

Figure 1 is given in Figure 2, taken from the portside aft TV camera looking

towards the cabin. In this case the beam can be seen to a greater distance. The

white object seen in the left background is the remote manipulator arm, illumi-

nated by the FPEG filament light.
Two separate electron beam effects are apparent in the two figures. First,

bending of the beam occurs as a result of the geomagnetic Lorentz force. Since

the Orbiter attitude varied substantially during each observing session, the beam

wandered considerably, yielding a variety of results on the PDP and optical

records. In fact, in some pitch angle orientations there is clear evidence for

the impact of the electron beam on the surfaces of the Orbiter lying aft of the

OSS-1 pallet. One series of video images, for example, shows a well-defined

intersection of the beam with the Orbiter's vertical stabilizer. As time passes,

( the direction of the geomagnetic field with respect to the Orbiter changes and the

beam-induced luminosity moves across the port side of the vertical stabilizer

and eventually impacts the port engine pod. This latter situation is illustrated by
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Figure 2. View of the FPEG Electron Beam as Seen
From an Aft TV Camera. The S-band antenna Is in
the foreground, while-the vertically erected remote
manipulator arm is seen to the left center. The beam
trajectory is such as to bring the electrons in a heli-
cal path towards the camera. Considerable beam
divergence seems to be present, but the location of
the camera may overemphasize this effect

Figure 3, taken during a period when the earth's airglow could be seen in the
background. At this time the electron beam was bent so that a full impact
occurred on the port engine pod, yielding a luminescence that competes in
intensity with the previously mentioned vehicle glow. This observation, together
with the tail intersection results, leads to the conclusion that the FPEG electron
beam is not a simple helix emanating from FPEG, but rather appears to be a
cylindrical shell of electrons having a radius approximately equal to the electron
gyroradius for the pitch angles involved. Such a behavior implies considerable
scattering of the primary electron beam and the presence of a confining electro-
stcttic potential well around the beam volume defined roughly by the circumscribing

helical trajectory set by classical single particle motion.

The second important feature of the electron beam images is the extent to
which there appears to be extensive divergence. From two different TV camera( positions (Figures 1 and 2) it seems that the beam opens out much more rapidly

than is accounted for by the 5 0 intrinsic beam geometry. This may be due to an
internal electrostatic effect whereby the electron beam is neutralized by expanding
to a larger radius whose size is set by the requirement that the density of beam
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Figure 3. General View of the STS-3 Payload
Bay at Nighttime. The broad light seen at the
lower center and upper right of the figure
arises from internal reflection within the
spacecraft. The earth's airglow layer at about
100-km altitude is well resolved, as are indi-
vidual stars. Vehicle glow occurs on the upper
portion of the tail, while the FPEG filament il-
luminates most of the payload bay. The bright
light seen on the aft bulkhead and the port en-
gine pod is caused by the FPEG electron beam
impacting the vehicle. It is suggested that a
similar brightening of the vehicle surface may
occur in regions of sufficiently intense auroral
precipitation

electrons be equal to or less than the ambient ion density. Since the ion density

at night is low, we expect that substantial beam expansion may be present. In

addition, since the ambient density of ions in the payload bay is very sensitive to

the vehicle ram angle, it is possible that the beam spreading may depend upon

the vehicle attitude. Studies of this effect will be undertaken in the near future.

Studies of the TV images reveals no variations or fluctuations within the

electron beam within the time scale set by the individual 30-Hz TV framing rate.
During one session a water dump took place, and there was an expectation that

the beam image would be intensified or show some features associated with ice

crystals. Examination of the TV data at this time, however, shows no particular

effects which can be connected to this event.
Observations of plasma phenomena during the dc electron beam operations

show many different effects similar to those seen in laboratory experiments. Of
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particular interest is the effect electron beam impact on the Orbiter surfaces has

upon the PDP measurements of the electron and ion energy spectra. At times

when no impact occurs and the beam propagates away from the vehicle, the PDP

sees a full electron energy spectrum extending from low energies up to the FPEG
maximum energy of 1 keV. In addition, there is a characteristic energization of

ions, giving a substantial flux of ions with energies extending from 5 to 25 eV.
Intense electroatatic waves are also measured at the same time.

When the beam impacts the vehicle surfaces, substantial distortion of the

electron energy spectrum is noted and the hot ions go away altogether. This

result indicates that the energization of the ionm is a sensitive feature of the beam
formation and may be associated with the beam structure.

Other features of interest in the TV and photographic images include the

frequent firing of Reaction Control System (RCS) jets and the glow of vehicle

surfaces originating from an unknown vehicle-surface interaction. The RCS
events appear as the rapid expansion of a glowing cloud emanating from the jets

involved. From PDP and VCAP measurements, it appears that such clouds are

associated with vehicle charging of a limited scale. Such results imply the pres-

ence of RCS-associated plasma clouds enveloping the vehicle for periods of

several seconds.

The vehicle glow observations give an interesting, and perhaps important.

clue to the way atomic oxygen atoms of the thermosphere interact with a rapidly

moving space vehicle. Based on measurements, it appears that the source lies

in molecular emission from one or more species originating in interaction of the

atmospheric gas with the surface materials of the Orbiter. The excited molecules

emanating from the windward surface have a typical decay time of several milli-

seconds. If this gas flow is related to the flux of impinging atmospheric gas, its

density will be substantially enhanced through accommodation at the vehicle

surface and subsequent re-emission at a temperature much lower than that of the

thermosphere.

As a final note, the TV observattons show that the electron beam was able to

create a broadband optical luminosity on the surface of the Orbiter. Based upon

our knowledge of the FPEG beam current and the surface area over which it had

spread by the time it reached the Orb iter surfaces, it appears possible that the

vehicle may exhibit an appreciable luminosity within regions of auroral precipita-

tion. In a particular sense, Orbiter surfaces offer a new type of viewing screen

for auroral particles. It is not known whether this means of detecting energetic

particles might provide useful scientific information about small scale-features

in auroras.
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3. FUTURE MEASUREMENTS

Both the VCAP and PDP experiments are scheduled to be flown aboard

Spacelab-2 in early 1985. Many of the experiments first tried on STS-3 will be

repeated to gather data in a new regime of environmental conditions. In addition,

because Spacelab-2 will have a higher orbital inclination, it will be possible to

obtain information about the effects of auroral particles upon the potential and

return currents of the Orbiter. In addition, active electron emissions will be

undertaken with the FPEG to assess the extent to which the combination of electron

impact from natural sources can be modified by active electron emission from the

payload bay to achieve electrical control of the vehicle potential.

Another interesting feature of Spacelab-2 will be the release of the PDP.

During this time, special FPEG sequences will be used to assess the character-

istics of the electron beam to greater distances from the Orbiter than was possible

using the RMS on STS-3. It is expected that both electrostatic and electromagnetic

waves will be observed, perhaps providing a measure of the extent to which

pulsed electron beams can generate VLF radio waves in the ionosphere.
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8. Floating Potentials and the Hot Plasma Generated
by an Electron-Beam-Emitting Rocket in the Ionosphere

by

J. R. Winckler
School of Physics and Astronomy

University of Minnesota
Minneapolis, Minn. 55455

:1 "PThis paper summarizes some recent experimental results concerning the

potentials of a large vehicle emitting a powerful electron beam in the ionosphere.

Many such experiments have been conducted in the last decade (see Winckler 1)

and these experiments indicate that if a constant electron beam is emitted in the

ionosphere from a large rocket or other space vehicle, a return current may be

drawn from the ionospheric plasma that will stabilize the potential of the vehicle

in the range of a few tens of volts to perhaps several hundred volts. 4:tjecting an

electron beam of for example, tens of kilovolts and tenths of an ampere of current,

creates a very hot plasma medium near the vehicle, in which electron current

may be drawn freely transverse to the magnetic field as well as parallel to the

magnetic field. It is known that part of this current flows directly to the rocket

body from the very hot turbulent plasma around the rocket and that part of the
current flows from the region around the beam itself as the beam passes out away

from the rocket and creates another very hot plasma region. Positive potentials

1. Winckler, J. R. (1980) The application of artificial electron beams to magneto-
spheric research, Rev. Geophys. Space Phys. 18:659-682.
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are difficult to measure, and retarding potential analyzers, electron energy

spectrometers, and other devices have not so far given convincing values for the

positive excursions of the vehicle during beam ejection. The figures quoted

above are estimates but it seems that very high potentials are not achieved even
with very large currents. The above comments refer to the E and F regions of

the ionosphere. For vehicles at considerably higher altitudes the situation may
be quite different, but there is very little experience there with the potentials of
vehicles ejecting electron beams. It would seem that the best way to measure

vehicle potentials in the positive range while ejecting electron beams would be
with a tethered probe anchored in a distant region away from the vehicle where

the medium is undisturbed. Such experiments are in progress but the results

are not yet available.

In a recent paper, Arnoldy and Winckler 2 examined the potentials of a large
rocket emitting a 40 kV electron beam at approximately. 0. 1 A during the period

just following the turn-off of the electron gun. This situation is particularly

interesting for the problems of the floating potentials of large passive vehicles
because it illustrates the extremes that may be encountered if the vehicle is

immersed in a very hot plasma medium. The Arnoldy and Winckler results

apply to the Echo 3 experiment conducted in April 1974 but are generally appli-
cable to other similar experiments. The detailed analysis given in the above

paper will be summarized briefly here. During the Echo 3 experiment, observa-

tions were made with an energy spectrometer of the positive ions normally
present in the ionosphere. Typical spectra are shown in Figure 1. In the upper

panel before the gun pulse the ion spectrum shows an approximate Maxwellian

form with a sharp lower limit of about 1 V, which reflects the normal negative

1-V floating potential of the passive vehicle. The example shown in the upper
panel is of particular interest because during the energy sweep that passes in

time from left to right a short gun pulse occurred. Following the gun pulse the
ion Maxwellian spectrum was observed with a lower limit at approximately 4 V
showing that the floating potential of the vehicle had quickly dropped to a larger

negative value. After a short time as shown in the lower panel the Maxwellian

spectrum returned to its pre-gun pulse condition with a minimum energy of about
1 eV corresponding to the normal floating potential of the vehicle. These negative
vehicle potentials can be well measuredcby observing the spectrum of positive
ions during rocket flights in the ionosphere. T is has been clearly demonstrated
also by experiments at synchronous orbit (DeForest3 ). The Echo 3 result is well

2. Arnoldy, R. L. , and Winckler, J. R. (1981) The hot plasma environment and
floating potentials of an electron-beam-emitting rocket in the ionosphere,
J. Geophys. Res. 86:575.

3. DeForest, S.E. (1972) Spacecraft charging at synchronous orbit, J. Geophys.
Res. 77:651.
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Figure 1. Atmospheric Ion Spectra in the
Ionosphere (T - 14000 K). Upper panel,
left, normal; right, shifted Maxwellian
after end of gun pulse. Lower panel, nor-
mal, after recovery

documented because the spectrum of the hot plasma electrons was carefully

measured with energy analyzers with the results shown in Figure 2. The spectra

are measured during an after short gun pulses, and we see that during a, gun pulse

an intense hot spectrum exists near the vehicle. The spectrum decays away with a

time constant of about 50 msec due in part to the motion of the rocket away from

the disturbed region and due also to the cooling of the plasma following gun turn-

off. As discussed by Arnoldy and Winckler the spectrum shown for the hot elec-

trons during pulsing can easily provide the required total return current to the

rocket skin of about 0. 1 A. An interesting fact is that in a few milliseconds after

gun turn-off the spectrum dropped very little, which means that the flux reaching

the rocket skin was still approximately the same as during beam emission,

namely about 0. 1 A. This means then that the rocket potential will be driven

negative rapidly and that the incident current must have been balanced by an

electron secondary emision caused by the bombardment of the rocket skin with

the hot thermal spectrufn.
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Figure 2. The Hot Plasma Electron
Spectra During and After Gun Pulse
Injection

A time history of the floating potential of the vehicle is shown in Figure 3.

We see the large positive excursion during the gun pulse and at gun turn-off the

payload potential snaps quickly negative and then recovers to its normal floating

value of about 1 V negative. These results were all obtained with the thermal ion

spectrome'er. An interesting effect occurs at about 10 msec after gun turn-off

provided the electron beam is ejected downward towards the atmosphere. In this

case the electron beam mirrors and scatters and a large intensity is reflected
%back up, passes by the rocket and again produces a temporary heating of the

plapma, which again drives the vehicle potential negative. It is interesting to

speculate as to the mechanism by which the plasma is heated. This may be due

to an inherent collective plasma process such as a beam plasma interaction in

the primary beam or in the return electron current to the vehicle payload. Thus

it is quite surprising that the primary beam after passing downward to the atmos-

phere and returning from a distance of perhaps 150 kn, still has high enough

energy density to produce a hot plasma by collective processes. An alternative
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Figure 3. Floating Potentials of the Echo 3 Rocket
Following Beam Cut-off, Derived From Positive Ion
Measurements. Note the "quick echo" effect for
downward injections

is that the plasma may be heated by collisions. This process may well contribute

at lower altitudes. Nevertheless, the sensitivity of the rocket negative potential

to the presence of fluxes of high energy electrons is clearly demonstrated by

these experiments and confirms the experiences at large distances, for example

at synchronous orbit, where during magnetic substorm activity and during satellite

eclipse negative potentials of up to 10 kV have been observed. 3

In the recent Echo 5 experiment very powerful beams of up to 40 keV energy

and 0. 8 A of electron current were emitted into the ionosphere in the altitude

range of 150 to 250 km. Again it was found that these very large currents were

successfully neutralized by an equally large return current drawn from the

ionosphere, accompanied by a very large plasma heating. The plasma heating

is always accompanied by the emission of characteristic atmospheric spectral

lines particularly close to the skin of the rocket and to a lesser extent in the

region of the beam as it spirals away from the payload. Many of the results of

Echo 5 confirm the findings with Echo 3. In Figure 4 we show the altitude

dependence of the electron intensity at two discrete energies, namely 0. 5 keV

characteristic of the hot plasma and 8 keV characteristic perhaps of beam elec-

trons degraded and scattered back into the detector systems. The Echo 5 results

in Figure 4 show that the altitude dependence of these two components Is corn-

pletely different. The 8 keV electrons decrease with increasing altitude and the

intensity finally levels above 150 km, an effect which is almost certainly due

simply to scattering by the atmosphere. The leveling Pt 150 km is a result of

the emission of gases for the attitude control system, leakage and other sources.
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Figure 4. Altitude Dependence of Two
Components of the Very Hot Plasma Sur-
rounding the Echo 5 Rocket. The 8 keV
electron flux decreases with decreasing
density, and is probably scattered and
degraded beam particles. The 0. 5 keV
electrons increase with decreasing den-
sity as if due to a collective process in
the hot plasma

On the other hand the 0. 5 keV hot plasma electrons actually increase their flux

with altitude very markedly. The detectors saturate at the indicated plateau

value because of the very large beam currents that were used on Echo 5. It

appears that this component of the plasma electrons may well be due to a beam

plasma interaction and that these electrons are generated by a collective process,
for example, by fluctuating electric fields near the rocket or in the beam region

which create enough potential drops to accelerate the ambient electrons to further

ionize the medium and to produce a kind of cascade or discharge. Another sur-

prise with the Echo 5 experiment was the finding of positive ions accelerated
during gun pulsing as shown in Figure 5. Prior to the ejection one sees the

usual spectrum of thermal ions that falls off very rapidly in the neighborhood of

10 eV and has a shape characteristic of the normal ionospheric oxygen and

nitrogen positive ions. During gun pulsing however, a new high energy component

appears with a maximum in the spectrum near 1 keV and furthermore an enhanced
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Figure 5. Ion Spectra Before, During and
After Gun Pulsing. These ions give evi-
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to I kV, and also of atmospheric ion deple-
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following gun turn-off

intensity in the electron volt range near the thermal energy. Just after gun turn-

off the thermal ion flux drops to a very low value, much lower than normal, and

then slowly recovers in a time of several seconds as the rocket drifts through the
ionosphL. i. An investigation is under way to determine the acceleration mechan-

ism for these positive ions during gun pulsing when the vehicle potential is nom-

inally positive. The answer seems to be that in the Echo series the gun is really

not a dc gun but is pulsed by the relatively unfiltered output of the dc-dc con-

verter system. The power drive is a 500-Hz system, which when rectified, gives

a 1-kHz quasi-square wave with a finite rise time and a faster but finite decay

time. Thus, there is a substantial off time in the interstitial region between each

l-msec pulse. The presence of kilovolt ions during beam ejection may mean
that during these brief periods between gun pulses of perhaps 0. 1 msec duration

the payload potential is quickly driven negative by the very hot plasma surrounding

it and the ambient ions are accelerated to the payload in a relatively tight sheath

region of perhaps 1 m in extent. The negative potential of the vehicle probably

- corresponds to the peak in the spectrum seen around 1 kV in Figure 5 but the ion

spectrum also includes a very large thermal flux and behaves in this sense

analogous to the electron thermal flux during beam injection when the payload
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potential is positive. One is impressed by the rapidity with which changes in

payload potential can occur and one supposes that the plasma frequency represents
the upper limit to the speed of change with due consideration to the free space
capacity of the vehicle structure. This may make large changes like those

encountered on Echo 5 of perhaps a kilovolt possible in some tens of microseconds.

The Echo 5 experiment, which was launched into the polar ionosphere in

November 1979, ejected currents of up to 0.8 A. Thus, a 1-sec gun pulse sent

up to 4/5 C of charge off to infinity in the electron beam. Given the charge

density of the ionosphere, this is a huge amount of charge to accommodate. It

is not at all clear how the ionosphere becomes neutral again. The large decrease

in thermal ion content shown in Figure 5 just after gun pulsing may reflect the

effect of the positive charge contained in a large volume of the ionosphere resulting

from the charge carried away by the beam. Positive ions may be repelled both

transversely and along the field line with the result obse'rved as a drop in flux.

It is not known why the thermal ion flux drops to such a low level and yet main-

tains its spectral shape more or less at the thermal value of a few electron volts.

It may simply be in accord with thermallzing processes that prevail during the

beam ejection and the charge neutralization processes in the ionosphere.
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9. The Worst Case Charging Environment

by

D. A. Hardy
Air Force Geophysics Laboratory

Hanscom AFB, Mass. 01731

aethe aspacecr w carge ie auroral zone is crucially dependent
on the magnitude of the urrent to the spacecraft from the precipitating and

backscattered electrons and on how that urrent is distributed over the electron

spectrum. To provide teorists and mo elers with some initial inputs on this

aspect of the spacecraft harging proble a survey was conducted to find examples

of electron precipitation here the tota integral number flux over the electron

spectrum exceeded 10' electrons/ sec sr and the average energy of the elec-

trons was approximately equal to or exceeded I keV. The data surveyed were

from the zenith looking cylindrical electrostatic anal zer flown on board the F2

satellite of the Defense Meteorological Satellite Prog am. The detector measures

the flux of electrons in 16 energy channels spanning th energy range from - 50

eV to 20, 000 eV once per second. The detector was us d by the Air Weather

Service as a monitor of the location of the equatorward oundary of auroral elec-

tron precipitation. As such, the detector was operated a most continuously. The

data were surveyed for all passes of the satellite between eptember 1977 and

December 1978. This comprises approximately 10, 000 pa ses over the auroral

zone. From these passes spectra were chosen for three p ses to give worst
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case examples. In the following sections an overview of each of the three passes

is given followed by a description of the spectra taken from each pass.

1. DAY 263, 1977 01:54 TO 02:19 UT

Figure 1 shows an overview of the south pole auroral pass between 01:54 and

02:19 UT on day 263, 1977. In the figure plotted from top to bottom are the

average energy in keV, the integral energy flux over the 16 channels of the detec-

tor in units of keV/cm2 sec sr and the integral number flux in units of electrons/
2

cm sec sr. The bottom of the figure is annotated at 2-min intervals with the

universal time in seconds and the geographic, geomagnetic, and magnetic local

time coordinates of the satellite all mapped down the magnetic field line to 110

kin. The pass of interest occurred during a period of intense activity with Kp

in the 3-h period including the pass having a value of 6- and having been in the

range from 6- to 6 for the previous 12 h. The period of interest is the -min

interval between 01:54 and 01:55 UT during which both the integral flux and energy

flux exceeded 1010 keV/cm2 sec sr respectively and average energies reached

values as high as 10 keV.

From the interval we selected three spectra. The spectra chosen had

integral number fluxes or integral energy fluxes exceeding the 10 level and

displayed no obvious temporal or spatial aliasing. The three spectra were for

the 1-sec intervals beginning at 01:54:13, 01:54:50, and 01:54:54. The differential

number flux spectra are plotted in Figures 2, .3, and 4. In all cases the differen-

tial number flux was calculated with corrections being made for dead time effects

in the detector electronlcs. The second and third spectra are both roughly

monotonically decreasing over the energy range of the detector with integral

number fluxes of - 2 X 1010 electrons/cm 2 sec sr and integral energy fluxes

between 10 and 20 erg/cm2 sec sr.

If isotropy is assumed for the precipitating electrons the total downward

number fluxes are 6.28 X 1010 and 7.04 X 1010 electrons/cm 2 sec, equivalent

to currents of 1 101 and 113 uA/m 2 , and the total energy fluxes are 60.3 and

42.7 erg/cm2 sec. Typically between 30 and 50 percent of the total flux precip-

itating into the ionosphere is returned either as secondary backscattered or

mirrored electrons. If an average value of 40 percent is chosen then the net

currents carried by the two spectra are 61 and 68 pA/m 2 respectively. It is

important to remember that the critical assumption made in these calculations

is that the flux is isotropic for the precipitating electrons. If there is any

significant field alignment for the electrons in any portion of the spectrum then

these values are only upper bounds on the current and total energy flux. In
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Figure 1. Average Energy, Integral Energy Flux, and Integral Number
Flux for the South Pole Auroral Pass Between 01:54 and 02:19 on Day

. .263, 1977

Table 1 the values of the differential flux in each of the 16 channels are listed in
units of e/cm 2 sec sr eV. The 16 channels are centered in energy at approxi-
mately 47, 73, 112, 267, 412, 638, 973, 1000, 1535, 2355, 3580. 5500, 8000,

II

13,200, and 20,400 eV as one goes from channels 1 to 16. The table also gives

the percentage of the total integral numbernfux and integral energy flux that is

carried in the energy band centered on each channel. One notes from the table

that for the second and third spectra a small fraction of the integral number flux

is carried by electrons with energies above 1 keV (15. 5Sand 4. 8 percent respec-
4 tively). In the two cases this would correspond to net current from electrons

with energies above 1 keV of 9. 5 and 3. 3 uA /rn 2 respectively. It should be

.noted that the greater than 1 keV electrons carry a much larger portion of the

total energy flux; in the case of these two spectra, 64.3 and 44. 5 percent.

The third spectrum from the day 263 pass is very different from the two
discussed above. The integral flux in this case is only 4. 9 X 109
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Figure 2. Differential Number Flux for the 1-sec
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Figure 4. Differential Number Flux for the 1-sec-Interval
; Beginning 01:54:54 on Day 263. 1977

electrons/cm 2 see sr, compared to 2 X 10 10 electrons/ cm 2 sec sr for the previous

case. Unlike the other two spectra, however, almost all this flux is carried by

electrons with energy above 1 keV (- 97 percent). The spectrum shows a promi-

nent peak at - 9 keV with the channel at 9 keV carrying over 70 percent of the en-

tire flux. Making the same assumptions made for the previous two spectra, we

222

Sfind that this spectrum carries a net current of - 14. 9 pA/m 2 . The peak in the

spectrum indicates acceleration by a parallel electric field that would tend to pro-

duce field aligned fluxes such that the total current would be less than the estimate.

As for the two previous spectra, the differential flux values are listed in Table 1.

, The spectrum in Figure 2 is typical in shape if not in intensity of those found

in "inverted-V" events. In some events in fact the peak appears to be beyond the

20, 000 eV upper limit of the detector. It is probable, therefore, to assume that

events take place with the electrons having spectra as seen in Figure 3 but with

the peak appearing between 20 and 30 keV.
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Table 1. Day 263

r I'10:54:13 UT
* ' Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 1.05 X 106 0.55 0.004
2 6.62 X 10 5  0.41 0.005
3 3.76 X 105  0.41 0.007
4 2.79 X 10 0.44 0.013
5 1.94 X 10 0.50 0.021
6 1.31 X 10 0.53 0.036
7 8.13 X 104  0.51 0.053
8 6.25 X 104 0.59 0.097
9J

10 6.13 X 104 0.77 0.192
11 9. 19X 104 2.06 0.736
12 1.33 X 105 4.35 2.58
13 2.62 X 105 13.90 9.61
14 8.52 X 105  71.2 80.51
15 2.59X 104 2.90 5.00
16 6.09 x 10 0.78 2.44

01:54:50 UT
Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

I 5.52X 107 7.15 0.61
2 5.40X 107  8.06 1.04
3 5.35 X 107  14.05 2.61
4 3.20y 107 12.26 3.77
5 4.30 X 107  27.00 11.97
6 5.30X 106 5.24 3.83
7 6.95 X 106 10.65 11.84

8) 2.8 x 10 6.48 11.46

10 1.22 X 106  3.76 10.04
11 5.30 X 105  2.88 11.17
12 9.45 X 104 0.75 4.81
13 5.82 X 104  0.75 6.97
14 2.90 X104  0.59 9.00
15 1:07 X 104  0.29 6.78
16 3.82 X 103  0.01 4.04

01:54:54 UT
Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 2.87 X 107  3.33 0.45
2 2.06 X 107 2.76 0.56
3 8.65 X 107 20.42 5.93
4 7.30X 107  25.11 -12.12
5 5.57 X 107  31.36 21.89
6 1.27 X 107 11.27 12.95
7 6.87X105  0.94 1.65
8} 1.02X 106 2.11 5.87
9

10 2.48 X 105  0.69 2. V8
11 8.87 X 104  0.44 2.64
12 5. 00 X 104  0.36 3.60
13 4.30X 104  0.50 7.26
14 2.08 X 104 0.38 9.06
15 8.60X 103  0.21 7.64
16 3.75 X 103 0.11 5.57
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2. DAY 46, 1978 10:16 TO 10:41 UT

In Figure 5 the data for the pass of-interest are plotted in the same format as
Figure 1. Here again primary interest to in an interval as the satellite was pas-
sing over the evening side of the oval when both the integral number and energy

10fluxes exceeded the 10 level; in this case the interval between 10:20:30 and

10:21:00 UT. This pass again occurred during a period of high activity with a
Kp value for the interval including the pass of 7+ and an hourly AE value of -1675

y. The two spectra studied in more detail were measured at 10:20:40 and 10:20:41

UT.

13

" P1 0.0t0 =0. I $11 1 0 37 0. '6 1 0.0' 1040.0"31 0.0'3 2*0.0X39400.0
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Figure 5. Average Energy, Integral Energy Flux, and Integral Number
Flux for the Auroral Pass Between 10:16 and 10:41 on Day 46, 1978

The differential number flux spectra are plotted in Figures 6 and 7 and the

values and percentages are shown in Table 2. The two spectra are harder than

the first two spectra discussed in the previous section. For these two spectra,
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Figure 7. Differential Number Flux for the 1-sec Interval
Beginning 10:20:41 on Day 46, 1978
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Table 2. Day46

10:20:40 UT

Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 1.76 X 108  24.08 1.01
2 2.15 X 107  3.39 0.21
3 1.10 X 107 3.08 0.28
4 1.37X10 7  5.55 0.83
5 1.61 X 107  10.71 2.31
6 1, 18 X 107  12.40 4.39

2.80 x 106  4.53 2.45
" 9.19X10 6  2.25 1.939

10 1.70X 106  5.57 7.21

11 2.43 X 106  14.08 26.31
12 1.26 X 106  10.64 32.98
13 2.11 X 105  2.89 13.00
14 2.55 X 104  0.55 4.04
15 6.47 X 103  0.19 2.09
16 1. 67 X 10 3  0.06 0.90

10:20:41 UT

Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 1.93 X 108  12.34 0.63
2 1.44 X 108  10.62 0.83
3 5.15 X 107  6.73 0.75
4 4.82 X 107  9.20 1.71
5 6.37 X 107  19.81 5.30
6 3.07 X 107  15.12 6.62

1.23X0 7  9.38 6.25
8 2.15X106  2.46 2.639

10 3.10 X 106  4.75 7.62
11 9.87 X 105  2.68 6.14
12 5.07 X 105  2.01 7.69
13 1.82 X 105 1.17 6.50
14 1.93 X 105 1.96 17.81
15 1.49 X 105  2.03 28.13
16 4.57 X 103  0.07 1.44

approximately 36 and 17 percent of the integral number flux and 89 and 78 percent

of the integral energy flux are carried by electrons with energies above I keV.

Using the same assumptions used in the previous section the total precipitating

( electron fluxes are 5.97 X 101 0 and 1.27 X 10 electrons/cm 2 see corresponding

to currents of 96 and 204 pA/m 2 . Net currents are estimated at 58 and 123

MA/m 2 over the entire spectrum and 21 A/m 2 for both if only the portion of the

spectrum with energies above 1 keV is considered. It is unclear from the spec-

tral shape whether the electrons composing these spectra have been acted on by
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a field-aligned potential; therefore, the degree to which the electrons are field.

aligned is again uncertain.

3. DAY 122, 1978 10:30 TO 10:55 17T

The data for the pass from which the last spectra were- chosen is shown in

Figure 8 where again the region of interest is on the evening side of the oval. In

this pass there are several periods in the interval from 10:32 to 10:35:30 UT in

which the integral and energy flux both simultaneously exceed 1010. Again,
geomagnetic activity is high with Kp = 7 in the 3-h period* covering the pass. The

hourly AE average was over 1000 y. The two spectra chosen were from 10:34:18

(see Table 3) and 10:35:04 (see Figures 9 and 10) with integral number fluxes of

2.07 X 1010 and 2. 87 X 1010 electrons/cm 2 sec sr and integral energy fluxes of

53.6 and 51,4 ergs/cm3 sec sr respectively. The two differ significantly in shape

*and in how the energy and flux are distributed over the spectrum. For the spec-

trum at 10:34:18, '- 39 percent of the integral number flux and - 91 percent of the

initegral energy flux is carried by electrons with energies above 1 keV. By con-

trast, in the second spectrum only 13 percent of the integral number flu* and

78 percent of the integral energy flux are carried by electrons with energies

exceedin-i 1 keV. Making the same assumption as in the previous case the total

precipitating currents are 105 and 145 pA/m 2 , the estiinated total net currents are

63 and 87 pA/m 2 , and the estimated net current for electrons with energies above

1 keV are 25 and 19 iAim2 . Again, the absence of a strong peak in the distribu-

tion function makes uncertain the extent to which the electrons comprising the

spectra were accelerated by parallel electric fields and therefore the degree of

field alignment.
Several conciuding points must be made concerning the spectra presented

above. First, the data presented were only from bMSP F2 passes in 1978.

Although the year does span a wide range in activity, the orbit of the F2 satellite

limited observations to magnetic local times between roughly 1500 and 2300 h on

the evening side of the oval and 0400 to 1100 h on the morning side of the oval.,

To insure that this limitation did not exclude particularly intense events occurring

in the post-midnight sector a preliminary survey was also conducted on the data

from the DMSP F4 satellite and from the P78-1 satellite. Both satellites carried

identical detectors to those flown on the F2 satellite. The F4 satellite was in a

suxi-synphronous orbit in 1000 to 2200 hours meridian and the P78-1 satellite was

in a sun-synchronous orbit in the noon-midnight meridian. Both satellites rou-

tinely passed into the post-midnight sector. To date no examples of spectra

more intense than those presented above have been found in either of the alata
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Figure 8. Average Energy, Integral Energy Flux, and Integral Number Flux forthe Auroral Pass Between 10:32 and 10:35:30 on Day 122) 1978

sets. Second, the lack of pitch angle is a severe limitation on determination of
the flux to the satellite due to the possibility of significant field alignment of the
fluxes over part oi- all of the spectrum. To overdome this problem the P78-1. data are being surveyed for similar intense events. On the P78-1 satellite there- are two sets of electrostatic analyzers as on. the DMSP satellite but with look_ directions in the spin plane of the satellte and with the look direction for the twoz detectors set 900 4,art. The satellite rotates at 11 rpm with each detectorrg" recording four spectra/sec. Using the data from the satellite, the~degree offield alignment can be determined and the actual net current calculated. Also..higher energy electron detectors are included as part of theJP78-, satellite"
payload so that th- spectrum can be specified at energies beyond the 20, 000 eV

151



Table 3. Day 122

10:34:18 UT

Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 9.51X 107  11.93 0.38
2 3.95 X 107  5.70 0.27
3 2.26 X 107  5.80 0.40
4 1.97 X 107  7.34 0.83
5 2.35 X 107  14.30 2.35
6 1.16 X 107  11.16 3.06
7 3.03 X 106  4.50 1.85

1.94X 106 4.35 2.859
10 1.70 X 106 5.07 5.02
11 1.41X 106  7.49 10.67
12 1.07 X 106 8.31 19.58
13 9.46 X 105 11.88 40.54
14 9.05 X 104 1.79 10.03
15 7.28 X 103  0.19 1.65
16 1.51 X 103 0.04 0.59

10:35:04 UT

Channel Differential Number Flux Percent Integral Flux Percent Energy Flux

1 1.29 x 108 11.70 0.53
2 1. 37 X 10 8  14.32 0.99
3 6.17 X 108  11.39 1.15
4 2.59x 107  6.97 1.15
5 2.20x107  9.65 2.29
6 1.82 X 107  12.61 4.92
7 1.68 10 7  18.01 10.72

8 2.50 X 105 4.04 3.82

10 6. 33 X 105 1.38 1.97
11 1.81X 10 5  0.69 1.43
12 2.26 X 10 5  1.26 4.29
13 2.43 X 105  2.20 10.88
14 3.17 X 105 4.53 36.68
15 5.45 X 104 1.05 12.88
16 1.63 X 104 0.35 6.43

upper limit of the J sensor. Third, in the data surveyed so far, a complete

* spectrum was obtained only once per second. This limited the search to auroral

events with dimensions of approximately 7 km or greater. The spectrum for any

event of smaller dimension would be aliased. Since discrete arcs in the auroral

zone typically have widths of approximately 1 kn, the intensity of electron

precipitation into such forms cannot be determined from the data used so far.

With the higher sampling frequency on the P78-1 satellite this problem is only

152

# *

4



Day M2 1178 103446 UTMVT a'54MLAT a-0.5
107 JTOT s2.07M1 iNW&A-.wo-der

108

106
i 10 5

03 10-jo
I0, 102"  103  104  105

ENERGY (*V)

Figure 9. Differential Number Flux for the 1-sec Interval
Beginning 10:34:18 on Day 122, 1978
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Figure 10. Differential Number Flux for the 1-sec Interval
Beginning 10:35:04 on Day 122, 1978
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partially solved since in this data set the pitch angle is involved. As will be shown
next there is convincing evidence that intense precipitation events carrying very
large currents take place in the auroral zone on a spatial scale of a kilometer or
less. Lastly, the detection of extremely intense events is limited by instrument
design. Detectors of auroral plasma are typically designed with sensitivities
such that for typical levels of auroral precipitation count rates of 100 to 1000/sec

K are recorded. If a spectrum like that shown in Figure 2 were carrying 100 MA/m 2

in the peak rather than 10.uA/m 2 this would correspond to a count rate of - 3 X
106 counts/sec. The electronics in detectors typically require 1-isec dead time

6between each count recorded. For a count rate of 3 X 10 the electronics would
be unable to respond and only a very low count rate will be read out.

4. S3.2 OBSERVATIONS

As mentioned above there is good evidence that intense current structures
exist on spatial dimensions of a kilometer or less. This evidence comes from
data recorded by the S3-2 satellite. The S3-2 satellite carried a triaxial fluxgate
magnetometer. The magnetometer recorded 32 vector measurements of the field
each second providing a spatial resolution of approximately 200 m per measure-
ment. In Figure 11, approximately 8 sec of data from the magnetometer ard plot-
ted. The three traces at the top of the figure give the difference betwcen the
magnetometer measurements and the model field plotted in geomagnetic coordi-
nates. The histogram in the center of the plot gives the derived currents and the
stick diagrams at the bottom provide information on the orientation of the ambient
electric field. The figure shows that in the 1/4 sec prior to 42497. 8 see UT the
east-west component of AB decreased by approximately 300 'y while the other two
components remained relatively unchanged. Under such circumstances the infinite
current sheet approximration can be used to calculate the current producing the
deviation. There are actually two slopes observed in the 1/4-sec period corre-
sponding to an average current of 135 PA/rn 2 . This is a current out of the iono-
sphere that would correspond to precipitating electrons. In the interval shown In
the figure 'here are other significant currents, though due to deviation in the other

components their magnitude is more uncertain.
The S3-2 satellite also carried an electron spectrometer. The spectrometer

again measured only one spectrum per second so that no definitive information
was provided on the characteristics of the electrons producing these currents.
While these data confirm that very large currents exist in the auroral zone they

do not insure that the types of spectra shown in this paper and such small scale
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Figure 11. Magnetic and Electric Field Measurements During an 8-sec Interval
Measured by the 3-2 Satellite

intense currents are related, that is, they do not insure that the assumption of

isotropy is valid.
* . In conclusion data have been presented showing the most intense spectra seen
] in the auroral zone and evidence that very large net currents exist. Work is
t underway to refine and extend these results to provide improved inputs for

modelers and theorists.
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) This report describes the first attempt to associate the area of discrete

aurora observed in a DMSP image with simultaneous measurements of auroral

kilometric radiation (AKR) power flux at 178 and 311 kHz. IJ is generally believed

that fluxes of 1 to 10 keV electrons produce discrete auroral arcs anl--AKR--

Recent theories of AKR generation restrict the frequency range of AKR to a

narrow band near the electron gyrofrequency. The requirements for AKR genera-

tion summarized by Grabbe 1 indicate that there must be a region of reduced

plasma density related to the condition w pe < 0.2 wcee where wpe and wce are the
electron plasma frequency and gyrofrequency, respectively. Although AKR at a

particular frequency can be generated only in a thin layer, the rapid change in

( Wee with altitude allows an extended source region from about 1. 3 to 3. f RE
-ivocentric (2000 to 14, 000 km altitude) for an AKR frequency range of 50 to 700

kHz. The frequency has an inverse relationship with altitude so that the highest

frequencies are generated at the lowest altitudes. The downgoing electromagnetic

1. Grabbe, C. (1981) Auroral. kilometric radiation: A theoretical review, Rev.
Geophys. Space Phys. 19:627.
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if waves are then reflected back at the right-hand cutoff, which effectively blocks

their observation at the earth's surface.

Simultaneous auroral and AKR observations are shown in Figures 1 and 2,

respectively. Figure 1 is a sketch of the aurora (shown in black) seen during

orbit 12, 573 of the DMSP F-i satellite over the northern hemisphere on 15 Feb-

ruary 1979. The solid vertical lines represent the image border, and the dotted
line running between them is the ground track. The satellite scanned the portion

of the image shown here from top to bottom in about 4 min from an altitude of

about 800 km. The x' on the ground track is the satellite location at 0854 UT.
Dashed lines are corrected geomagnetic (CG) latitudes and local times at 110-km

altitude.

DMSP F-I
REV 12.573
FEB 15,1979 0.854 UT

" / 80 CGLAT

-- K I

3 OO CGLT 01

Figure 1. Sketch of North Pole DMSP
F-1 Image, Orbit 12573 on 15 February
1979. Area of intense aurora shown in
black is located at 2200 to 2300 correct-
ed geomagnetic local time (CGLT) and
67 to 700 corrected geomagnetic latitude
(CGLAT). "X" on center line image
shows satellite location at 0854 UT

Figure 2 shows a portion of the ISEE-1 survey plot of the Electric Spectrum

Analyzer (ESA) on 15 February 1979 (courtesy of R. R. Anderson). The vertical

dashed line indicates time of the DMSP image in Figure 1. The amplitude scales

for each frequency are approximately logarithmic with a base value of 0. 1 V/rM

and a full scale range of about 110 dB. For the frequencies shown here the

bandwidths are approximately V. 5 percent of the center frequencies. The solid

area represents the average intensity in a 144-sec interval and the line above

the solid area is the peak intensity in the 144-sec interval.
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FEB 15.1979 ISEE- I

311 KH

562 KHz
04 06 08 10

UNIVERSAL TIME

Figure 2. Survey Plot From ISEE-1
Electric Spectrum Analyzer on 15
February 1979 (Courtesy of R. R.
Anderson). Dashed line indicates
time of DMSP image shown in Figure
1. Dynamic range of amplitude
scales is approximately 110 dB (see
text)

During 0600 to 1200 UT on 15 February 1979 the planetary Kp index values

were 4- and 3+° and the AE index (Figure 3) showed a sharp increase from about
250 to 400 nT at approximately 0840 UT. The auroral feature in the DMSP image
appears to be a westward traveling surge or bulge typically seen after a substorm
onset. This is consistent with the AE increase beginning at about 0840 UT and

the increased AKR intensities observed after 0830 UT. The sharpest Jump in

AKR intensity is seen in the 178 kHz channel. ISEE-1 was located at about 14
RE geocentric over the northern hemisphere at 300 latitude (solar magnetic) and
0200 MLT, a favorable position for observing AKR emitted from the auroral zone

in the night sector.

FEB 15,1979 A (02)

AE1 - - j

00 06 12 18 24

Figure 3. Auroral Electrojet (AE) Indices
on 15 February 1979 [from World Data Cen-
ter (WDC C-2), Data Book No. 5, April,
19821. Dashed line indicates time of DMSP
image in Figure 1
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Theories of AKR generation and satellite images of auroras can be combined
to yield estimates of the input power required to account for observed AKR
intensities. Grabbe I summarized the frequency condition for AKR generation by
the following equation

+ Wpe < < + kV b  M

Stce -j e ce z* ce

where (i is radiation frequency. kz is the component of the wave vector parallel

to the magnetic field, and Vb is the velocity of the electron beam producing the

radiation. *With w = 2 xv, and kz - k cos 0, where k is the amplitude of the total
wave vector, Eq. (1) becomes

2

Ve + Ve cosO . (2)
c e c Vb c

Representative quantities in Eq. (2) are Vpe 0.2 e as mentioned above, Vb:

0. 1c, corresponding to 2. 6 keV electrons, and 0 = 600. These substitutions

yield

1.0 4 Vce < v< Vce + .05v

(3)
1.04Vce < V < ".05Ve.

Equation (3) specifies a narrow range of AKR frequencies at a given altitude.

Similarly, a range of AKR frequencies implies that the condition is met over some

altitude range. Since the plasma frequency requ'rement indicates a region of
reduced plasma density, the AKR frequency range can be used to determine the

altitude range of plasma depletion. By equating the ares of discrete aurora

observed in a DMSP image with the cross section of flux tubes carrying energetic

electrons, we can estimate the total volume of the AKR source region.

Figure 1 suggests an auroral extent of roughly 1/2 hour in local time and 30
in latitude centered at 68. 50 CGLAT. From Figure 2 we see that the most

intense AKR is at 178 and 311 kHz. For the relatively low altitudes considered

here, a dipole field model may be used to plot the electron gyrofrequency and
AKR frequency range given by Eq. (3) as a function of radial geocentric distance

along the field line passing through 68.50 lat at 110 km (Figure 4). The center
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Figure 4. Plot of Electron Gyro-
frequency fe (Dashed Curve) and
the Allowed AKR Frequency Band
(Solid Curves) vs Geocentric Ra-
dial Distance Along a Dipole Field
Line Originating at Xm - 68. 50 .

Horizontal dashed and solid lines
along the frequency scale indicate
the center frequencies and band-
passes, respectively, of the 178-
and 311-kHz channels of the ISEE-
1 ESA. Vertical lines above the
distance scale indicate the height
range of these frequencies as de-
termined from the allowed AKR
frequencies

frequencies at 178 and 311 kHz and their bandpasses are indicated to the right of
the frequency scale. When these frequencies are projected over to the AKR
curve and down to the radial distance scale, the corresponding altitude ranges

are determined. Thus, radiation from the 311-kHz channel originates from
- 1.7 to 1.8 RE ('-4500 to 5100-km altitude), and the 178-kHz channel originates
from - 2. 05 to 2. 15 RE (6700 to 7300-kn altitude).

Based on calculations of the Poynting flux from the survey plot (Figure 2),

the estimated radiated power passing the satellite is 1. 80 X 10 "10 erg/cm2 sec
Hz at 311 kHz and 9.94 X 10-11 erg/cm2 sec Hz at 178 kHz. Multiplying by
bandwidths of 4.67 X 104 Hz and 2.67 X 104 Hz at 311 and 178 kHz, respectively,
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the power in the 311-kHz channel is approximately 8.39 X 10"6 erg/cm2 sec and
in the 178-kHz channel approximately 2.65 X 10- 6 erg/cm2 sec.

If, after multiple reflections, the radiation escapes isotropically into the

hemisphere above the source, and the distance from the source to the receiver
is known, the total radiated power can be calculated. At the ISEE-1 distance of
approximately 13 RE, the area of the hemisphere centered at the source is
2$(13RE)2  4. 32x 102 cm 2 . Thus, the total power emitted by the source in the
311 kHz channel is 8.39 X 10- 6 erg/cm2 sec X 4.32 X 1020 cm 2 = 3.62 X 1015

erg/sec. The power in the 178-kHz channel is 2. 65 X 10- 6 erg/ cm 2 sec X 4.32

x 1020 cm 2 = 1. 14 X 1015 erg/sec.
If inverted V electrons precipitating along flux tubes are responsible for

AKR, the theoretical efficiency of converting particle energy to AKR is about 1
percent. This requires the particle energy input to be 3. 62 X 1017 erg/sec at

311 kHz and 1. 14 X 1017 erg/sec at 178 kHz. Since this energy passes through

the cross sectional area of the flux tube at the generation altitude, the necessary

precipitating power density is (3.62 X 1017 erg/sec)/(5.21 X 1015 cm 2 69.5
2 17 15 2erg/cm sec at 311 kHz and (1. 14 X 10 erg/sec)/(9. 13 X 10 cm 2 ) = 12.4 erg/

2cm sec at 178 kHz.

Our estimates of the altitude range of the source and the input power density
necessary to drive the AKR rest on two sets of assumptions. The altitude range
at a given frequency (Figure 4) depends on the field model employed, in our case

a pure dipole, and the allowed AKR frequency band. The frequency condition of
Eq. (3) wah theoretically derived, but it appears to adequately explain all known
AKR properties. The AKR band in Figure 4 was calculated from reasonable

parameter values. As the plasma frequency decreases, the lower limit of the
band would approach the gyrofrequency, while the upper limit would be raised by
increasing the electron energy or decreasing 0. Even with extreme parameter
values the altitude ranges in Figure 4 would still be the order of several tenths
of RE.

The power estimates depend on the accuracy of the ISEE-I power flux
calibration, the area of the source region and its distance from ISEE, and the

solid angle filled by radiation from the source. The distance from ISEE to the
source would not vary appreciably if the source were distributed throughout the
nightside aitroral oval instead of concentrated in the patch seen in Figure 1. The
final power densities are probably overestimated because the source area could
be larger than that seen in the DMSP image and the solid angles of emission are
probably smaller than the 27r steradlans used in the calculations.

/_ 162

- - -



AD P00 2110

11. Environmental Interactions
of Polar Orbiting Satellites

by

W. J. BUrke
Air Force Geophysics Laboratory

Hmnecom AFB, Men. 01731

In.ie-workshop-we-are-ddrteeiibgquestions concerning how lar,c, and/or

high-power, polar-orbiting spacecraft will interact with auroral environments.

This paper discusses some experiences of spacecraft charging, vehicle shadow-

ing, and current leakage encountered by AFGL measuring systems on small,

polar-orbiting satellites. Because spacecraft charging at ionospheric altitudes

does not seriously threaten the operation of present systems this subject has not

received the widespread attention given to it at geostationary altitudes. As a

matter of economics it is desirable to transfer as much as possible of what we

have learned about spacecraft interactions at geostationary orbit to the auroral

oval. Economics must not however blind us to the real differences between the

two problems. (*-- . . .- .

The environment at auroral latitudes in the ionosphere differs from that

encountered at geostationary altitude in at least two major aspects.

(1) There is a large reservoir of high-density, cold plasma that tends to

mitigate charging effects by providing a large source of charged particles from

which neutralizing currents may be drawn. Howevkr, since Debye lengths in the

ionosphere are measured in centimeters as opposed to hundreds of meters at
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geostationary altitude, effective current collecting areas may be severely limited.

Significant wake effects behind large structures will introduce new problems with

differential charging. Rubin and Besse discuss these effects in more detail in

their paper in this ,olume.
(2) Between the magnetic equator and the ionosphere, auroral electrons

frequently undergo field-aligned accelrations of several kilovolts. I The degree

to which auroral, as opposed to plasma sheet, electrons deviate from isotropy

is a complex function of the electron's energy and the potential distribution along

magnetic field lines. 2 In such environments, measurable fluxes of energetic

protons are usually absent.

It is anticipated that polar-orbiting shuttles will encounter the most severe

charging environments in the vicinity of westward-traveling surges. These

phenomena occur in the midnight sector during the expansion phases of substorms.
Substorm onsets are frequently marked by the sudden brightening of the equator-

ward-most arc. This is followed by a bulging and rapid poleward expansion of

active arcs in the midnight sector. 6 For observers on the ground in the evening

sector the bulge appears on the eastward end of arcs and moves quickly toward
the western horizon. Using DMSP satellite imagery and electron flux measure-

ments Meng and coworkers 7 constructed a composite morphology of westward

traveling surges shown in Figure 1. Bright arcs emanate to the west (A) and to

the east from the equatorward and poleward edges of the bulge region, respec-

tively. A myriad of arc-like structures are embedded in the bulge region (C),

while nonuniform diffuse auroral precipitation (D) is found to the east of the bulge

and equatorward of the B arc.

Differential spectra typical of downccming electrons in the vicinity of surges

are shown on th left side of Figure 1. In region A, to the west (evening side) of

1. Mozer, F.S., Cattell, C.A., Hudson, M.K., Lysak, R. L., Temerin, M.,
and Torbert, R. B. (1980) Satellite measurements and theories of low altitude
auroral particle acceleration, Space Sci. Rev. 27:155.

2. Lin, C.S., and Hoffman, R.A. (1979) Characteristics of the inverted-V event,
J. Geophys. Res. 84:1514.

3. Frank, L.A., and Ackerson, K. L. (1971) Observation of charged particle
precipitation into the auroral zone, J. Geophys. Res. 76:3612.

4. Frank, L.A., and Ackerson, K. L. (1972) Local time survey of plasma at low
altitudes over the auroral zone, J. Geophys. Res. 77:4116.

5. Akasofu, S. -I. (1964) The development of the auroral substorm, Planet Space
Sci. 12:273.

6. Akasofu, S.-I., Kimball, D.S., and Meng, C. -I. (1965) The dynamics of the
aurora, II, Westward travelling surges, J. Atmos. Terr. Phys. 27:173.

7. Meng, C. -I., Synder, A. L., and Kroehl, H. W. (1978) Observations of auroral

westward travelling surges and electron precipitations, J. Geophys. Res.
83:575.
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Figure 1. The Morphology of Auroral Illumination and PrecipitatingElectron Spectra in the Vicinity of Westward Traveling Surges (Ref. 7)

the bulge, spectra are similar to those measured over quiet-time arcs. However,
the "monoenergetic beams" shift to higher than quiet-time values. This indicates
that stronger field-aligned potentials occur during substorm periods. In the
region of the poleward arc (region B) two spectral types are measured. One has
a shape similar to that found in the diffuse aurora (D) but with lower mean
energy. The second spectral type is characterized by electrons with energies of
100 eV and differential flux levels of 10 1 1/cm 2 sec sr keV. The spectral shapes
indicate that field-aligned accelerations in regions B and D are not significant.
Within region C electron spectra are relatively flat, sometimes out to the high-
energy. measuring limit of DMSP spectrometers. If, as suggested by the "worst-

Scase i study of SCATHA's environment. 8 severe charging most strongly correlates
with fluxes of electrons with energies in the several tens-of-keV regime, then

region C electrons may present the most severe charging environment for polar-

orbiting shuttles.
At geostatlonary altitude, negative spacecraft potentials are readily inferred

from charging peaks measured in low-energy channels of positive ion detector

8. Mullen, E.G., and Gussenhoven, M.S. (1982) High-Level Spacecraft Charging
Environments Near Geosynchronous Orbit, AFGL-TR-82-0063, AD A 1187 91.
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systems. In the ionosphere, spacecraft potentials of up to a few volts are directly

measured by Langmuir probe sweeps. Most polar orbiting satellites have meas-

uring systems that concentrate on electrons rather than positive ions. Thus,

there are few direct measurements of "worst-case" charging events in the iono-

sphere. The INJUN 5 satellite did have some capability. We will concentrate on

measurements taken in the northern, evening sector of the ionosphere during a

substorri. In terms of the diagram shown in Figure 1 the satellite probably

passed over an auroral arc characteristic of region A.

The INJUN 5 satellite was launched in November 1968 into a polar orbit with

an apogee, perigee, and inclination of 2560 km, 677 km, and 810, respectively.

The satellite was magnetically aligned. Its scientific complement included two

LEPEDEA (Low Energy .Proton Electron Differential Energy Analyzers), which

in the northern auroral zones detected particles with pitch angles near 00 and

900. Each sensor required 2 sec to compile a 117-point spectrum of both positive

ions and electrons with energies between 50 eV and 15 keV. The University-of

Iowa's color spectrograms based on LEPEDEA measurements are well known.

Unfortunately, information readily transmitted through color coding does not

reproduce in black and white. The reader is referred to Plates 1 and 2 of Frank

and Ackerson4 (also to Plate 1 of Frank9 ) for ion and electron measurements

taken in the late evening sector during a substorm on Rev 1487. The energy-time

spectrogram based on electron count rates of the uplooking LEPEDEA shows that

after leaving the pclar cap the satellite encountered three inverted-V events

before passing through the diffuse auroras. While passing through the second

inverted-V, electron count rates peaked at energies greater than 10 keV, and as

discussed below, spacecraft charging was most severe. The integral flux of

electrons with energies between 50 eV and 15 keV at pitch angles 00 and 900 are

given in Figure 2.9 At these angles the directional flux was 1 - 2 X 109 electrons/
2

cm sec sr. The pitch angle distribution of electrons was never isotropic but

did not go more than a factor of 3 away from isotropy.

The spectrogram based on cpunt rates from the uplooking positive detector

shows that during this pass no measurable energetic proton fluxes were detected

uxcept near the equatorward boundary of diffuse auroral precipitation. It is

possible that positive ion detectors looking at other pitch angles would see greater

fluxes.

Two AFGL experiments were also on board INJUN 5. 10 They were spherical

electrostatic analyzers (SEA) placed on the ends of 5-foot-long booms. Due to

9. Frank, L.A. (1975) Magnetospheric and auroral plasmas: a short survey of
progress, Rev. Geophys. Space Phys. 13:974.

10. Burke, W.J., Donatelli, D.E., and Sagalyn, R.C. (1978) INJUN 5 observa-
tions of low-energy plasma in the high-latitude topside ionosphere, J.
Geophys. Res. 83:2047.
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Figure 2. Directional Fluxes of Electrons With Energies
Between 50 eV and 15 keV at Pitch Angles of Approximate-
ly 00 and 900 Measured Over the Northern Auroral Oval
During INJUN 5 Rev. 1487. The anisotropy of these fluxes
is indicated in the bottom trace (Ref. 9)

the satellite's magnetic alignment they were always well outside the satellite's

wake. Schematics of the ion and electron SEA's, given in Figure 3. show that

both detectors consist of 1-in. diameter solid collectors surrounded by two wire-

mesh grids. The potentials of the collectors of the ion and electron probes were

set at -2000 V and +100 V, respectively. The outer grid of the ion SEA is

grounded and the inner grid is held at +28 V with respect to satellite ground, thus

filtering ions with energies less than 28 V. The electron sensor grids are elec-

trically connected and operate sequentially in two modes, each of 15. 9-sec dura-

tion. In Mode 1 the grids are set at +6 V. This positive resting bias was
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INJUN 5 Low Energy Plasma Detectors

electron ion

ELECTON j'Mode I"Grids of resting ias of GV.

ELE TR N 

SENSOR Mode 2, Grids swept from-IOVto+3V.

Figure 3. Schematic of the Electron and
Ion Spherical Electrostatic Analyzers onINJUN 5 (Ref. 10)

intended to counteract expected negative satellite potentials. In Mode 2 the grids
are swept from -10 to +3 V. Operating in these modes, we are normally able to
measure the ambient electron temperature and density, the satellite potential, and
the omnidirectional flux of ions with energies greater than 28 eV.

The SEA measurements for Rev 1487 are given in Figure 4. Prior to 0147
UT the satellite was in sunlight and the measurements were contaminated by
sensor-related photoelectron currents. The times of the inverted-V events
detected by the LEPEDEA are marked for reference. Attention is directed to
measurements taken at the time of the second (10 keV) inverted-V event. We
note that at this time it is impossible to distinguish between Mode 1 and Mode 2
electron measurements. This is because the collection of ambient ionospheric
electrons is completely suppressed by the satellite potential. The measured
flux of 2 x 109 electrons/cm 2 sec is in good agreement with that of the IEPEDEA
(Figure 2). From the electron SEA measurements an upper bound of -6 V (because
of the +6 Mode I grid bias) may be set on the vehicle potential.

During this period the omnidirectional ion flux, the upper trace in Figure 4,
varied rapidly between 4 X 106 and 8 X 108/cm2 sec. The lower value is a default
level indicating that the current to the ion sensor was negative. That is, the flux
of electrons with E > 2 keV, the ion-collector potential, exceeded the total ion
flux with E > 28 eV. The peak flux of 8 X 108 /cm 2 sec is due to ambient ions
being accelerated to the sensor by a spacecraft potential < -28 V. A value of
-50 V can be set as a tentative lower bound on the potential. There are 117
positive-ion energies sampled in the range 50 eV : E -5 15 keV. It is unlikely
that an ion flux of 8 X 10 8/cm2 sec would pass undetected. If the ion current
were highly directional it is possible that a misdirected LEPEDEA would not see
the streaming Ions. The SEA provides no directional information.
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Figure 4. Omnidirectional Fluxes of Ions and Electrons
Measured by the AFGL Spherical Electrostatic Analyzers
During Rev. 1487. The times during which INJUN 5 pass-
es throtogh inverted-V events are marked for reference

The satellite potential adjusts itself so that the total current to the vehicle is

zero. The precipitating electron flux is - 2. 5 X 10/ cm2 sec. In the absence of

an electron flux to the ion sensor the measured ion flux would be equal to the

electron flux. The electron flux to the negatively biased ion sensor collector

(-2 kV) is

Oe,i c 2.5 x 109 e-qV/kTe ,

where #e, i s the hyperthermal electron flux to the ion sensor, V r 2000 V and

kTe - 10 keV. Thus. 0e, i = 2 X 10 9 /cm 2 sec. Thus, the measured ion flux

should be 0net " 2. 5 X 109 - 0e, i ' 5 X 10 8/cm 2 sec. Given the un.ertainty in

the precipitating electron temperature in the above equation, this number com-

pares favorably with the measured ion flux of 8 X 10 8/cm 2 sec.

The second topic concerns vehicle shadows. Several speakers at this work-

shop have pointed to the wake region as a possible locus of severe charging or

ion focusing. The parametrization of the ratio of ram-to-wake ionic currents
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measured by driftmeters on S3-2 has been discussed by Samir and coworkers. 11

Some caution must be exercised in applying these results to polar-orbiting shut-

tles. The most ion-depleted region near low inclination shuttles should be in the

anti-ram direction. This is not necessarily true at high latitudes for shuttles in
polar orbit. Besides the driftmeters S3-2 was also equipped to measure ambient

electric fields using a double probe system. Typically, auroral electric fields

have intensities of a few tens of mV/m. On occasion meridionally directed elec-

tric fields with intensities of several hundred mV/m have been measured in the

altitude range 250 to 1550 kin. 13, 14 The EX B plasma drifts produced by such

fields are zonal, that is, at right angles to the satellite's velocity. In commonly

used units the magnitude of the drift is

V(m/s) 1 10 E(mV/m)/B(G)

For a magnetic field in the polar ionosphere of 0. 4 G and an electric field strength

of 200 mV/m the EX B drift speed is 5 km/sec. This is a significant fraction of
the satellite velocity of 7. 5 km/sec. There are several occasions when the double

probe measured intense electric fields and the driftmeter was facing toward the

nominal ram direction. Unpublished measurements show that under these cir-

cumstances currents to one or several sensors fell below the level of detectability.

Because of strong EX N drifts, sensors looking - 400 away from the nominal ram

direction were in the satellite's effective wake.
A final topic that we touch upon briefly concerns satellite current leakage.

Our unsought-for-experience was gained while trying to analyze ionospheric

plasma measurements from the first SSIE 1 5 (Special Sensor for Ions and Elec-
trons) flown on the DMSP/F2 spacecraft. As sketched in Figure 5 the SSIE

11. Samir, U., Wildman, P.J., Rich, F., Brinton, H.C., andSagalyn, R.C.
(1981) About the parametric interplay between ionic Mach number, body
size and satellite potential in determining the ion depletion in the wake of
the S3-2 satellite, J. Geophys. Res. 86:11161.

12. Burke, W.J., Hardy, D.A., Rich, F.J., Kelley, M.C., Smiddy, M.,
Shuman, B., Sagalyn, R.C., Vancour, R.P., Wildman, P.J.L., and
Lai, S. T. (1980) Electrodynamic structure of the late evening sector of
the auroral zone, J. Geophys. Res. 85:1179.

13. Rich, F. J., Burke, W. J., Kelley, M. C., and Smiddy, M. (1980) Observa-
tions of field-aligned currents in association with strong convection electric
fields at subauroral latitudes, J. Geophys. Res. 85:2335.

14. Burke, W. J. Electric fields, Birkeland currents and electron precipitation
in the vicinity of discrete auroral arcs, in Physics of Auroral Arc Forma-
tion, ed. by S.-I. Akasofu and J.R. Kan, Geophysics Monograph 25,
American Geophysical Union, Washington, D. C., 164-172.

15. Smiddy, M., Sagalyn, R.C., Sullivan, W.P., Wildman, P.J.L., Anderson,
P., and Rich, F. (1978) The Topside Ionosphere Plasma Monitor SSIE for
the Block 5D/Flight 2 DMSP Satellite, AFGL-TR-78-0071, AD A058503.
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Figure 5. Schematic of AFGL Electron and Ion Probes (SSIE) on DMSP/F2
(Ref. 11)

consists of boom-mounted spherical and planar electrostatic analyzers. The

* gridded sphericl analyzer operates in a two-mode sequence, similar to that of

INJUN 5, to measure the density and temperature of ionospheric electrons. The

planar sensor is a retarding potential analyzer designed to measure the densities

and temperatures of the ionic components. This sensor has a surface normal

directed along the direction of the 3-axis stabilized satellite's velocity. The
satellite was launched into an orbit in the 0700 to 1900 local time meridian. The

orbital plane then drifted at a rate-of 1 h/yr toward later local times.
Data retrieved during the early post-launch period showed the ion sensor to

be working as expected. However, except during the extreme positive excursions

of the electron sensor sweep only unexpectedly low currents were measured.

Housekeeping data indicated nominal sensor operations. It was not until the orbit

precessed enough to carry the satellite occasionally into the Earth's shadow that

the mystery resolved itself. Within the Earth's shadow the electron sensor

provided densities and temperatures in ranges that were expected from previous

satellite measurements. The villains were, of course. +28 V connectors exposed

on the backs of solar panels. Although the collecting areas of the exposed positive

] ' potentials were small they were sufficient to attract enough electrons to drive the

satellite potential to almost -28 V. The problem was fixed by spraying dielectric
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sealants on the backs of the DMSP/F4 solar panels. The experience does provide

a salutary warning that in going to high-power space systems special care must

be taken to anticipate and close off -RU possible current paths between the satellite

and the environmental plasma.
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12. Interactions Between a Large Body
and its Environment in a Low Polar Orbit
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Abstract

The parameters that charaeterize the high latitude ionosphere are reviewed.
The electron current density collected by L surface i evaluated in typical environ-
ments and is compared to the emitted flux of photoelectrons. The polarity and
order of magnitude of the relative surface potentials are tentatively estimated for
various situations: sunlight, shadow, and eclipse. Other types of interactions
encountered by large structures, such as magnetic induction effect and plasma
instability triggering, are also discussed.

1, INTRODUCTION

During the past decade, the study of interactione between a body and its

space environment has been exclusively focused on phenomena associated with

the static electricity that may develop on the surface of satellites orbiting in the
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outer magnetosphere of the Earth, for example, at geostationary altitude. The

matter is important and the emphasis is justified: electrostatic charging can

i cause severe malfunctions to on-board electronic equipment and the geostationary

orbit is used by a large number of application spacecraft. Accordingly, this~1
topic has been the subject of dedicated experimental space programs, major

2,3specialized conferences and countless publications, as can be realized from

the reference list of review papers such as those written by Garrett4 and Whipple. 5

Markedly different i the level of attention that has been devoted to the

intrinsic situation of a rocket or a spacecraft in an ionospheric plasma. This

environment is reputedly not conducive to interferences and the findings that may

clarify some aspects of the interaction, such as the structure of the wake or the

surface sputtering by molecular impact, could be considered somewhat academic.

However, the advent of the space shuttle, the future prospects of manned space

activities and the development planning of large orbiting structures have renewed

interest in the environmental problems that characterize the ionosphere.

This paper reviews some of the basic mechanisms that govern the interactions

Vi between a large body and the ionospheric environment, especially in a polar orbit.
First, the parameters that describe the space plasma are recapitulated; then the

density of the random currents of ions and electrons collected by a body at a
reference altitude of 2000 km are compared to the flux of charged particles
extracted from its surface by photoemission for example, to establish the polarity

and order of magnitude of electrostatic charging. Phenomena that result from
the electromotive force induced by the motion of a large structure across the

Earth's magnetic field are presented, and the artificial generation of various

instabilities triggered by the associated plasma disturbance are discussed. 6

1. Stevens, J. R., and Vampola, A.L., Eds. (1978) Description of the Sgace Test
Program P78-2 Spacecraft and Payloads, SAMO TR-78-24, AD A061324.

2. Pike, C. P., and Lovell, R.R. , Eds. (1977) Proceedings of the Spacecraft
Charging Technology Conference NASA TMX-73537, AFGL-TR-77-0051,
AD A045459.

3. Finke, C. F. , and Pike, C. P., Eds. (1978) Spacecraft Charging Technology
1978, NASA Conference Publication 2071, AFGL-TR-79-0082, AD A084626.

4. "Garrett, H. B. (1981) The charging of spacecraft surfaces, Rev. Geophys.
Space Phys. 19:577.

5. Whipple, Jr., E. C. (1981) Potentials of surfaces in space, Rep. Prog. Phys.
44:1197.

6. Banks, P., Ed. (1980) The Tethered Satellite System Center for Atmospheric
and Space Sciences, Utah State University, NASA Contract NAS8-3383.
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I THE iONOSMFHSlC PLASMA

At altitudes les than about 800 km the electron density distribution i
primarily a function of solar Illumination and, in first approximation, does not
otherwise display any marked latitudinal dependence. Above 1500 kin, however,

the features of the space plasma are clearly related to those of the whole magne-
tosphere, as illustrated in the noon-midnight meridian crosssection of Figure 1.

g12 MLT

jC

Figure 1. Schematic Cross-section of the Magnetosphere in the Noon-midnight
Meridian Plane (Not to Scale) and Approximate Mapping of These Regions in the
Ionosphere [Magnetic Local Time (MLT) vs Invariant Latitude A]

Several plasma regions can be identified along a low-altitude polar orbit
( 1000 kin). The plasmasphere i bounded by an Invariant magnetic latitude of
600. In the mid-latitude ionosphere the plasma is relatively dense and cold ( 1

=. eV). The plasma trough lies between the plasniapause and the auroral zone,

' which Is linked to the plasma sheet and the boundary layer. The regions at higher
" latitudes, the polar cap and cusp, are connected to open magnetic field lines and

to the magnetopause.
Outside the plasmasphere and at altitudes below 3000 ]kn, the probability of

observing a plasma density less than 100/cm 3 is of the order of 0. 12 as measured

with the Alouette satellites;7 values as low a. 8 to 30/cm 3 are not exceptional.

• 7. Nelmns, G. L., and Chapman, J. H. (1970) The high latitude ionosphere: results
, "from the Alouette/Iui. topside sounders In Thie Polar Ionosphere and Maine-

tompheric Processes, G. Skxovii, Ed., Gordon and Breach, New York, p. 233.
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In the boundary layer and in the plasma sheet, electron populations with

respective mean kinetic energies of the order of 0. 1 and 1 keV have been detected

with HEOS-2 from the magnetopause and outer magnetosphere down to the lono-
8

sphere. During magnetically disturbed conditions, an increased precipitation

of high energy particles at the auroral latitude causes an enhancement of iono-

A spheric ionization by collision. Densities of the order of 10 4 /cm 3 are typical at

an altitude of 1000 km.

The ionospheric electron thermal energy is relatively invariant with latitude

and a typical value of 0. 3 eV can be assumed. 10

3. CHARGED PARTICLE EXCHANGE BETWEEN A BODY AND ITS ENVIRONMENT

The density n of the plasma encountered by a spacecraft in a circular polar

orbit at a reference altitude of 2000 Iam can vary by at least 3 orders of magni-

tude, as illustrated in Table 1.

Table 1. Orders of Magnitude of Plasma Parameters at Various Latitudes
for an Altitude of About 2000 an. The approximate magnitude of the sur-
face potential is also indicated for different degrees of solar irradiation

Surface potential

n 3 e~e je 2 ____ (V) _____

Latitude (cm3) (eV) (uA/m 2 ) Eclipse Shadow Sunlight

Mid-latitude 104 0.3 150 -1 -1 -1

Trough, polar
cap

typical 100 0.3 1.5 -1 +2 +4
minimum 10 0.3 0.15 -1 +5 +8

Auroral zone

ionospheric 10 3  0.3 15 -1 0 +1
plasma sheet 10? 1000 8 -3000? 0 +1

8. Formisano, V. (1980) HEOS-2 observations of the boundary layer from the

magnetopause to the ionosphere, Planet Space Scd. 28:245.

9. Thomas, J.O., and Andrews, M.IK. (1970) The polar exospheric plasma, in
The Polar Ionosphere and Magnetospheric Processes, G. Skovli, Ed..
Gordon and Breach, New York, p. 225.

10. Bauer, S. J. (1970) Temperature and composition studies in the polar iono-
sphere, In The Polar Ionosphere and Magnetospheric Processes, G. Skovli,
Ed., Gordon and Breach, New York, p. 161.
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The electrons from ionospheric origin have a relatively low energy (e#e < I

eV); those which are observed in the auroral zone during disturbed conditions and
which are precipitated from the plasma sheet are much more energetic (e e mee
I keV). The random electron current density, J e can be as low as a fraction of

I pA/m 2 or larger than 100 A/m 2

The equilibrium potential of a body in eclipse is reached when the ambient
electron and ion currents collected by its surface are equal; it is a matter of

common knowledge that the polarity of this potential is negative and that its

magnitude is a direct function of the electron mean kinetic energy. 4 This potential
i therefor,, of the order of -1 V, except possibly at the auroral latitude and dur-
ing disturbed conditions. If the flux of electrons that are precipitating from the

plasma sheet predominates over that of electrons that are created in the iono-
sphere by photoionization or by collisions, the potential may reach negative

values of the order of 1 kV. This situation however, if it is met, should not last

for more than 2 min at a time, since this is the duration required for a spacecraft

to cross a zone that extends over 100 in latitude.

The photoelectron current density emitted from a surface in sunlight is of

the order of 20 /A/m 2 under nominal solar irradiation. 11 At a 2000-kn altitude
and at latitudes higher than 600, a surface will develop a positive charge and will

reach a potential larger than that of its immediate environment by a few volts.

A surface in shadow, that is.. not directly exposed to the sun, is still Illu-
minated by the earth albedo; it is indeed estimated that about 30 percent of the

sun's energy is reflected in the short wavelength range by the clouds, the atmos-

phere and the surface of the Earth. It may therefore be anticipated that a moder-

ate photoemission level, of the order of. 6pA/m 2 , will prevent a surface in shadow

from acquiring a negative charge in the polar Ionosphere.

4. MAGNETIC INDUCTION EFFECTS

The electric field measured by a satellite in motion with respect to the

ambient plasma is given by the vector product of the orbital velocity and magnetic
field (9 = VX 9). The magnitude of the electric field is shown in Figure 2 for

two types of low circular orbit. The strength of the field is constant for a satel-
lite orbiting in the magnetic equatorial plane; it is maximum at the magnetic
poles for a satellite moving in a magnetic meridian plane.

11. Grard, R.J. L. (1973) Properties of the satellite photoelectron sheath
derived from laboratory measurements, J. Geophys. Res. 78:2885.
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'Figure 2. Electric Field Induced in a Structure
Along a Low Altitude Circular Orbit: (A) in the
Magnetic Equatorial Plane and (B) in a Magnetic
Meridian Plane

The induced voltage will never be larger than 10 V if the dimensions of the

structure do not exceed 20 m. However, voltage differences of several kV are

possible if, for example, a 10-km long tether is unrolled.
Figure 3 illustrates how the electric equilibrium is reached when two elec-

trically connected bodies are moving with respect to a magnetized plasma. The

current-voltage characteristics (I vs 4) of each of tho t:,o bodies are represented

by the curves labelled I and 12; the individual floating potentials are respectively

OF1 and OF2' The potentials reached by the two bodies 0 i and 02' when they are

linked by a conductive tether of length L, are such that I, = 1 2 = I 0 and EL

0'2 "0l'
In the example shown in Figure 3, body number 2 has the most stable potential

because it is positively biased and it has the largest conductive surface area
(dI 2 /do > dl /d4). The stability of a surface element held at a positive or a

2 1
negative potential can be further improved by the artificial emission of ions or

electrons, respectively.
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Figure 3. The Equilibrium Potential of a Two-body System in Motion With
Respect to the Ambient Plasma; the Tether Provides the Electric Connec-
tion Between the Two Bodies but is Insulated From the Plasma Environment

5. PLASMA DYNAMIC ASPECTS

The plasma dynamics phenomena associated with a large orbiting body have

been investigated by Drell et al, 12 and Chu and Gross; 13 the study of a tethered

satellite system as a shuttle facility has cast a new light on the importance of

l these problems.6

The currents emitted and collected by different elements of a large polarized

body spread along separated field lines; these charged sheets are commonly called

Alfv'en wings. The current loop closes at a distance that is a function of the size

of the body and of the efficiency of cross-field diffusion, as illustrated in Figure 4.

The two flux tubes form a transmission line across which the potential
I induced in the body is applied. One magnetic field line is in contact with the

orbiting structure for a time which is limited to L/V, where L is the size of the

body and V is the orbital velocity. This transient signal has a duration of the

o.der of a few milliseconds, which limits the lowest frequency of the signal that

can be excited to about 100 Hz.

The field-aligned currents also disturb the velocity distribution of the ambient

charged particles. Electrostatic and electromagnetic waves may be triggered if

the current intensity is sufficiently large.

12, Drcll, S.D.. Foley, H. M., and Ruderman, M.A. (1965) Drag and propulsion
of 1-rge satellites in the ionosphere: an Alfvdn propulsion engin, in space,
J. ,eophys. Res. 70:3131.

13. Chu, C.K., - t.,! Gross, R.A. (1966) Alfvan waves and Induction arag on long
cylindri,%', satellites, AIAA J. 4:2209.
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Figure 4. Dynamic Interaction Between a Large Orbiting
Structure and the Magnetized Plasma Environment

It must be noted, parenthetically, that a number of simple active experiments

can be performed from a large orbiting structure that can be used as an antenna

for radiating very low frequency waves, for example. This property may have

interesting applications for specialized communication purposes.

6. CONCLUSION

The electrostatic charging problems encountered by a spacecraft on a low

polar orbit may not be as drastic as those met by geostationary satellites. How-

ever, high surface potentials may develop in eclipse, at altitudes above 2000 kin,

when the spacecraft crosses the magnetically conjugate zone of the plasma sheet.

In-situ measurement: of the thermal and energetic (1 keV) plasma fluxes will

assess the importance of this threat and the probability of its occurrence. The

magnitude of differential charging between sunlit and shadowed surfaces is some-

what limited by the Earth albedo.

Phenomena specific to large structures are generated by the interaction with

the environment. The effect of potential differences induced by magnetic induction

must be considered with care for bodies with dimensions of several hundred

meters; large negative potentials will accelerate ambient particles and be respon-

sible for ion surface bombardment, for example. Other dynamic processes, such

as the triggering of plasma wave instabilities, do not cause any practical drawback

but present inherently interesting scientific aspects.
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Differential Charging with Meteostat
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A. D. Johnstone
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SI
7$The behavior of the geosynchronous Meteosat spacecraft in the Earth's shadow

throws new light on the topic of the inflbence of secondary electron emission on
differential charging, which could assist our understanding of these processes in

more general situations.
Meteosat Fl, a geosynchronous meteorological satellite operated by the

European Space Agency, suffered from a number of non-damaging operational
anomalies that were attributed to electrostatic discharges caused by differential

charging. The second flight model F2 was modified in several ways to reduce its

ausceptibility to arcing. In addition, two new seniors were included in the payload
to monitor the plasma environment and to detect the electrical effects of dia-
charges. Since launch in June 1981 the spacecraft has experienced only a few

anomalies attributable to arcing and no electrostatic discharges have been detected
by the monitor although that could be a matter of sensitivity. So far the only

evidence for the spaOecraft charging to significant potentials occurs during

eclipse and comes from the plasma environment monitor.
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The plasma environment monitor, an SSJ/3 electron detector provided by

AFGL, consists of a pair of channel electron multiplier detectors with electro-

static analyzers that step in parallel through the energy ranges 50 eV to 1 keV

and 1 to 20 keV. They were mounted to view at 450 to the spacecraft spin axis to

avoid exposure to direct sunlight. Since the spin rate is 100 rpm and the detector

integration period is 12. 5 sec, no information is obtained about the pitch angle

distribution. Using data from both detectors, a 16-point energy spectrum is

obtained in 100 sec.

Its typical behavior during an eclipse is shown in Figure 1. The most

obvious feature, and a most unusual one, is the sharp peak in the energy spectrum

at an energy that increases from below the bottom of the instrument's energy

range up to the energy channel centered at 640 eV. The width of the peak is much

less than the spacing between adjacent steps in the detector spectrum. If we

make the assumption that the energy of the peak increases uniformly and main-

tains the same intensity then the full width at half maximum can be calculated to

be 50 eV.

The only explanation of the peak to come to mind is that it is the result of

secondary emission from an adjacent spacecraft surface at a more negative

potential than the detector, which is grounded to the spacecraft frame. These

secondary electrons are attracted by the potential of the detector and collected

before they can escape from the spacecraft.

Their escape from the spacecraft depends on its potential, which can be

estimated from the shift in electron velocity distribution as it charges up. In

practice, because the ambient electron distribution varies, frequently a clearer

indication of the spacecraft potential is obtained at the exit from eclipse when the

spacecraft rapidly returns to a small positive potential. In Figure 1 there is an

increase in intensity over the entire energy range above the secondary emission

peak as the spacecraft emerges into the sunlight once more. Figure 2 compares

the energy distribution before and after this transition in spectra obtained 5 min
apart. The ordinate of the plot is J(E)/E, which is proportional to phase space

density. The "before" or dark spectrum is shifted almost uniformly to lower

energies by an average of 4.7 keV relative to the "after" or sunlit spectrum

implying that the detectors were at a potential of -4.7 kV relative to space. If

this potential extends over a distance of the order of a Debye length, which is

Sgreater than 200 m in these conditions, then the electric field between the two

spacecraft surfaces, say 0. 5 m and 650 V apart, could well dominate and direct

secondary electrons to the surface at the more positive potential.

Since the charging process here is controlled by secondary emission there

should be differences in the response as the electron intensity and spectrum

changes. Figure 3 shows an example of an eclipse where no negative charging
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Figure 2. Two Spectra Taken 5 mai
Apart, Before and After the End of the
Eclipse in Figure 1. The ordinate is
proportional to phase spac e density in
units of cm -2 sr lsec-1* If the am-
bient electron spectrum is the same in
both cases then the horizontal separation
indicates the potential difference

occurred, and where there is no sign of the peak that results from differential
charging. The spectrum remains nearly constant throughout the eclipse and with

no sign of a change in potential as the spacecraft comes out of eclipse. In Figure
4 the spectrum at the beginning of this eclipse Is compared with the spectrum at
the beginning of the eclipse in Figure 1. In the energy channels up to and including

the one at 2. 3 keV the electron intensity In the second, non-charging, case is

actually slightly greater. At higher energies the electron intensities in the first
example are much higher. The essential difference between the two spectra is

t that in the charging example there are many more high energy electrons. There

~may, of course, be differences in other particle distributions not measured by
I the instrument on Meteosat that are responsible for the difference in behavior.

However, the same change is found In another example (Figure 5) where the
electron spectrum hardens during an eclipse and charging begins. The spectro-

gram shows that the secondary emission peak signalling the occurrence of
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Figure 4. A Comparison of Spectra
Taken Before the Eclipses in Figure
1 (3/4) and Figure 3 (15/3)

charging appears when the intensity at high energies increases. The change in

spectrum responsible for the onset of charging is illustrated in Figure 6 with
two spectra, one taken before the eclipse, and the other immediately after to
avoid any possible effect of charging. These two spectra are therefore taken
some time before and after the actual transition but are still close to the actual
spectra as the spectrogram in Figure 5 shows. Again it shows that charging is
initiated by an increase in the intensity of high energy electrons.

The situation during the eclipse of Figure 1 is summarized in Figure 7. On

the spacecraft there are two surfaces. one at a potential of -5. 3 kVo and the
other, on which the detector is mounted, at a potential of -4.7 kV. The difference
in potential is the result of different secondary emission characteristics for the
two surfaces. A number of interesting conclusions can be drawn from these

observations.

Figure 5 shows what seems to be the first observed example of a change

from a triple to single root current/voltage characteristic predicted by several
authors I (Figure 8) when, as the consequence of a small or gradual change in
the ambient spectrum, thcre is a large change in the spacecraft potential. The
extra high energy electrons produce little secondary emission and start to charge

1. Prokopenko, S.M. L., and Laframboise, J. G. (1980) J. Geophys. Res.

85:4125.
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Figure 6. A Comparison of Spectra
Taken Before (Dashed Line) and After
(Solid Line) the Eclipse in Figure 5

V: -S'3 kV
c.S-.. E<5"ky

Spacecraft E > 5"3 keV Space

Defector1 Escaping
ec Secondaries

E> 47 keV
E < 4'7 keV

fV: -4.7kV

Figure 7. A Diagram Illustrating the Types
of Electron Trajectory Thought to be Re-
sponsible for the Observations in Figure 1

the spacecraft negatively. This immediately reduces the flux of electrons in the

50 eV to 1 keV energy range at the spacecraft surface that produce the most

secondary emission. The resulting reduction in the outward flux of secondary

eledtrons sends the spacecraft even more negative.

The charging process can be described more precisely with reference to tbe

three current/voltage characteristics for the spacecraft shown in Figure 8. The

top one shows the characteristics, including the photoemission current that is
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Figure 8. Three Schematic Current/
Voltage Characteristics for a Geo-
synchronous Spacecraft. The top one
corresponds to the sunlit situation;
the middle one to an eclipse when the
spacecraft remains at a low potential;
the bottom one causes the spacecraft
to charge negatively in eclipse

applicable to the spacecraft before it enters eclipse. The only root at A (where

the net current to the spacecraft is zero) is at a small positive voltage. Removing

the photoemission current when going into eclipse gives the middle characteristic

that has three roots, the central one being unstable. The spacecraft makes a

gradual transition to the positive root at B. As the spectrum changes, with the

addition of more high energy electrons, the characteristic takes the shape of the

lower characteristic which only has a single root at C for current balance at a

high negative potential to which the spacecraft quickly goes. Thus a gradual

small change in the electron spectrum leads to a sudden large change in the

spacecraft potential.

The behavior of the secondary emission peak shows how differential charging

is controlled by the secondary emission properties of the surfaces involved.
The shape of a typical secondary emission yield curve is shown in Figure 9.

The yield is greater than unity from a primary energy of 50 eV up to nearly 700

eV in this case. The initial difference between the two spacecraft surfaces

occurs because their respective yields are different. The surface with the lower

secondary emission yield will charge negatively more quickly. When the difference

exceeds 50 V, the more positive surface, on which the detector is mounted, acts

as the first dynode in an electron multiplier so that the net emission of electrons

from the more positive surface is actually increased. This differs from the

situation envisaged by Katz and Mandell 2 where they assume that the effect of

42. Katz, 1., and Mandell, M,J. (1982) J. Geophys. Res. 87:4533.

193

S -

Q.



2-

E

o 100 200 30U 400 500 600 700 800
Energy eV

Figure 9. A.Typical Secondary Emission
Yield Curve

differential charging potentials is to suppress secondary emission from the
positive surface and to aid the escape of the electrons from the negative surface.
They do not include the current of electrons from the negative to positive surface.
If secondary emission from the positive surface were suppressed in this case no
differential potentials could build up. Eventually the potential difference builds
up to the point where the yield from the impact of secondaries on the positive

surface drops back towards unity. Further increases in the voltage difference
are then pegged by the decrease in the secondary emission yield with energy. A

current balance is then obtained for both surfaces simultaneously. The balance
for the most negative surface depends on the ambient plasma distribution and its
secondary emission characteristics. The additional factor to be taken into account
in the current balance of the more positive surface is the electron multiplication
of the impact of secondary electrons from the more negative surface that holds
the potential difference close to the second crossover in the secondary emission

* yield curve of the more positive surface.
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The SCATHAjdata has shown that several dielectric materials responded to
the space environment differently than was expected prior to launch. For exam-
ple, there was a marked increase in the bulk conductivity of Kapton samples that
were exposed to the sun in the space vacuum. Teflon accumulated a permanent
charge, which resulted in a otenti jiffer uce that increased with time between
it and the satellite frame. Z quarti'cloth-thermal control material wax ob-

served to charge to higher levels on orbit than wis obtained in pre-launch labora-
tory tests. Some of the differences between the expected and observed data have
been explained by laboratory tests that more accurately model the space environ-
ment.
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1. INTRODUCTION

The electrical properties of spacecraft'insulating materials undergo drastic

changes when exposed to the particle and radiation environments in space. 12,3

The ability to predict how these changes occur as a function of time is needed to

extend the reliability and mission life of spacecraft. In-situ space measurements

from the SCATHA satellite have shown that the electrical conductivity of Kapton

changed dramatically in the near-geosynchronous orbit. 3 Similarly, the charge

retention of Teflon and the ability of quartz cloth thermal blankets to charge up

in the near synchronous environment must be understood before using these

materials on new spacecraft. A laboratory program was initiated to understand

and measure the changes in Kapton4 ' 5 and the quartz cloth charging1 that are

caused by exposure to the space environment. The permanent charge buildup in

Teflon appears to be a result of bulk charging by high energy (> 50 keV) electrons

in the radiation belts. 2, 3,6,7 These results are summarized in this paper to

bring the last few years experiences and findings together in one place. The

emphasis is placed on the Kapton studies, which are more recent.

2. OBSERVATIONS

The Satellite Surface Potential Monitor (SSPM) was an experiment payload

flown on the P78-2 (SCATHA) satellite 8 , 9 to study the electrical behavior of

typical spacecraft insulating materials in the space environment. The P78-2

satellite is a spin-stabilized satellite with its spin axis normal to the satellite-

sun line. There are several material shmples on board. Two Kapton samples

are mounted in such a way that they rotate into and out of the sun. A third Kapton

sample plus silvered Teflon and quartz fabric samples were mounted in the shadow

of the spacecraft. For a description of the SSPM experiment and experimental

technique the reader is referred to the Mi~era 10 article.

The first discrepancy between some laboratory results and observation was

the measurement of a relatively high level of charging on the quartz fabric. This

fabric was mounted on Teflon backed with silver. A small hole was cut in the

Teflon to expose the electric field from the fabric to a back side sensor. 10 A

typical example of the SSPM sample geometry is shown in Figure 1.

Figure 2 shows the charging levels of the quartz fabric and other materials

during a natural charging event on 24 April 1979. The fabric charged to over

3 kV. Laboratory measurements by Belanger and Eagles. 11 prior to SCATHA's

Because of the large number of references cited above, they will not be listed
here. See References, page 212.
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CUREN VOTAE TUNING FORK PROBE

Figure 1. Schematic View of an SSPM Sample (Aluminized
Kapton) Mounted on a Copper-Clad Fiberglass Board to Col-
lect Current. The conducting backing is removed over the
Monroe electrostatic field meter to permit a back surface
measurement (from Ref. 1)

launch, had indicated that this material would not charge significantly above a

few hundred volts in the space environment. There were also tests which

indicated the fabric would indeed charge to high levels. 12 There were some

doubts about both results, so that at the launch of SCATHA the science community

was split in its opinion concerning whether the actual samples being Iflown would

charge or not.

A laboratory test program was set up to find out why there wes such a dif-
ference between quartz fabric charging on orbit and in the Belanger and Eagles 1

study (Mizera et al. 1). Figure 3 shows the charging response of the quartz

fabric when irradiated by a 6-keV electron beam of different current densities.

As seen in the figure, there is a relationship between charging level and beam

current. The lower current beams charged the sample to higher voltage for a

longer period. The 0.08 nA/cm2 beam that charged the sample to the higher

value was about two orders of magnitude lower in current than the beams used in

the Belanger and Eagles1 1 study.

It was found that the charging level of the quartz fabric initially rose to a1relatively high value with the rate of charging greater for higher incident current.

12. Stevens, N.J., Berkopec, F.D., Staskus, J.V., Blech, R.A., and Narciso,
S. J. (1977) Testing of typical spacecraft materials in a simulated substorm
environment, in Proceedings of the Spacecraft Charging TechnologyS
Conference, Pike and Lovell, Eds., NASA Publ. TMX-73537 and U. S.
Air Force Publ. AFGL-TR-77-0051, AD A045459.

199



620 -
-- 0 -0 - TEFLON

FARIloWTEFLON
%W

3600

3200

SOWZ

I I

6:24W

1600r

12: ? 4 KAPTON

SW
60D
400

0651:00 065:00 0653:00 U
2040 2040

Figure 2. Kapton, Teflon, and
Quartz Fabric Charging Levels
on the SCATHA (P78-2) Satellite
During the 24 April 1979 Charg-
ing Event (From Ref. 2)

Then, the charging level decreased to a steady-state value of a few hundred volts
with the most rapid decrease occurring for the higher incident currents. Thus,
Belanger and Eagles' results were correct for the steady state but didn't show
that the charging ad discharge rate were very sensitive to incident current
density. With the very low current densities experienced in the natural environ-
ment. such as the 0. 1 nA/cm 2 estimated for the 24 April event, 1 the quartz

fabric can charge to high levels relative to the satellite ground for significant

periods of time.

Another feature of the early SCATHA SSPM results was the observation that
the Teflon samples showed a potential offset after only a few days on orbit. By
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Figure 3. Typical Response of a Quartz Fabric Sample With Silvered
Teflon Backing Under Laboratory Electron Irradiation (From Ref. 4)

the time of the 24 April charging event shown in Figure 2, the Teflon sample

showed a -2000 V offset. This offset voltage was not due to surface charging.

The Teflon bulk charge buildup was studied, using the SCATHA SSPM data, by
plotting its potential as a function of time as shown in Figure 4. The data were
taken at local noon where the probability of surface charging is a minimum. 2

There is an obvious gradual increase in the minimum potential with time. On top

of this gradual increase are superimposed rather large short duration potential
Jumps. These occur over a period of about a day. Some are associated with

satellite attitude maneuvers and others were caused by large energetic particle

enhancements.
3

Recent calculations of the levels of potential expected from imbedded energet-

ic electrons in Teflon give results that are in agreement with the observed poten-

tials. 6 Some early laboratory studies 13 were suggestive of a model for Teflon
discharge events in which the charges from a charge deposition layer would flow

13. Yadlowsky, E.J., Hazelton, R. C., and Churchill, R.J. (1979) Characteriza-
tion of electrical discharges on teflon dielectrics used as spacecraft ther-
mal control surfaces, in pacecraft Charging Technoloa-QM. Finke and
Pike, Eds., available as NASA Conference Publication 2071 or Air Force
Publ. AFGL-TR-79-0082, AD A084626, p. 632.
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Figure 4. Teflon Potentials In Volts Taken
When the P78-2 Satellite was Near Local
Noon. These variations in voltages are not
due to surface charging (from Ref. 2)

through a localized channel to the back surface. Reagan et al. 6 indicated they

do not expect the electric field inside the Teflon potential to reach dielectric

breakdown levels but that micrometeorites or heavy cosmic rays penetrating

the material may create a breakdown channel.

Another effect which has been estimated for Teflon Is the radiation induced

conductivity enhancement. 14 Calculations, based on measured energetic electron

dose rates, show that the conductivity of Teflon can be enhanced over its intrinsic

conductivity by substorm and magnetic storm increases in the particle fluxes.

This would cause a modulation of the Teflon potential by such magnetospheric

events.
At times other than magnetospheric storms and when the Teflon Is shadowed,

its resistivity is very large and the embedded charges from electrons with energy

< 150 keV cannot easily migrate. So, they build up, increasing the potential until

the electric fields are strong enough to pull the charge out of the material as fast

as it is produced. As Figure 4 shows, such an equilibrium was not reached after
250 days on orbit.

The last material change noted, so far, on orbit was the ever decreasing

level of charging of some of the Kapton samples. 2, 3 This was first noted by

14.-Reagan, 3. B., Nightingale, R. W., Gaines, E.E., Meyercroft, R.E., and
Imhof, W. L. (1981) The role of energetic particles in the charging/
discharging of spacecraft dielectrics, in Spacecraft Charging Technolog.
1980, Stevens and Pike, Eds., NASA Conference Publication 2182 or A
Force Publication AFGL-TR-81-0270, AD A114426, p. 74.
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comparing the charging levels of Kapton during three similar charging events
separated in time by several months. These data are shown in Figure 5. The

Kapton -1 and -2 samples are on the sides of the spacecraft and are exposed to

the sun every spin period. 10.8 The charging levels of these samples are com-

pared with the potential of an isolated gold-plated conductor as a reference.

The potential of the samples relative to satellite ground increases as the

samples rotate into the satellite shadow (shaded portions of curve) and decreases

to a very small value in sunlight. The maximum potential reached by the gold

was the same, within 30 percent, for the three events while the Kapton potentials

varied by orders of magnitude. The gold sample data suggests that the three
charging events were of the same magnitude. For example, the bulk currents

through the samples were within a factor of 2 over the events but the Kapton-2

sample potential decreased from -1001 volts to <1101 volts from the 24 April

1979 event to the 10 June 1980 event. The shadowed Kapton (No. 3) sample on
the top of the satellite retained its normal charging properties during these

periods.
Figure 6 shows the measured bulk currents for the 10 June 1980 and 28

Marrh 1979 events and unilluminated laboratory values for the charged sample.

The bulk current measured on orbit was more than 3 orders of magnitude greater

than the laboratory values. The June 1980 current, at low potential, is nearly a
factor of 3 larger than the later March 1979 value at - 1.7 kV potential. This

suggested that solar illumination of the Kapton samples on the sides of the vehicle
had caused a conductivity increase and that the level of conductivity was probably
continuously increasing with time. This was tested by comparing the Kapton

voltage to the gold sample voltage for a large body of data (from 7 February 1979
to 17 February 1980). This is shown in Figure 7 where each point represents

the ratio of the maximum Kapton voltage to the maximum gold voltage for each
24-h period. Gold was assumed to be a space stable reference and any trends in

the ratio were attributed to changes in the Kapton characteristics, specifically

its conductivity. Figure 7a shows the result for the smaller Kapton sample

('- 160 cm 2 ) and Figure 7b shows the result for the large area sample (- 830
cm 2 ). The solid line is an exponential regression line with the slope shown.

The two Kapton samples show the same trend; they attained an ever lower maxi-

mum potential with increasing time. The e-folding time for the decrease in the

ratio in - 92 days. 15 The fact that both samples behaved the same would indicate

that these changes in the Kapton bulk conductivity are representative of Kapton

itself, At the same time, the shadowed Kapton sample on the top of the satellite

showed no such conductivity changes.

15. Mizera, P. F. (1981) Charging results from the satellite surface potential
monitor, J. Spacecraft and Rockets 18:506.
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MARCH 28. 1979
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Figure 6. Bulk Kapton Current Measured
on Orbit (10 June 1980 and 28 March 1979)
and in the Laboratory (See Ref. 5)
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Figure 7a. Logarithmic Ratios of Kapton
to Gold Conductor Voltage with Time. Both
samples were on the SSPM-1 instrument
mounted on the P78-2 bellyband with 50 per-
cent solar exposure. Early ratios were
normalized to 1
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Figure 7b. Same Format as Figure 7a, but
Using Voltages From the Large Area Kapton
Flown on the SSPM-2 (See Ref. 1)

Such results had been suggested by some early laboratory tests, 16, 17 in

which the conductivity of Kapton was seen to rise with increased temperature,

with increasing voltage impressed on the sample, and with exposure to light

from a sun simulator. The dark conductivity of Kapton was found to increase by

2 orders of magnitude in the first hour, after exposure to a "one sun" illumina-

tion, and then the rate of increase slowed with extended exposure. Similar

results were also obtained with the Teflon and quartz fabric but the conductivity

increases were orders of magnitude less than those of Kapton. Adamo and

Nanevicz 17 also examined the photoconductivity of Kapton as a function of UV

wavelength and found its increase in conductivity to be greatest for light with

450 to 524 nm wavelengths. This result is shown in Figure 8.

After the SCATHA Kapton results were seen, measurements were made at
4,5the Aerospace Corp. laboratories using samples identical to the SCATHA

samples in a duplicate SSPM instrument. The tests were carried out using

simulated solar and particle radiation (for a description of the test equipment

see Mizera et al; 1 Leung et al;5 and Leung and Broussard1 8 ). The bulk dark

16. Coffey, H. T., Nanevicz, J. E., and Adamo, R. C. (1978) Photoconductivity
of High Voltage Space Insulating Materials. Final Report, NASA Contract
NAS3-18912, Stanford Research Institute, Menlo Park, Calif.

17. Adamo, R. C., and Nanevicz, J.E. (1977) Conductivity effects in high-voltage
spacecraft insulating materials, in Proceedings of the Spacecraft Charglng
Technologv Conference, Pike and Lovell, Eds., available as AFGL-TE-
77-0051, AD A045459, or NASA TMX-73537, p. 669.

18. Leung, M.S., and Broussard, R. M. (1982) Summary of laboratory charging
results on spacecraft dielectrics, ALAA Paper 82-0114, 20th Aerospace
Sci. Mtg., Orlando, Fla.
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current of Kapton was measured as a function of the surface potential using both

biased electrodes in contact with the surface and an electron beam to charge the

surface. Figure 9 shows that both techniques gave the same result and thus the

results are not dependent on electrode configuration. The Aerospace tests 1' 4

confirmed the SRI results, 16, 17 which showed that the bulk dark current of Kapton

was about 3 orders of magnitude higher after UV exposure than before.

I I ! I I
A

X 16 1
2 A 4

6A

10-13 (B-

Ao

xl0 0
- % 1 A ,

X 1 0 1 5 I I I I I

0 2 4 6 8 10 12

E112 x 10'2 (VoltIcm
112

SQUARE ROOT OF ELECTRIC FIELD

Figure 9. A Semilog Plot of the Bulk Current
vs the Square Root of the Electric Field for
Aluminized Kapton. The slope is approximately
1. 0 X 10-2 (cm/V)1/2. The dots represent the
data points collected using a metal/linsulator/
metal structure shown in measurement scheme
(A). The triangles are obtained by measure-
ment scheme (B) in which the biasing electrode
is replaced by an electron beam and surface
potential of the sample is controlled by the beam
energy (see Ref. 4)
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It should be noted here that we do not mean the instantaneous photoconduc-

tivity of the material during UV exposure -but anenhancement in the dark conduc-

tivity of the material after it has been illuminated. Exposure to UV for a short

time caused a permanent change in the dark bulk conductivity as long as the

material wac in vacuum.

This dark conductivity enhancement was reduced if the sample was exposed

to air. 1, 5 This is shown in Figure 10 where the bulk dark current versus voltage

profile is plotted for; (1) the unilluminated sample, (2) a sample that was

exposed to "one sun" for 60 min, and (3) the sample after it was exposed for an

additional 28 min. After the second illumination and dark current measurement,

the sample was exposed to atmosphere for 15 min and then a new dark conduc-

tivity profile was run in vacuum (curve (4) in Figure 10). This was followed by

sample iliumination for 45 inin (curve (5)] whereupon the dark current again

increased to the previous [curve (3)] value. Thus, exposure to air partially

"quenched" the conductivity enhancement, but illumination by "one sun" UV in

vacuum caused the dark current to increase again.

5 md KAPTON

10-
9

9 10-| 12 60mi

6 1 )0
M II_

.- 10-
3 UNEXPOSED

FO-OR 1 mu I ! I

Figure 10. Laboratory Simulation of
the Photo-induced Enhancement of
Kapton Conductivity (See Ref. 5)
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Why does the Kapton dark conductivity permanently increase in a vacuum

after exposure to IN and why does it quench when exposed to air? Is this impor-
tant in low altitude orbits? The partial answers to these questions are given by
the laboratory tests. As mentioned earlier, Adamo and Nanevicz 17 showed that

the Kapton photoconductivity was enhanced most effectively by light in the 450-

to*524-nm wavelength range. Mizera et al2 did a similar test, but for dark
conductivity, with a spare SSPM and showed that indeed the largest bulk current
was provided when both 2-mil and 5-mil Kapton samples had been exposed to
1"solar" light through a filter with a peak transmission near 502 nm. A shorter

wavelength light (425 nm) produced the smallest response and the 560-nm wave-
length an intermediate response. Figure 11 shows the Kapton spectral response
versus wavelength and the response of the filters used in the Mizera et Ai2 study.

.The strongest response was obtained for the shortest wavelengths that just started
to penetrate the material causing the "... formation of-electrically active centers
in the bulk of the material... ", as noted by'Leung et al. 5 Apparently this same
wavelength produces both the maximum photoconductivity and permanent conduc-
tivity change in Kapton.

- KAPTON SPECTRAL
-- RESPONSE

'E5 /
250 /

LFILTER 
4 

FILTER %0

WAVELENIGTH angstroms)

Figure 11. Absorption Spectra of 5-mil Kapton and Selected
Filters (See Ref. 5)

To study the photochemistry that had occurred in the Kapton, Leung et al 5

exposed the samples to various gases after their dark conductivity had been
raised by UV illumination. Argon, dry N2 , and dry air were used. Only dry
air caused a quenching of the enhanced conductivity. Based on this result the
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authors suggested that oxygen was responsible for the quenching. This could be
very important at Shuttle altitudes where oxygen is the dominant constituent.
The residual atmosphere may quench the Kapton photo-induced conductivity

enhancement and keep the conductivity low. Only on-orbit tests or good labora-
tory simulations will reveal the answer.

3. SUMMARY

We have seen that the plasma and solar UV environment acted on dielectric

materials to produce effects that were not clearly understood prior to the
SCATHA program. Previously, only he thermal and optical properties of

Kapton and Teflon materials were of concern. With the knowledge that these

dielectrics charge up in the space plasma and can discharge causing spurious

system responses, 19-21 it became important to consider their electrical

properties. The pre-SCATHA satellite data laboratory tests did not uncover all
the important properties of such materials. The orbital data bore out some of

the laboratory results and showed differences from others.
The charging of the quartz fabric to high levels during impulsive charging

events, lasting minutes to hours, was a surprise. The fact that the material

responded the same way in the laboratory, when the proper simulation was
performed, showed that the "worst case environment" testing normally used

can be misleading. In the future one must be careful to verify first that the

worst case test doesn't hide the response we are looking for.
The testing of the Teflon materials before launch did not uncover the bull

charging of the material by energetic electrons (> 50 keV) because such energies

were not used in the tests and only surface charging was considered. The
SCATHA results show that bulk charging can be equally important for Teflon.

Recent calculations by Reagan et all4' 6 show that most of the Teflon response is

to energetic electrons. In fact, a significant number of discharges on the
SCATHA satellite are suspected of being the result of bulk charging2 2 ' 2 3 ae are

some anomalies on other spacecraft. 7 At the time of early SCATHA satellite
data, some test results became available which indicated that energetic electrons

can penetrate into the interior of spacecraft and charge highly resistive dielec-
trics there. Then arcing can occur and cause system upseti. 2 4 Thus. bulk
charging of highly resistive materials must be considered wherever exposure to

intense fluxes of very energetic electrons is possible.

Because of the large number of references cited above, they will not be listed
here. See References. page 212.
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Finally, the permanent conductivity enhancement of Kapton by solar UV

exposure could reduce charging of vehicle surfaces composed of this material.
A i The question of whether the oxygen densities experienced on orbit (< 1010 "

.z above 200-km altitude) could quench the photo-induced conductivity has not been
studied yet and may be important at shuttle altitudes.

Acknowledgment
'p

This work was supported by the U.S. Air Force Systems Command's Space
Divisiorz ider Contract F04701-82-C-83.

References

1. Mizera, P.F., Leung, M.S., and Kan, H.K.A. (1981) Laboratory and Space
Results from the SSPM Experiments, The Aerospace Corp,. TOR-0081
(6505-02)-03, El Segundo, Calif.

2. Mizera, P. F. , and Boyd. G.M. (1982) Asummary of spacecraft charging
results, AIAA Paper 82-0268, 20th Aerospace Sci. Mtg., Orlando, Fla.

3. Mizera, P. F. (1982) Chantge in Electrical Properties of Spacecraft Dielec-
trics, The Aerospace Corp., TOR-0082(2505-20)1, El Segundo, Calif.

4. Leung, M.S. , and Kan, H. K.A. (1981) Laboratory study of the charging of
spacecraft materials, J. of Spacecraft and Rockets, 18:10.

5. Leung, M. S., Tueling, M. B., and Schnauss, E. R. (1981) Effects of secondary
electron emission on charging, in Spacecraft Charging Technology, NASA
CP-2182, or AFGL-TR-81-0270, AD A114426, p. 163.

6. Reagan, J. B., Mayarott, E.E., Gaines, E.E., Nightingale. R.W., Filbert,
P. C., and Imhof, W. L. (1982) Space charging currents and their effects on
spacecraft systems, in Proceedings of Tenth International Symposium on
Discharges and Electrical Insulation in Vacuum.

7. Vampola, A. L. (1983) Thick dielectric charging on high altitude satellites,
AIAA Paper 83-0166, 21st Aerospace Sdi. Mtg., Reno, Nev.

8. Stevens, J. R., and Vampola, A. L. (1978) Description of Space Test Program
P78-2 Spacecraft and Payload, The Aerospace Corp., SAMSO TR-78-24,
El Segundo, Calif.

9. Fennell, J. F. (1982) Description of P78-2 (SCATHA) satellite and experi-
ments, in The IMS Source Book, Russell and Southwood, Eds.. Am.
Geophysical Union, Washington, D. C., p. 65.

10. Mizera, P. F. (1980) Natural and artificial charging: results from the satellite
surface potential monitor flown on P78-2, AIAA Paper 80-0334, 18th
Aerospace Sci. Mtg., Pasadena, Calif.

212

I

I



11. Belanger, V.J. , and Eagles, A.E. (1977) Secondary emission conductivity
of high purity silica fabric, in Proceedings of the Spacecraft Charging

"Technology Conference, Pike and L-ovell, Edo., available aAFL-TR-
77-0051, AD A045459 or NASA TMX-73537, p. 655.

12. Stevens, N.J., Berkopec,. F.D., Staskus, J.V., Blech, R.A., and Narciso,
S J. (1977) Testing of typical spacecraft materials in a simulated substorm
environment, in Proceedings of the Spacecraft Charging Technoloy
Conference Pike and Lovell, Eds., NASA Publ. TMX-7357anU S.
Air Force Publ. AFGL-TR-77-0051, AD A045459.

13. Yadlowsky, E. J., Hazelton, R. C., and Churchill, R. J. (1979) Characteriza-
tion of electr'cal discharges on teflon dielectrics used as spacecraft ther-
mal control surfaces, in Spacecraft Charging Technolory-1978 Finke and
Pike, Eds., available as NASA Conference Publication 2071 or Air Force
Publ. AFGL-TR-79-0082, AD A084626, p. 632.

14. Reagan, J. B., Nightingale, R. W., Gaines, E. E., Meyercroft, R. E., and
Imhof, W. L. (1981) The role of energetic particles in the charging!
discharging of spacecraft dielectrics, intSpacecraft Charging Technology
1980, Stevens and Pike, Eds., NASA Conference Publication 2182.or Air
Force Publications AFGL-TR-81-0270, AD A114426, p. 74.

15. Mizera, P. F. (1981) Charging results from the satellite surface potential
monitor, J. Spacecraft and Rockets, 18:506.

16. Coffey, H. T., Nanevicz, J. E., and Adamo, R.C. (1978) Photoconductivity
of High Voltage Space Insulating Materials, Final Report, NASA Contract
NAS3-18912, Stanford Research Institute, Menlo Park, Calif.

17; Adamo, R. C., and Nanevicz, J.E. (1977) Conductivity effects in high-voltage
spacecraft insulating materials, in Proceedings of the Spacecraft Charging
Technology Conference Pike and Tove]l, Eds. , avaiLable as Abl iL.-lkh-
77-0051, AD A045459, or NASA TMX-73537, p. 669.

18. Leung, M.S.. and Broussard, R. M. (1982) Summary of laboratory charging
results on spacecraft dielectrics, AIAA Paper 82-0114, 20th Aerospace
Sci. Mtg., Orlando, Fla.

19. McPherson, D.A., Cauffman, D.P., and Schober, W.R. (1975) Spacecraft
charging at high altitudes: SCATHA satellite program. J. Spacecraft and
Rockets 12:621.

20. Rosen, A., Ed. (1976) Spacecraft charging by magnetospheric plasmas, Vol.
47, Progress in Astronautics and Aeronautics, AIAA and MIT press publ.,
Cambridge, Mass.

21. Garret, H. B., and Pike, C. P., Eds. (1980) Space systems and their interac-
tions with earth's space environment, Prog. in Astronautics and Aeronau-
tics, Volume 71, AIAA, New York.

22. Koons, H. C. (1980) Electrical discharges on the P78-2 satellite (SCATHA),
AIAA Paper 80-0333, 18th Aerospace Sc. Mtg., Pasadena, Calif.

23. Koons, H. C. (1982) Summary of environmentally induced electrical dis-
charges on the P78-2 (SCATHA) satellite, AIAA Paper 82-0263, 20th
Aerospace Sci. Mtg., Orlando, Fla.

24. Wenaas, P., Treadaway, M.J., Flanagan, T.M., Mallon, C.E., and
Denson, R. (1979) High-energy electron-induced discharges in printed
circuit boards, IEEE Trans. on Nuclear Set. NS-26:5152.

213



AD P002114

1. Introduction 215
2. MIL-STD 1541 Spacecraft Charging

Requirements Analysis Discharge
Model 219

3. Coupling Model 222
4. Discussion 230References 233

15. Space Electron-IndUced Discharge
Coupling into Satellite Electronics

by

J. Wilknfld
I RT Corp.

Son Diego, Calif. 92100

1. INTRODUCTION

The USAF and NASA began the Spacecraft Charging at High Altitude (SCATHA)

program because indirect evidence indicated that discharges induced by space

electrons in spacecraft dielectrics could generate sufficient electromagnetic

energy to cause spacecraft malfunction or failure. The ultimate cause must be

related to the coupling of energy from the discharge into circuits that then mal-

function: either an upset (uncommanded change of state) or electrical burnout of

components, occurs.)

Designers, manufacturers, and program offices responsible for ensuring

that spacecraft perform according to specifications in the charging environment

will find the important findings of the SCATHA program in the Spacecraft Charging

Requirements Appendix (SCRA) to MIL-STD 1541, Electromagnetic Compatibility

Requirements for Space Systems (Ref. 1). The draft of this document contains

1. Holman, A. B. (1982) Spacecraft Charging Standard Report, USAF Space
Division Contract F04701-80-C-0009.
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information that designers nee to develop spacecraft that are resistant to

electron-induced discharges. Of most relevance to the design of spacecraft are

I* Sections 50.2, Design; 50.3, Analysis; and 50.4, Testing.
To evaluate the electromagnetic susceptibility of circuits in his design, a

manufacturer muot calculate or experimentally determine a set of "pin specifica-

tions". These "pin specifications"|are the signal characteristics of the transients

induced bya space-electron-induced discharge at each circuit input/output inter-

face or box pin. These specifications are typically expressed as voltage/current

waveforms or as an amount of energy between a given pin and the box or circuit

common or ground. The design margin is adequate if the electron-induced-

discharge induced energy on each pin is low enough so that no significant change

is caused in circuit performance; for example, a change in state for a digital

circuit, or an unacceptable shift in operating characteristics for an analog circuit

are significant changes. The specific components of a circuit and its function

determine what is acceptable and what is unacceptable. If enough energy is
coupled into the circuit, then one or more parts may suffer irreversible failure

or burnout.

A calculation of "pin specifications" for particular circuits in a given satellite

requires two kinds of information. First, a description of the source term is

needed. For an electron-induced diocharge, this is a discharge waveform typi-

cally specified in terms of the current induced on the surface of the spacecraft.

Second, a coupling model is needed. This is an electromagnetic model represent-

ing the spacecraft structure and cable bundle. The discharges become source

terms in such a model and the impedance between pins and common are the loads.

The model is exercised to obtain the response generated by a discharge at each

pin to determine the "pin specification" and the electron-induced-discharge

safety margin. Various approaches have been taken to develop the coupling

model. These include adaptation of electromagnetic compatibility codes such as
SEMCAP, 2 and modeling the spacecraft structure and cable bundle as a series of

lumped elements. The result is then solved by a transient circuit analysis
code. 3 Simplifications are inevitably made in such models because of the com-

plexity of real spacecraft. Such simplifications lead to deviations between predic-
tion and measurement of more than 6 dB. Often, discrepancies of 20 dB or more

occur, even in predictions of the results of electrical testing where the source

characteristics and injection locations are known.

2. Inouye, G., et al (1978) Voyager spacecraft electrostatic discharge immunity
verification tests, paper presented at the Symposium on the Effects of the
Ionosphere on Space and Terrestrial Systems, January 1978, Arlington, Va.

3. Rudie, N. (1980) Principles and Techniques of Radiation Hardening. Vol. 3,
Chapter 28, 2nd d.
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Section 5.2.4 of the SCRA provides a discharge specification, that is, a set
of current waveforms for different materials scaled according to material area.

These waveforms are based primarily on the results of ground test data in which

the replacement currents generated in planar, grounded samples exposed to

monoenergetic electrons were measured. These data are summarized in Ref. 4.

The limited amount of detailed discharge data from the P78-2 (SCATHA) space-
craft was not used in the discharge model.

Section 50.2.3 of the SCRA suggests ways to reduce electron-induced-

discharge coupling by various techniques, such as enclosure of sensitive elec-

tronics inside a Faraday cage, shielding individual wires or cable bundles, and
closing structural penetrations to prevent leakage of externally generated electro-

magnetic fields into spacecraft interiors. Such techniques are well known,

because they are also applied in spacecraft design to reduce EMI and nuclear-
weapon induced EM effects such as Systems Generated Electromagnetic Pulses.
Typically, such combinations of shielding will reduce the coupling of EM energy

into individual spacecraft wires by 40 dB or more.

Section 50.4 also contains a recommended set of electron-induced-discharge

qualification test procedures. These current injection tests were designed to

simulate the replacement currents generated by the type of discharges summa-

rized in Ref. 4. The rationale for their development is described in Ref. 5. As

the analysis uncertainties in calculating "pin specifications" are typically greater
than allowable design margins, some sort of testing is mandated to show that a

spacecraft will survive the charging environment without significant overdesign

with its concomitant penalties of weight, complexity, and cost.

Unfortunately, there is an increasing body of evidence that the discharge

models embodied in the SCRA are an overly severe model of what actually happens

on orbit. This is critical, because these models define the threat against which
proposed satellites must be designed, constructed, and tested to survive. This
evidence includes:

(1) Limited data from spacecraft in orbit, especially the P78-2, that the
differential potentials and discharge amplitudes seen are much less than expected

from ground tests (Refs. 5,6).

4. O'Donnell, E.E. , and Beers, B. L. (1982) Characteristics of Electrostatic~Discharge on Spacecraft Materials, SAI Report.

5. Koons, H. C. (1982) Summary of Environmentally Induced Electrical Dis-charges on the P78-2 (SCATHA) Satellite, Aerospace Corp., Report
SSL-83(3505":30-I).

6. Adamo, R. C., and Materrese, J. R. (1982) Transient pulse monitor (TPM)
data from the SCATHA/P78-2 spacecraft, paper presented at the AIAA
20th Aerospace Science Meeting, Orlando, Fla., 11-14 Januhry 1982.
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(2) Confirmation of the P78-2 observations based on 3-dimensional analytic

modeling of spacecraft-like objects exposed to realistic charging environments

A using the NASCAP code (Ref. 7).

(3) Recent ground test data in which the charged particle environment is

.4 more accurately simulated (Refs. 8-10).
(4) Relative immunity ol recently designed spacecraft to electron-induced

discharges.

4 In this paper, the discharge models presented in the Spacecraft Charging

Requirements Appendix will be used with simple, but reasonable, coupling models

to determine how severe the electron-induced discharge threat to spacecraft

ought to be and then to compare the-results of these calculations to the limited
on-orbit data. The calculations are presented in a form by which the efficiency

of various design approaches is explicitly demonstrated. In particular, we

address the question: given the correctness of the discharge models, do reason-

able amounts of structural and cable shielding (40 dB or so) finit the "pin speci-

fications" to safe levels?

The approach taken in the rest of this paper is:

(1) The discharge models in the Spacecraft Charging Requirements Appendix

are taken as truly representative of those that occur in spacecraft dielectrics in

the magnetospheric charging environment.

(2) The coupling of external electron-induced-discharge induced transients

through the spacecraft skin and shielded wires is calculated for a variety of

discharge source terms, and assuming reasonable values for EM field attenuation

by the structure and wire shields.

(3) The energy coupled into individual wires is compared to the upset and

burnout threshold for two common types of semiconductor digital logic used in

spacecraft.

(4) The results are evaluated for system consequences.

7. Stevens, N.J. (1981) Analytical modeling of satellites in geosynchronous
environments, in Spacecraft Charging Technology, 1980, NASA Conference
Publication 2182, AFGL-TR-81-0270, AD AhL4426.

8. Coakley, P., et al (1982) Charging and discharging characteristics of space-
craft dielectrics exposed to low and mid energy electrons, IEEE Trans.
Nucl. Set. NS-29.

9. Staskus, J.V., and Roche, J. C. (1981) Testing of a spacecraft model in a
combined environment simulator, IEEE Trans. Nucl. Sci. NS-28"4509.

j 10. Treadaway, M., et al (1979) The effect of high energy electrons on the charg-
ing of spacecraft dielectrics, IEEE Trans. Nucl. ci. NS-26:5102.
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2. MISTD 1541 SPACWEAff CHARGING REQUIREMENTS ANALYSIS CHARGE MDEL

The discharge model in the Spacecraft Charging Requirements Appendix is

based on a review of the available discharge data presented in Ref. 4. The

majority of these data were based on the measured response of planar samples

exposed to low energy (E 5 30 keV) electronsat fluences of about I n/cm

The primary measurement is the replacement current flowing in a low impedance

(5 1 ) ground return. Note that this is primarily a measure of the response
induced by the discharge. Some workers 1 1l 12 measured the currents flowing in

the body of simple 3-D objects covered with representative dielectrics on the end

exposed to electrons. Such body currents Mn. flowing normal to the spacecraft

surface, are proportional to one of the source terms, the tangential magnetic
field (H). The body current couples electromagnetic energy into spacecraft
interiors. Nanevicz et a13 measured external electron-induced-discharge

generated electric and magnetic fields.

The worst case responses produced by electron-induced discharges occur

when electrons are physically expelled or blown off from the discharging surface

of the spacecraft. The fraction of such charge blown off for-the charging
, , conditions described above is typically 25 to 75 percent of the total charge involved

in a discharge. The rest of this charge recombines with adjacent image charge

by dielectric punchthrough or by edge flashover. The latter two discharge modes

produce a much smaller object response if measured in terms of the body re-

placement currents generated.

It was observed that discharge induced replacement currents for grounded

planar samples approximately follow a series of scaling laws:

C
Ip CI A

C 2

where Ip is the peak replacement current generated by the discharge of a dielec-

tric of area A, and to is the current pulse width at half maximum. For analysis

purposes, the pulse shape is reasonably well approximated by an isosceles

11. Willcenfeld, J. . et al (1981) Development of Electrical Test Procedures for
Qualification of Spacecraft Against EID. Vol. I, NASA CR-165590.

12. Treadaway, M. J., et al (1980) Experimegtal Verification of an ECEMP
Spacecraft Discharge Coupling Model SGEMP-J-5083, Computer Sciences
Corp.

13. Nanevicz, J., et a1 (1981) Electromagnetic fields produced by simulated
spacecraft discharges, in Spacecraft Charging Technology, NASA CR-2182,
AFGL-TR-81-0270, AD A114426.
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triangle. The constants C, P2# C1 and C2 ' are material dependent. O'Donnell
and Beers 4 have provided a best fit for these parameters, which are given in
"Table 1. For comparison, various experimental data for Kapton are plotted in

Figure 1 along with the sp~ecification curves and other (Refs. 14, 15) "best" fits.
* Table 2 presents a summary of'discharge pulse characteristics for Kapton,

Teflon, Mylar, and fused quartz for dielectric areas ranging from 1 to 104 cm 2 ,

taken to be representative of those found on spacecraft. In fact, the solar array
panels of current generation communications satellites are covered with fused

* ,quartz cover slips spanning even larger areas,

Table 1. Discharge Parameters for Equations I and 2

I (A) to(nsec)
p

Material C 02 C'1  C'2

Kapton 3.8 0.482 10.4 0.669

Teflon 5.146 0.516 8 0.511
Mylar 8.359 0.509 7.7 0.461
Fused Quartz 0.81 0.6

The replacement currents measured on grounded samples represent an upper
bound for blowoff discharge coupling. Typically, during a discharge, which

occurs over times of 0.01 to several microseconds, a spacecraft in the magne-
tosphere is effectively isolated from it, because the magnetosphere cannot
instantaneously supply replacement charge. Thus, a better ground test simula-

tion is to couple the test object to ground through a large resistance, such as
105 to 106 Q (so-called high impedance coupling). The resistance provides for a
dc connection to the external environment. However, the RC time constant,

where C is the capacitance of the test object to the tank, about 100 pf, is long
compared to the discharge pulse width. The test object is essentially isolated

during the discharge. Then, space charge limiting of the blown-off electrons
occurs. Most of these reurn to the test object. Figure 2 shows measured and

14. Balmain, K. (1978) Scaling laws and edge effects for polymer surface dis-
charges, in Spacecraft Charging Technology. 1978, AFGL-TR-79-0082,
AD A084626.

15. Inouye, G. (1981) Implications of Arcing Due to Spacecraft Charging on
Spacecraft EMI Margins of Immunity, NASA CR-165442.
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Figure 2. Calculated and Experimentally Measured Peak Replacement Currents
vs Distance for SSM on a Simple Canister; High Impedance (Ref. 3)

predicted replacement currents induced on the side of a 91 cm wide by 61 cm

high right circular cylinder as a function of distance from the too of the cylinder.

The estimated emission current, 131 A, is based on replacement current meas-

urements for the same object grounded to the test tank. Note that the magnitude

of the replacement currents induced on the side are reduced by factors of 3 or

more. However, for a worst case response, it is satisfactory to take the re-

placement currents measured with the test object grounded. These replacement

currents are comparable to the emission current.

The only published measurements of electron-induced-discharge induced

electric fields are those of Nanevicz et al. 13 They measured the electric field

components nurmal to discharging surfaces of about 150 cm2 in area at distances

of 30 cm or more from the sample along a ground plane parallel to and in line with

the sample. Peak electric fields were : 48 kV/m and pulse widths were typically

several hundred nsec.

3. COUPLING MODEL

An electron-induced discharge in external spacecraft dielectrics will produce

transient electric and magnetic fields. These include normal electric fields

above the dielectric surface and tangential magnetic fields. E n at the surface is
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proportional to the induced surface charge, while Ht Is proportional to the skin

currents. These fields can couple into external wires. They can also excite

apertures in the skin that permit penetration of fields into the interior. These

interior electric and magnetic fields can then couple into spacecraft wiring. If

the induced transients are sufficiently large, they can cause upset, that is, an
uncommanded change of state or burnout. Upset thresholds for representative

logic device families are given in Table 3 in the column labeled "Typical Energy

Noise Immunity on Signal Lines". It can be seen that for most types of devices,

only a few nanojoules of energy are needed to produce upset. If more energy is
input to a semiconductor junction, it can be irreversibly damaged so that it will

not function. The energy required ranges from 10 nJ for microwave diodes to

several hundred nanojoules and above for various logic families shown in Figure
3. The energies quoted are those that must be input to the device.
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Even if the exact spatial and temporal characteristics of the electron induced
discharge fields are known, the details of the coupling process depend on a number

of factors. These include:

(1) The detailed characteristics of the spacecraft skin including material
composition, thickness, and dimensions, and the size and location of openings

relative to the discharge site;

(2) The wire length, internal orientation, location relative to openings,
distance from ground planes, presence of wires or cable bundle shielding, and

relative location in a cable bundle;

(3) The nature of the interface circuits attached to either end of the wire.
To estimate the energy coupled into interior circuits by electron-induced

discharges quantitatively, a generic approach is taken. The essence of this

approach, shown graphically in Figure 4, is:
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(1) It is assumed that the external electric and magnetic fields are attenu-

ated by a given fraction by the spacecraft skin but are otherwise unchanged.

Representative shielding by poor to good Faraday cages, which will, of necessity,

have some gaps, range from 10 to 26 dB. For computation, a value of 20 dB is

assumed.

(2) To calculate coupling to unshielded wires, or the shields of shielded

wires, a model wire is assumed. It is I m long and lies 2 cm above a ground

plane. A cursory review of several spacecraft wiring harnesses indicates that

these are reasonable values.

(3) Two modes of coupling were considered. One is through the voltage in

the wire immersed in a changing magnetic induction field (B). The strength of

this coupling is proportional to the integrated scalar product of the time rate of

change of B and the area enclosed by the circuit formed by the wire of interest,

connected boxes, and the ground plane. The second mode of coupling is the cur-

rent source generated between two conductors with a capacitance C (s) when the

voltage V between them changes with time. For a conductor a distance h above

a ground plane, V =- Enh, where E n is the normal electric field near the surface

of the ground plane.

(4) For shielded wires, the magnetic field is assumed to couple into the

center conductor primarily through the transfer impedance Z t, while the electric

field couples through the transfer admittance Yt,

The "pin specification" for the interface circuit is calculated using the

procedure developed by Clement. 16 The cable and the load on the end of the wire

away from the circuit of interest are replaced by a Norton equivalent impedance

Zn whose magnitude is the series combination of the cable capacitance and its

characteristic impedance. The load presented by the interface circuit Z1 is

approximated by the typical signal line impedance for the most sensitive state,

as shown in Table 3. For TTL, this is taken as 140 n while for 5 V CMOS it is

1.2 kfl. The currents coupled into the cable by the fields are replaced by a

Norton equivalent current scurce.

The peak magnitude of the Norton equivalent current source In is given by:

1N Lh )

16. Clement, D. M., et al (1979) The development of SGEMP pin specifications,
IEEE Trans. Nucl. Sci. NS-26:4912; Clement, D.M. (1981) SGEMP
User's Manual, Vol. III, -CI-7 2, Defense Nuclear Agency (Draft).
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for BA coupling and

C(S)EhL'IN to

for CV coupling, where B and E are the peak values of the penetrating magnetic

induction and electric fields, h is the height of the cable above ground, equal to
2 cm in our model, L' is an effective cable length essentially equal to the real

cable length (1 m) for the case of interest, t0 is the pulse rise, time given by Eq.

(2), and C and L are the capacitance and inductance per unit length of the

cable. For a wire over a ground plane, C s ) is given by:

(S ) = 2,rEo/cosh'l (h/a) , (5)

and

N) - [ 2 C(8)F1 p 6) [cC ]- 02" cosh'1 (h/a) (6)

where c is the velocity of light x 3 x 108 m/sec, and a is the wire radius. Typical

values of C(S) are about 10 - 25 pf/m. The model calculations were made for a
shielded AWG 20 wire. In this case, a is the shield radius and C(S) . 16.7 pf/m.

L~s ) - 0. 66 pH/m.

The energy E coupled into the interface circuit for an unshielded wire is

given by

Eu j IN Z Lj tp 2(7)

where the Norton equivalent impedance Zn is approximated by

Z Z +1 (8)

where Z c is the characteristic impedance of the cable (or shield) forming a

transmission line with the ground plane, L the cable length = 1 m, and v the

velocity of propagation 3 X 108 m/sec for a wire over a ground plane. For an
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AWG 20 shielded wire over a ground plane, Z _ 5. 97 k for to 100 nsec and

59.7 kil for to = I psec. For the case of interest, t = to , and I is given by
p 0 n

Eq. (3) or (4).

Table 4 presents calculations for the electron-induced-discharge induced

B A coupling of the discharge fields into CMOS and TTL input circuits using the

coupling model described above. The parametric variations by material and

discharge area are based on source terms given in Table 2. To obtain the

internal B field required to calculate IN with Eq. (3), the following procedure

was used. The peak currents of Table 2 were converted to surface currents K.

by assuming that they flow uniformly on the body of the model spacecraft as shown

in Figure 3. Then,

Ks = I /rD , (9)
5p

where D is the cylinder diameter. D was taken to be 1 m, comparable to the
diameter of the P78-2, but somewhat smaller than the corresponding centerbody

dimension for a current generation communication satellite. The magnitude of

the corresponding tangential magnetic induction field Bt is then Bt oK 8 where

c0 = 4 ir X 10- 7 , the permeability of free space.

In computing the internal Bt . assumptions were made about the attenuation of

Bt by the spacecraft skin. We have taken Bt (interior)/Bt (exterior) a 1/10, or

-20 dB, based on the limited amount of quantitative evidence available.

Table 4. Predicted Discharge Energy (nJ) Coupled Into 5 V CMOS and TTL
Through an Unshielded AWG 20 Wire I m Long, 2 cm Above Ground Plane

5 V CMOS (Z = 1.2 kQ, NM = 1.5 nJ) TTL (Z = 14012, NM a 2.5 nJ)

Material 1 cm 2  100 cm 2  1000 cm 2  1 em 2  100 cm 2 1000 cm 2

Kapton 0.025 255 14.8 PJ 0.014 33.7 1.78 pJ

Teflon 0.025 212 9.4 MJ 0.018 35.0 1.23J

Mylar 0.067 358 14.7 pJ 0.049 62.4 2.04 IJ

SiO2  0.0011 14.9 840 6.4' 10 - 4  2.3 109

An additional 20 db of electromagnetic shielding as per recommendation in MIL-
STD 1541 SCRA would reduce coupled energy by a factor of 100.

Proper shielding wires reduces the energy coupled by a factor of 10- 106 .
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There are no available empirical scaling laws relating the magnitude of
external E fields produced by external discharges to the discharge area. How-
ever, an estimate of the energy coupled into our model circuit can be made from

the data presented in Ref. 13. These measurements showed peak fields of about
48 kV/m and rise times of - 100 nsec for discharges in dielectrics of area 155

2c. .Using Eqs. (4), (5), and (7) one finds that E = 9. 1 nJ for the TTL circuit
and 70 nJ for the 5 V CMOS circuits if a 20 dB attenuation of the external E field

is assumed. Comparing these numbers with those presented in Table 3, and
allowing for area scaling (Energy oc A3/2), these values are comparable to the
calculated B A energy coupled into circuits by discharges in SiO2 , but much less
than that generated by the other dielectrics.

The numbers presented in Table 3, and in the calculation for E field coupling,
are for unshielded wires, or for coupling onto the shields of shielded ones.
Many spacecraft wires, especially those carrying low-level, high-frequency

signals to sensitive circuits must be shielded. In this case, an extra step io
necessary to calculate In on the center conductor of a shielded wire.

The magnetic field coupling is primarily through the transfer impedance.
For a shielded wire, the Norton equivalent current source on the center conductor

is reduced from the value calculated with Eq. (3), by the ratio of the transfer

impedance to the characteristic impedance of the shielded wive. Typical transfer
impedances for the shielded wires used in spacecraft range from 0. 01 to 1f2/m
(Ref. 17). A Zt of 112/m corresponds to a shielding effectiveness of 35 dB. The
characteristic impedance of shielded wires ranges from about 02 to about 100P.
Thus, the Zt/Z c ratio is certainly less than 0. 1. More representative values
are less than 0. 01. As the power input'to the interface circuit is proportional to

IN2, the prisence of wire or cable bundle shielding will reduce the energy input
to a circuit by a factor of 100 or more.

Similarly, the current induced on the center conductor of a shielded wireji (Is ) is approximately given by

IC= EhI Yt L' (10)

According to Ref. 18, Yt0 the magnitude of the transfer admittance, is given by:

IWC 12 1 = IiwSCJC21 , (11)

17. Rudie, N.J., et al Flash X-Ray Testing of GPS Block H Spacecraft Cables
and Connectors, to be published as an AFWL Technical Report.

18. Vance, E. (1978) Coupling to Shielded Cables, Wiley-Interscience, New
York, Chapter 5.
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C1 is the internal shielded wire capacitance, C2 is the capacitance from shield
to ground, and s is about 10 8 for small coaxial cables or shielded wires. If we
take w - tol, the ratio for the Norton current drivers for shielded to unshielded
wires is proportional to sC1. Typical values of C 1 are 20 to 74 pf/m for shielded
wires. Thus, the E field attenuation ratio is - 0.004. As the energy input is
proportional to IN shielding reduces the E field coupling by factors of 10 5 , so
that it becomes negligible.

4. DISCUSSION

We have used a relatively simple coupling model, and the discharge param-
eters given in the SCRA document to estimate the severity of the problem posed
by electron-induced discharges. The calculations are probably worst case for
the following reasons:

(I) An ideal cable orientation relative to penetration points for the entry of
discharge energy is assumed. Good EM design dictates the routing of cable
bundles away from such points.

(2) No account is taken of the fact that there may be interface devices in
front of the input to sensitive circuits to protect them against transients. This is
especially true for spacecraft hardened against nuclear weapon EM effects.

(3) The discharge currents given in Table 2 are worst case. As Figure 2
shows, space charge limiting of emission will reduce body currents by factors
of 3 or more. This in turn reduces the energy coupled into interior cables by
factors of 10.

The model calculations indicate that discharges occurring in dielectrics of
moderate areas (- 100 cm 2 ) are capable of producing numerous upsets in interior
unshielded wires, while those occurring over larger areas can produce burnout
of unprotected sensitive circuits. The key is the degree of electromagnetic
shielding provided. For a well shielded satellite, with 40 dB or more of shield-
ing against the penetration of exterior fields into wires, even large area dis-
charges will not produce burnout, but are certainly capable of producing circuit

upset if such circuits are not otherwise protected.
One may ask how these findings compare with on-orbit flight experience.

There is little direct data available. It has been reported in the literature that
a correlation exists between the occurrence of switching anomalies and the
presence of substorms capable of producing significant spacecraft charging
(Ref. 7). On the other hand, there Is little indication (except possibly for the
failure of a DSCS-II satellite) that external electron-induced discharge has
caused catastrophic failure.
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As of October 1981, the P78-2 satellite had suffered only one observed

anomaly that could be attributed to electron-induced discharge. Given the charging

environment at the time of occurrence, this anomaly has been attributed to

ECEMP (electron caused electromagnetic pulse); that is, as the result of a dis-

charge occurring in an interior dielectric or isolated conductor. The P78-2 was

designed to provide at least 40 dB of electromagnetic shielding through the con-

sistent use of cable shields and the enclosure of sensitive electronics in a Faraday

cage. In fact, most of the observed anomalous switching behavior has been seen

in older spacecraft such as DSP where sensitivity to the need for careful shielding

to prevent coupling of non-system generated transients into circuits may not have

been as high as at present.

The only available quantitative evidence on discharge magnitudes is available

by inference from two experiments on the P78-2. These are the transient pulse

monitor or TPM and the SC1-8B experiment, the 'ansient pulse shape analyzer.
Adamo and Materrese 6 state that nearly all of the pulses sensed by the TPM

have been produced on the low Z and high Z antennas; these are basically unshield-

ed wires placed outside the shielded P78-2 cable bundle; that is. outside the

Faraday cage of the vehicle. The largest analyzed signals observed on these

antennas were recorded during a day when the external particle environment was

conducive to producing a high degree of external differential charging. Approx-

imately 8 nJ and 70 nJ were coupled into the low Z and high Z antennas, respec-

ii tively. While these energies are sufficient to cause circuit upset, they represent

energy coupled into unshielded exterior wires. Using unshielded wires outside a

spacecraft would represent extremely poor design practice - and may represent

a possible source for electron-induced discharge transients observed in older

vehicles. If a reasonable degree of shielding were added to such wires (say 20

dB), then the energy coupled into them would be reduced by a factor of 100. The

electron-induced discharge energies would then be below the upset threshold for

semiconductor logic.

The SCI-8B has detected a variety of signals on both internal and external

vehicle sensors that have dominant frequencies between 5 and 32 MHz and peak

- amplitudes of up to 30 V into a 500 load. According to Koons. only 34 of 4640

pulses analyzed cannot be associated with normal vehicle commands or ion and

electron beam operations. The largest analyzed transient was seen on a wire

inside the spacecraft cable harness, which is exterior to the vehicle center body.

On the same day a signal seen on an internal sensor, a loop around the CDU, was

nearly an order of magnitude lower in amplitude. This probably shows the effect

of the Faraday cage in reducing the penetration of internal fields into the space-

craft interior. The transient signal shown in Figure 7 of Ref. 5 for this event,
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when integrated, represents an energy of 5 to 10 nJo However, the peak voltage

level (< 3 V) is probably insufficient to cause a change of state.

Thus, the limited amount of evidence available from the P78-2 (including

that for the external charging experiment, the Satellite Surface Potential Monitor)

imply that the on-orbit discharges are less severe than those seen in monoener-

getic ground tests on which the discharge specification in the SCRA is based.

However, the data base in extremely limited.

It appears that the limited amount of flight experience available supports the

conclusion that external electron-induced discharges should not be a significant

problem in a properly designed spacecraft. While electron-induced discharges

may produce circuit upset, burnout is not likely to be a problem. However, if

the discharge models contained in the model calculations are correct, then 40

dB of shielding may be inadequate to prevent discharge-transient-induced upset

produced by the discharge of very large exterior dielectric areas. On the other

hand, if the magnitude of on-orbit electron-induced discharge is much smaller

than e,.pected from the ground tests, the need for shielding and interface protec-

tion is diminished. A designer of a large current-generation spacecraft following

the threat specification on the SCRA might have to add additional shielding or

extra interface protection to ensure protection against these levels. If the dis-

charge specification is too severe, then this will have a significant and unneces-

sary impact on the weight, complexity and cost of spacecraft design. Testing

spacecraft to the levels recommended in the SCRA also presents considerable

technical difficulty and risk, which increases program costs. On the other hand,

such testing seems mandatory given the uncertainties in the analysis tools used

to calculate pin specs. Hence, it is important to improve our knowledge of the

nature of on-orbit electron-induced discharge. At present, the best means of

doing this is by analyzing as much P78-2 data as possible, supplemented by

ground tests with the best possible particle and photon environment simulations

that simulate coupling into spacecraft.
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1. INTRODUCTION

The interaction between natural plasmas and satellites orbiting the planets

is one aspect of the more general problem of the interaction between collisionless

plasma flows and bodies in the solar system xamles of body-plasma interac-

tions relevant to the solar system are given(& Table 1. The detailed structures,

that is, the detailed particle and field distributions in space and time around the

bodies, are expected to differ for different types of interactions. However, the

basic patterns could be similar since the basic physical processes acting in such

interactions are probably similar. Planetary magnetospheres and shocks for

example are to be seen as effects whose cause is the interaction between the body

(planet's intrinsic and/or induced magnetic field) and plasma (solar wind).

TOn Sabbatical leave as Senior NRC Associate at the Space Science Laboratory,

NASA/MSFC, Huntsville, Ala.
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Table 1. Examples of Body-Plasma Interactions in the Solar System

(A) (1) Solar wind with planetary magnetic fields (for example, Earth).

(2) Solar wind and a planetary ionosphere (for example, Venus).

(3) Solar wind with non-magnetized bodies (for example, the Moon).

(B) Planetary magnetospheres with natural satellites (for example, Jupiter/Io,

Saturn/Titan).

(C) Solar wind with comets.

(D) Dust particles of different size and origin with the interplanetary medium.

(E) Artificial satellites and large space platforms with planetary ionospheres/

magnetospheres, and with the solar wind.

The interaction yields cavities whose structure is quite complicated even
for bodies that do not have an intrinsic magnetic field. Potential and density
gradients, plasma oscillations and instabilities are created around the body.
Acceleration mechanisms and time dependent phenomena are most probably

responsible for various structural patterns that exist in the wake and elsewhere

around the body. In a more general way, the question of the filling of the wake

can be viewed as an example of an "expansion of a plasma into a vacuum".
For bodies having an intrinsic magnetic field (such as the Earth, Jupiter,

and Saturn) or bodies having an atmosphere/ionosphere (for example, Venus),

shocks ahead of the "body" are known to exist. In solar-planetary interactions

the wake zone is often referred to as the "night-side"; "dark-side", "shadow-

zone"l, or "1anti-solar region".
Problems involved in body-plasma interactions extend to astrophysical

plasma physics where the "body" may be a system and the "flow" is the galactic

medium. Basic physical processes relevant to body-plasma interactions within
the solar system could apply to larger cosmic systems. However, such an as-

isumption should be tested and verified both theoretically and experimentally.
Hence, it is quite clear that the complex problems involved in body-plasma

interactions are of basic importance to space plasma physics.

Sound scientific work in this area will require in-situ experiments, labora-
tory simulations, and theoretical work. It would be most effective if these efforts
were conducted simultaneously. Space geophysicists in the U.S.A. in the last

two decades have devoted very little effort to the systematic study of body-plasma
interactions for a variety of body and plasma parameters. This is true even for

the more practical and specific case of satellite-ionosphere/magnetosphere
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interactions. With a little extra experimental effort and cost, artificial satellites

could have been instrumented to yield important information relevant to body-

plasma interactions (Table 2). In the past the interest in satellite-ionosphere

and satellite-magnetosphere interaction was restricted to spacecraft charging

and, to a lesser extent, to wake and sheath effects. While the latter has practical

(technological) applications to measurements performed by probes mounted on

rockets and satellites, a wider view could have been adopted combining techno-

logical and scientific objectives simultaneously. It is perhaps ironic that even

for the practical case of wakes and sheaths around probes and satellites orbiting

in the terrestrial ionosphere, there are important questions that are not yet

answered in a physically meaningful way.

Table 2. Aspects of the Interaction Between a Satellite and the
Terrestrial Ionosphere

(1) Per se.

(2) As a "model" for various aspects of the interaction between planets and the

solar wind and particularly between natural satellites with planetary

magnetospheres (utilizing the concept of "qualitative scaling").

(3) As a test of the validity, quality, and range of applicability of thermal

particle and field measurements performed in-situ.

(4) In the context of spacecraft charging.

(5) For testing theoretical models (physical assumptions and mathematical

procedures).

The advent of the Shuttle with its wide range of capabilities provides a long

awaited opportunity to perform controlled and carefully conceived in-situ exper-

iments on "body-plasma" interactions that are of both scientific and technological

interest, supported by laboratory and theoretical simulations. The technology

being developed for advanced missions offers opportunities not readily available

in the past two decades of space exploration. The author and N.H. Stone 1 have

discussed new experimental approaches applicable for the Shuttle era. While it

remains surprising that space geophysicists did not emphasize this area of

scientific and technological endeavor in the past, it is possible now to utilize the

I. Samir, U. , and Stone, N.H. (1980) Shuttle era experiments in the area of

plasma flow interactions with bodies in space, Acta Astronautica.
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Spacelab as a near-earth plasma laboratory and launch an extensive scientific

and technological program of investigation. Experimental work, both in-situ and

by laboratory simulation, together with a theoretical effort, should take place.

Capabilities such as tethered satellites, small throw-away detector packages

and plasma diagnostic packages mounted on remote manipulators or booms could

be utilized. In this way the scope of the investigations can be significantly ex-

panded to encompass a wide range of questions relevant to the interaction of

large bodies, that is, large space structures, in space.

The preliminary stage preceding such a scientific and technological program

is the quantitative determination of the Spacelab environment and its charging

effects. This stage is now in progress, and preliminary results were already

discussed in this meeting, by Banks and Raitt, and by Shawhan and Murphy. It

should be re-emphasized that it is possible to perform experimental work of

both scientific and technological interest simultaneously, and that such an effort

should be supported by an extensive theoretical effort.

2. DISCUSSION OF RESULTS

2.1 Morphological Studies

We restrict the discussion to satellite-ionosphere interactions and focus on

results from parametric in-situ and theory-experiment investigations. In recent

years the study of the distribution of thermal ions and electrons around iono-

spheric satellites focused on parametric rather than morphological investigations.

* iThe parametric studies were supported by a theoretical effort aiming at testing

the validity and range of applicability of assumptions used in the theoretical

models. Results regarding earlier theory-experiment comparisons are given in

Gurevich and Dimant, 2 Al'pert, 3 and Samir and Stone. I The measurements

used in recent studies came from the NASA Atmosphere Explorer C and E

satellites and from the U.S.A. F. satellite S3-2. Results of such studies were

used by Whipple 4 and by Garrett 5 in reviewing the present knowledge of space-

craft potential and charging mechanisms.

* 2. Gurevich, A.V., and Dimant, Ya.S. (1975) Flow of a rarefied plasma around
a disc, Geomagnetism and Aeronomy 15(2):183.

3. Al'pert, Ya. L. (1976) Wavelike phenomena in the near earth plasma and
interaction with man made bodies, Handbuch der Physik S. Flugge, Ed.,
Geophysics III V:217.

4. Whlpple, E. C. (1981) Potentials of surfaces in space, Rep. Prog. Phys.
, 44:1197.

5. Garrett, H. B. (1981) The charging of spacecraft surfaces, Rev. Geophys.
Space Phys. ik(4):577.
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From basic measurements of ion and electron densities, temperatures, and

the values of spacecraft potential with respect to local ambient, it was possible

to obtain plots of the angular distribution of charge and potential around the space-

craft at fixed distances from the surface of the spacecraft. Information on ion

mass allowed the current and potential around the satellite to be examined vs

ionic Mach number. Some examples are shown in Figures 1 through 4.
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Figure 1. The Variation of Normalized Ion Current
a = [1 (wake)/I+ (front)] With Altitude in the Altitude
Range 300 to 1100 km (S3-2 Measurements)

As seen In Figures 1 and 2, and, as could have been expected, the ion deple-

tion in the wake is more severe than the electron depletion. Hence, the wake

region behind the satellite is depleted unequally of both ions and electrons. A
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and (d) 2060 to 2280 km Based on the
Ariel I, Explorer 31, and Atmosphere
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negative potential well is thus created that acts selectively on the electrons and

the ions.

Often, the practical problem of computing the spacecraft potential is solved

by assuming that the potential distribution in the wake does not affect the total

ion collection since most of the ions are collected by the front part of the moving

body. While this can be considered as a reasonable zeroth approximation for

ion collection it is not valid for electrons. Nor is it valid for ions if plasma

oscillations and instabilities are indeed generated in the edges of the wake and

ion acceleration mechanisms contribute significantly to the wake filling process.
Theoretical evidence that supports the existence of Instabilities in the wake

boundaries was given by Gurevich et al, 6 Gurevlch and Pitaevsky, 7 Altpert 3 and

6. Gurevlch, A.V., Pariskaya, L.V., and Pitaevsky, L.P. (1973) Soy. Phys.
JETP 36(2):274.

7. GurevLch, A.V., and Pitaevsky, L.P. (1975) Non-linear dynamics of a
rarefied ionized gas, Prog. Aerospace Sc. 16(3):227.
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more recently (though in a different context) by Singh and Schunk. 8 Singh and

Schunk studied the collisionless expansiom of an H+ - 0+ plasma into a "vacuum"

because of its relevance to the polar wiud, but this problem is similar in prin-

ciple to that of an expansion of a plasma into the wake zone of any large structure

orbiting in the near-earth environment or the "night-side" of a planet or moon

that does not have a significant intrinsic magnetic field (for example, our moon,
Venus).

Figure 3 shows the variation of normalized ion current [I+ (o)/4+ (ambient)],

and normalized electron current [Ie (0)/Ie (ambient)) in the wake of the Explorer

31 satellite. 9 These variations are shown for several altitude ranges. The

8. Singh, N., and Schunk, 11. W. (1982) Numerical calculations relevant to the
initial expansion of the polar wind, J. Geophys. Res. 87(AIl):9154.

9. Samir, U. (1981) Bodies in flowing plasmas: spacecraft measurements,
Adv. Space Res. 1:373.
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jresult Shows quantitatively the difference between I+ and le and, as expected

(qualitatively) the difference increases as we proqeed further into the wake region

(that is, for larger values of the angle of attack 0). It is Interesting to note that

even close to the "terminator" (0 900) the Ion and electron currents differ

appreciably.
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2.2 Parametric Studies

To understand the physical processes involved in the filling-in of the wake

region, and the structure of the near and far environment of the body (that is, the

entire "sheath" zone), one must examine the variations of I+, Ie, and = f ('y, 0)

with characteristic plasma parameters such as the ion-acoustic Mach number,

average and specific ion composition, ratio of body-size to ambient Debye length,

and spacecraft potential (with respect to local plasma potentlY). Examples of

normalized current variation in the wake with average mass and ionic Mach

numbers are shown in Figures 5 and 6.
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Figure 5. Variation of (I (wake)/I (ambient)] With Average
Ionic Mass ((M+I av) Basd on Mealurements From the Ex-
plorer 31 Satellite24
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Ionic Mach Number (Sav) Based on Measurements From the Ex-
plorer 31 Satellite

Surprising as it may be (and indeed it is!) the in-situ data available at the

present time for the purpose of plasma-body interactions is meager, fragmen-
tary, and restricted to the very near vicinity of the spacecraft. Obviously, this
situation is not satisfactory. As mentioned earlier, this situation calls for new

investigations utilizing the Shuttle/Spacelab facility, including capabilities such
as tethered satellites, ejectable probe packages, and plasma diagnostic packages
mounted and/or ejected from booms (for example, from remote manipulator-

type arms). There can be no doubt that prior to relying on large space structures
orbiting in space (space stations) as carriers of equipment of any kind, their
entire interaction with the near-earth environment needs to be understood and
known quantitatively. Experiments that have significance to both basic space
physics and astrophysics should be conducted simultaneously (see Table 1).

Figure 7 shows the variation of normalized ion density [N+ (o = 1600)/
N+ (o= 900)] with RD = Ro/D. This result is based upon measurements by the

Atmosphere Explorer C satellite and gives a quantitative measure of the impor-
tance of body size (R0 ) normalized by the ambient Debye length (XD) in determin-
ing the amount of ion depletion in the wake (Samir and Stone1 and the references

therein). Ratios of RD v 2 X 102 are of scientific interest to a wide range of
body-plasma interactions (see Tables 1 and 2) as well as to the interaction of

large space structures with the terrestrial space plasma, another examp!e of
the possibility of combining scientific and technological objectives.
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One more example of a parametric study is given in Figure 8. Here, the

variation of [4L- (wake)/I+ (ambient)] is shown as a function of the electron tem-

perature Te for various values of the concentration ratio, [N (O+)/N (H+)].

While it is not the objective of this paper to go into detailed physical analyses,

it is apparent that the above results are connected to the assumption of non-

interacting streams filling in the wake zone. 3, 6,7, 10

Among the more recent parametric studies performed by using relatively

small samples of in-situ observations is the work of Samir et al, 11 which used

measurements from the U.S. Air Force satellite S3-2. In this study it was

possible to distinguish between the influence of normalized body size, Rd = Ro/

?D , and normalized potential, ON = e~s/kTes on the current ratio, a - [I+ (wake)/

I+ (ram)], for the range 10 <1 ON I <18. However, uncertainty remains regarding
the competition between RD and S(H+) and S(O+), the oxygen and hydrogen ionic

Mach numbers, respectively, in determining the distribution of ions near the

satellite surface. From this investigation it became clear that care should be

exercised in using the average Mach number, and average ionic masb, rather

than using the specific ionic Mach numbers for each constituent. 11

In summary, it is essential that parametric investigations be continued

through both in-situ measurements and laboratory simulation work. Although

10. Gurevich, A.V., Pitaevsky, L.P., and Smirnova, V.V. (1969) Ionospheric
aerodynamics, Space Sdi. Rev. p. 805.

11. Samir, U., Wildman, P.J., Rich, F., Brinton, H. C., and Sagalyn, R.C.
(1981) About the parametric interplay between ionic mach number, body-
size and satellite potential in determining the ion depletion in the wake of
the S3-2 satellite, J. Geophys. Res. 86(A13):11161.
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the latter aspect was not discussed in the present meeting the importance of

laboratory studies is eminent. The importance of laboratory studies regarding

the "aerodynamics of bodies in a rarefied ionized gas with applications to space-

craft environmental dynamics" are discussed in Stone; 12 , 13 Stone and Samir; 14

and Stone, Samir, and Wright, 15 which also provide an extensive bibliography.

12. Stone, N. H. (1981) The plasma wake of mesosonic conducting bodies, Part
1: An experimental parametric study of ion focusing by the plasma sheath,
J. Plasma Phys. 25(3):351.

13. Stone, N. H. (1981) The plasma wake of mesosonic conducting bodies, Part
2: An experimental parametric study of the mid-wake Ion density peak,
J. Plasma Phys. 26(3):385.

14. Stone, N.H., and Samir, U. (1981) Bodies in flowing plasmas: laboratory
simulation studies, Adv. Space Res. 1:361.

15. Stone, N. H. , Samir, U., and Wright, Jr.. K. H. (1982) Laboratory studies
of bodies In collisionless mesosonic plasma streams, Proc. of the 1982
International Conference on Plasma Physics, Goteborg, Sweden, 9-15

4June, p. 9b:6.
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2U Theoietial Studie

In addition to morphological studies (Figures 1 through 4) and parametric

studies (Figures 5 through 8) theory-experiment comparison studies were also

performed (see, for example, Refs. 10, 3, and 16). Discussions relevant to the

latter in the context of spacecraft charging were given by Whipple;4 Parker; 17

Garrett; 5 and to some degree by the S-cubed group and L. Parker in the present

meeting.

Comparing theoretical models with experimental results (in-situ and labora-

tory) and different theoretical models among themselves is essential for determin-

ing the validity and range of applicability of physical assumptions used in the

theoretica1"models. This is particularly so when very elaborate computer codes

are used in solving the Vlasov-Poisson equations in a self-consistent manner for

'cases of interest to general wake studies and to spacecraft charging of large

structures orbiting the earth.

In principle it makes no difference whether the structure of a wake is looked

at as a problem of the expansion of a plasma into a vacuum, which is a basic

problem of interest in space plasma physics and plasma astrophysics, or whether

a more practical view is adopted for the purposes of spacecraft charging studies.

Indeed, the boundary conditions are not the same; (because the surface properties

at specific locations on the spacecraft, body geometry and so forth, differ) but in

either case the same basic time-dependent Vlasov and Poisson equations should

be solved in a self-consistent way.

Comparison of theoretical models with in-situ measurements for an (O+)

dominated plasma show a difference of at least 2 to 3 orders of magnitude for the

maximum rarefaction zone on the wake axis. For several simplified models the

discrepancy is even larger. Recent.studies, for example, Samir and Fontheim, 1 6

have shown that even the use of the self-consistent steady-state computer code of

Parker, 18 which solves the Vlasov-Poisson equations numerically, does not

remove the discrepancy. An example of such a comparison is given in Figure 9

for Sav = 7.7; ON [(es)/kTe] = -8.4, and RD = 162. For this case, which

represents a "large body" applicable to large structures orbiting in space, the

measured value of [1+ (0 = 160)/1+ (ambient)] exceeds the computed value by a

factor of 600. It is reasonable to assume that for [1+ (0 = 180)/1+ (ambient)], the

discrepancy is even larger. The status of other theory-experiment comparisons

is no better.

16. Samir, U. ,. and Fontheim, E.G. (1981) Comparison of theory and in-situ
observations for electron and ion distributions in the near wake of the
Explorer 31 and AE-C satellites, Planet. Space Sci. 29(9):975.

17. Parker, L.W. (1982) Private communication.

18. Parker, L. W. (1976) Comnutation of Collislonless Steady-State Plasma
Flow Past a Disc, NASA Report CR-144159.
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Figure 9. Variation of Computed and Experimental Values of
1+ (0)/I+ (90)1 With Angle of Attack (o), for 900 - 0 - 1600.
The computations are based on Parker's model 18 and the
measurements are from the Atmosphere Explorer C satel-
lite. Iteration -0 refers to the "neutral particle" approxima-
tion

A similar conclusion is drawn from the comparison between theory and the
Explorer 31 electron measurements, where the theory also significantly over-

estimates the electron depletion. 16 This suggests that the discrepancies may be
due to the use of a steady-state theory and a single ion equation (using a mean

ion mass). It was suggested that improved agreement between theory and experi-

ment may be obtained by the use of the time-dependent Vlasov-Poisson equations
with separate equations for the various ion species. Parker 17 believes that body
geometry factors are responsible for the discrepancy. If Parker's steady-state

model does not yield a better agreement for the maximum wake zone it is difficult

to see how simplified models can be applied. Since plasma oscillations and
instabilities can be generated by the motion of a spacecraft (or any other body in
space) it is recommended that the theoretical models now being developed should
attempt to solve the time dependent problem for several ionic species and for

several values of the concentration ratio, [N(H+)/N (total)].
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Gurevich et al6 and Gurevich and Pitaevsky discussed the existence of

strong acceleration of ions during the free expansion of a plasma. The application

to the filling-in of the wake created in body-plasma interactions was specifically

emphasized.

More recently Singh and Schunk, 8 discussed the characteristics of the expan-

sion of a plasma into a vacuum and, like Gurevich et al, found it to be strongly

dependent on the concentration ratio [N(H+)/N(O+)] for an H+ - 0+ plasma. In

other words, it is of critical importance whether H+ is a minor or a major

constituent of the plasma. Both Gurevich et al6 and Singh and Schunk8 predict

that upon the expansion of a plasma into a vacuum the ions are accelerated by a

self-consistent electric field that arises during the expansion. The Russian

computations (and similarly, those of Singh and Schunk) show that as a result of

the acceleration a considerable portion of the light ions (for example, H+ in an
0+, H+ plasma) acquire energies on the order of 102 - 103 (kTe/e). This implies

that even if the H+ relative concentration in the plasma is very small, these ions

contribute significantly to the distribution of charge and potential in the wake

region. Therefore, it is possible that zeroth approximation calculations of

current collection for spacecraft charging may not be practically applicable. It

is the author's impression that except for Gurevich et al, 6 and more recently
Singh and Schunk, 8 who emphasized the importance of such an accelerating

mechanism to space plasma physics, the computer codes written for wake theory

* in the context of the natural charging of satellites and large structures in space

have not taken notice of this physical process. If, as predicted by Gurevich et
al, the average energy of the H+ ions on the boundary of the quaoineutral zone

behind the body for [N(H+)/N (total)] is about (5 to 8) kTe/e (that is, energies of

the order of 1 to 1. 5 eV), then this process canot be ignored.

Singh and Schunk 8 state in their paper that they are studying numerically the

collisionless expansion of an H+ - 0+ plasma into a vacuum because of the rele-

vance to the polar wind. They suggest that the energization of ionospheric ions

through the process of plasma expansion could be one of the mechanisms for

creating the energetic Ion population of ionospheric origin in the magnetosphere.

Again, we see that studying the complex of phenomena involved in the Interac-

tion between a large structure orbiting in space motivated by practical objectives

may reveal physical processes that are of a much wider range of interest.
Now, with the advent of space shuttle, such studies can be performed in a

*controlled way for the benefit of both science and technology.
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17. Shuttle Orbiter Charging in Polar Earth Orbit

by
A. G. Rubin
A. L. Sm

Air Force Geophysics Laboratory
Hanscom AFB, Mas. 01731

I Abstract

I Spacecraft in polar orbit are subject to charging by the intense electron
stream that comprises the aurora. Charging is computed according to the

-Laframboise theory of plasma probes in which the variation of sheath thickness
with potential is taken into account. In this environment spacecraft charge to
potentials that depend on their size. It is shown that large spacecraft charge to
higher potentials than small spacecraft. The shuttle orbiter being a large space-
craft, may charge to more than 6 kV passing through an intense beam of auroral
electrons. Because of the deficiency of ambient ions in the near wake region,
the rear of the vehicle will have the lowest threshold auroral current for charging
and will charge to the highest potential.
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1. INTRODUCTION

The Shuttle Orbiter based at Vandenberg will pass through the auroral oval

during its flight. The aurora consists of intense current sheets or electron

streams. The possibility exists of electrical charging in this environment. At

the shuttle orbital altitude of 200 to 400 kIn, the ambient plasma temperature is

in the range of a few tenths of an eV to several eV, and would not charge the

shuttle to more than a few volts in the absence of the aurora.
Previous experimental measurements of spacecraft charging at ionospheric

altitudes have encountered potentials of a fzw volts. The highest potential meas-

ured on an ionospheric satellite is -40 V. 1

We shall make use of the Laframboise theory of spherical probes in a plasma

to compute the charging of a spacecraft in the aurora. The Laframboise theory
is a numerical analysis that takes space charge into account self-consistently,
and is the most accurate theory available. In view of the drastic approximations

already made, it might not seem important to use an accurate probe theory, but
one of the key points in the analysis is the expansion of the plasma sheath with

potential. The plasma sheath growth with potential provides the main result of

this analysis, that the charging is higher for larger vehicles. It is also important
to have the correct functional dependence of plasma sheath size with potential.

Since the Laframboise theory is numerical, the results have been fitted to analyt-
ical forms by several authors for cases of interest. We shall use the analytical

fit provided by Szuszczewicz and Takacs.
Potentials on large space structures in low earth polar orbit have previously

been calculated applying spherical probe theories of Allpert, 2 Langmuir and

Blodgett, 3 and Parks and Katz. 4

1. Sagalyn, R. C., and Burke, W. J. (1977) INJUN 5 observations of vehicle
potential fluctuations at 2500 km, in Proceedings of the Spacecraft Charging
Technolouy Conference, C.P. Pike and R. R. Lovell, Eds., AFGL-TR-77-
0051, NASA TMX73537, AD A045459.

2. Al'pert, Ya. L. (1976) Wave-like phenomena in the near-earth plasma and
interactions with man-made bodies, in Handbuch der Physik, Encyclopedia
of Physics, Vol. XLIX V (5), Springer Verlag, Berlin, Heidelberg, New
York.

3. Langrnutr, I., and Blodgett, K. (1923) Currents limited by space charge
between coaxial cylinders, Phys. Rev. 22:347; (1924) Currents limited
by space'charge between concentric sph6res, Phys. Rev. 24:99.

4. Parks, D.E., and Katz, I. (1981) Charging of a large object in low polar
earth orbit, in Spacecraft Charging Technology, 1980, AFGL-TR-81-0270,
NASA CP 2182, AD A114426.
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2. CHARGING CALCULATION

The Shuttle has a complex geometry with wingspan of 24 m and height of

17 m with a diversity of surface materials. To obtain an estimate of charging,

and find out whether it is a real problem or not, the Shuttle will be modeled as

a 10-m-radius sphere.

We wish to compute the charging of a spacecraft in polar earth orbit at low

altitudes (200 to 400 Ian) when passing through intense auroral electron streams.

The range of variables for the satellite and the environment are given in Table 1.

Table 1. Spacecraft Environment Parameters

Spacecraft Radius (m) 0.05, 0. 5, 5. 0, ao

Ambient Plasma Density 1010 - 101 m 3

Peak Auroral Electron Flux 1. 6 X 109 /cmsec

Typical Debye Length 2 cm

Low-altitude satellites produce a wake, whose effects will be described

later. Since the orbital velocity of 8 X 105 cm/sec far exceeds the ion thermal

velocity, ion current to the vehicle will be mostly ram current. Ram current is

the current piled up on the leading surface by the vehicle in its forward motion.

The effects of ; X B electric fields, small compared to the electric field due

to charging, will be neglected. The effects of the magnetic field will be neglected

as well. These effects will be discussed later. The spacecraft will charge

negatively so that cold ambient electrons will be repelled. Their contribution to

the current is negligible.

3. IONOSPHERIC PLASMA

The ion density and composition of the ionospheric plasma is shown in

Figure L.measured on an equatorial orbit by AE-E. In the 200 to 400°ks region,

the ion density varies from 104 to 10 5/cm3 and is 99 percent 0+ up to about 400

Ia where there is a few percent of H+ . We shall assume for simplicity that the

plasma is entirely 0+.
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Figure 1. Composition of the F-Region Ionospheric Plasma

4. AURORAL ELECTRON FLUX

The aurora consists of streams of electrons and ions, with electrons carry-
ing 99 percent of the current. Electron spectra in the aurora have been measured

by rockets and satellites using particle spectrometers, and electron currents are
measured by magnetometers. In addition, electron currents have been estimated
by measuring X-ray fluxes on balloons. Bolyunova et al5 measured electron
fluxes of 1.6 X 10q/cm 2 sec at 20 keV on the Electron l and Electron 3 satellites
at 6000 to 7000-km altitude. Using data from DMSP, Shuman et al6 measured a
peak flux of 2.4 X 1010 electrons/cm 2 sec at 7 keV in a 26 March 1976 substorm.
Tanskanen, Hardy, and Burke7 measured an electron flux of 6 x 10 10 /cm 2 sec at

5. Bolyunova, A. D., Valsberg, 0. L. , Galperin, Yu. I., Potapov, B. P., Temny,
V.V., and Shufskaya, F.K. (1966) Investigation of corpuscles on the Elec-
tron 1 and Electron 3 satellites - preliminary results, Space Research VI,
McMillan, New York.

6. Shuman, B.M., Vancour, R.P., Smiddy, M., Saflekos, N.A., and Rich.
F. J. (1981) Field-aligned current, convective electric field, and auroral
particle measurements during a major magnetic storm, J. Geohys. Res.
86:5561.

7. Tanskanen, P.J., Hardy, D.A., and Burke, W.J. (1981) Spectral characteris-
tics of precipitating electrons associated with visible aurora in the premid-night oval during periods of substorm activity, J. Geophys. Res. 86:1379.
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840 km altitude in December 1977. This latter flux corresponds to a current of

100 A/M 2 . Whalen and McDiarmid, 8 using a rocket measurement, reported

currents of 200 A/m 2 in a moderate substorm. Burke, utilizing magnetometer

measurements in the S3-2 satellite, reported an electron current of 200 ,A/m2

on 19 September 1976 at 1500-km altitude. 9

Further information concerning electron fluxes in auroras is obtained from
2

measurements of the energy flux of electrons. For example: 30 ergs/cm sec

are characteristic of bright, active arcs, 10 energy flux measurements on TIROS/
2

NOAA show that more than 60 ergs/cm sec are deposited on 5 percent of passes

and that in rare events, 500 ergs/cm2 sec are deposited. 11 For a spectrum

characteristic of the most energetic events this corresponds to a current of 50

pA/m 2 .

A plasma probe will charge to that floating potential at which the net current

to the probe is zero. In the present case, the precipitating hot electron current

and the ambient ram ion current are balanced. Secondary emission from surface

materials by electrons and backscattering of electrons are important processes,

and are taken into account approximately by using a secondary emission and

backscattering coefficient.

The current balance equation is:

o2jeU1- Sp ) exp -ke) = TR2 r(Q+ S1

where

Je = hot electron current

Jr = ram ion current
S P total secondary yield from the hot electron currentp
S. -- the total secondary yield from ion currentI
R C vehicle radius

R = sheath radius

8. Whalen, B.A., and McDlarmid, I.B. (1972) Observations of magnetic-field
aligned auroral electron precipitation, J. Geophys. Res. 77:191.

9. Burke, W. J. (1980) Electric fields, Birkeland currents, and electron pre-
cipitation in the vicinity of discrete auroral arcs, Proceedings of the
Chapman Conference, Fairbanks, Alaska.

10. Meng, C.-I., Snyder, Jr., A. L., and Kroehl, H.W. (1978) Observations of
I[ auroral westward-traveling surges and electron precipitations, J. Geophys.

Res. 83:575.

11. Evans, D.S. (1981) A study of exceptionally large auroral particle energy
influxes, measured by the TIROS/NOAA total energy detector, EOS.
62(45):985.
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where

R R p + A D (2.50 - 1.54 exp (-0.32 Rp/AD)) (e p/kTe )l/2

This is the Laframboise result for a spherical probe whose radius is large
compared to the Debye length XD.

The hot electrons at 5 keV are substantially less affected by the plasma

sheath than the ram ions at 5 eV.

5. RESULTS

Figure 2 shows the-eclipse potential on spheres of radius 0.05, 0.5, and
5.0 m and for an infinitely large craft as a function of the ratio of precipitating
electron to ram ion current densities in a plasma with ambient density 105/ cm 3 .
Sphere radii of 50 m and larger follow the charging curve for infinite radius.

The results here show a much higher threshold for charging of 0. 5-m radius
spacecraft than the Parks-Katz result and predict lower potentials for small
spacecraft and higher potentials for large spacecraft.

6. DISCUSSION

In the calculation of charging several effects have been neglected which will
be discussed here. Consider first the effects of the earth's magnetic field.
Linson has argued that the effect of moderate levels of plasma turbulence in the
sheath surrounding a probe is to increase the cross-field transport of particles
to the limit that is expected for the case of space-charge-limited flow. In the
present case, this mechanism is invoked for the hot electrons, where the
Laframboise probe theory is employed in place of the Langmuir-Blodgett expres-

sion used by Linson. Magnetic field effects on ion motion can be safely ignored
because the mean ion gyroradius is about 5 in in the ambient plasma at shuttle
altitudes.

7. EFFECTS OF FLOW

In polar orbit at 200 to 400-kin altitude, spacecraft velocities of 8 X 105

55
in/sec are much larger than thermal velocities of the ambient ionospheric plasma,

which are typically 2 Y 105 m/sec.
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~The potentials on the spacecraft surfaces are then determined by the flow of

the ionospheric plasma around the vehicle. The main features of the flow are the

ion ram current to the forward surface and the wake at the rear of the vehicle.

~The wake of a vehcle in the ionosphere has been studied theoretically (Betinger

and Chen, 12 Kanal, 13 Allpert et al, 14 Woodroffe and Sonin. 15 Liu and Jew, 16

Gurevich et al, 17 Liu, 18, 19 Gurevich and Pitaevskii, 20 Grabowsky and Fischer, 2 1

Call, 22 Fournier and Pigache. 23 Parker, 24 Allpert2), and experimentally.
2 5 . 2 6 ,2 7

Figure 3 shows the ratio of the ion current at the rear of Satellie 3-2 to

the current on the forward surface. 27 In the range of altitudes from 300 to 400

, Because of the large number of references cited above, they will not be listed

here. See References, page 262.
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Figure 3. The Ratio of Wake to Ram
Ion Current for S3-2 From 300- to
1100-kn Altitude

Ian this ratio varies from 10 to 10 4 . This data was taken on several orbits
for equatorial and middle latitudes. The dependence of this ratio (called a) on

plasma parameters has been studied extensively. R D. the ratio of vehicle radius
to Debye length, is the parameter of interest.

a is an exponentially decreasing function of RD. over the parameter range
26,28 ' 28for which data is available. In particular for an 0+ environment,

a1= A 0 exp(A 1 R D )

where A0 = 0.32; A1 = -0. 026. At 300 km, the Debye ratio RD of the Shuttle is
2000 and at 450 km, RD = 1200. No experimental information exists in this

parameter range.

28. Samir, U., Kaufman, Y.J.. Brace, L.H., and Brinton, H.C. (1980) The
dependence of ion density in the wake of the AE-C satellite on the ratio of
body size to Debye length in an [0+] -dominated plasma, J. Geophys.
Res. 85:1769.
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8 CHARGING IN THE WAKE

Using this information concerning the depletion of ions in the near wake, we

' J can compute the expected potential. When auroral electron streams are at

extremely high values, the forward part of the spacecraft will charge. For aver-

age auroral fluxes, however, the forward part of the vehicle will not charge,

since je/jr < 1. In the presence of the wake, the situation is different. At 300

km at 180 from the forward direction, j -jr is now a factor of 10 5 higher, and

charging can take place at much lower values of auroral flux than for the case

where the wake is neglected. In particular, at I pAlm2 , a moderate auroral

electron current, the asymptotic values of-potentials in Figure 2 would apply, so

that the stern will charge to more than 6 kV. This means that charging of the aft

portion of the vehicle to multikilovolt potentials in an aurora will be common,

although charging of the forward portion would be infrequent.

This differential charging is produced by the Interplay of flow effects with

precipitating auroral electrons. Differential potentials of this magnitude can

lead to surface arcing or breakdown across insulating tiles.

Interestingly, the Shuttle will not necessarily fly in a nose-forward aspect.

As an orbiting vehicle, for some applications it will fly with the bottom forward

and with the experiment bay open and in the wake direction. We have seen that

the maximum charging will take place on the aft surface, so that the experiment

bay will sometimes be subject to the maximum effects of charging by the auroral

electron beam, to potentials of 6 kV or more.

Using the Samir expression for Jr' the ion current at 1800 is negligibly

small at RD = 1200. As an upper limit, the values found for S3-2 will be em-

ployed. Figure 3 shows the variation of X with altitude in the 300- to 1100-km

range. 2 7 In the near wake, the charging Is due entirely to the energetic electrons,

to a good approximation.

Since the ion current is absent, in the 200- to 400-kin region charging of the

rear of the vehicle can take place with 4 to 5 orders of magnitude less hot elec-

tron current than the front. However, the rate of charging in the electron stream

must be considered to determine the potential to which the vehicle could actually

charge.
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Abstract

2When electrically isolated surfaces have different material properties or are
exposed to different environments, different potentials will be induced. The rates
of charging are determined by the currents and the capacitances. The levels of
charging are basically determined by the energies in the system--either the
energies of the charged particles, whether they be natural or emitted, or from
the applied voltages on the spacecraft.

Consider a geosynchronous spacecraft. The sheath Is orders of magnitude
larger than the spacecraft and much larger than the typical insulation thickness.
Current densities are very small, a fraction of a nanoampere per square centi-
meter, but the particles are hot, with kilovolt energies. These numbers indicate
that charging of the spacecraft with respect to the sheath should take place very
rapidly, but that charging of various insulated surfaces with respect to the frame
of the spacecraft should take place rather slowly. This implies that in eclipse
there will be rapid charging of the whole structure, with slow differential
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charging, while in sunlight, due to photoemission, the sun side does not charge
but insulated surfaces on the dark side charge to high potential.

Data from the ATS-6 satellite showed that eclipse charging was as predicted.
In sunlight, however, about 10 min after the injection of hot particles, main
frame charging started and proceeded slowly, contrary to predictions. This can
be explained by differential charging, as shown in a NASCAP simulation. Differ-
ential charging on the dark side creates a barrier of about 3. 5 V on the sunlit
side, suppressing photoelectron emission. The same simulation with spin added
also shows charging, but at an even slower rate. Spacecraft that are spinning or
have less dark area have to develop larger differentials to build barriers. The
result in many cases is that differential charging is actually greater where the
absolute potential is lower. On ATS-6, the emission of a neutral plasma seemed
to lock the potential to a value close to zero and to destroy the barrier.

The ATS-5 satellite was equipped with a 'neutralizer' consisting of a hot
wire filament emitting electrons. When it was turned on in eclipse to discharge
the spacecraft, the potential dropped very rapidly at first, followed by a slow
rise. Once again, this could be explained by differential charging.

In low earth orbit the situation is tremendously different. The main source
of anisotropy in the environment is no longer solar radiation. Ambient electrons
and ram ions exceed the current density of photoelectrons. The Debye length is
comparable to other relevant thicknesses. These imply there should not be a
tremendous gap between absolute and differential charging rates.
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1. INTRODUCTION

>' This paper considers two phenomena that may be demonstrated with consider-

able rigor by computer modeling usirig a code such as NASCAP. The computer

modeling, however, fails to give insight into the physics involved. This paper

attempts to furnish such insight by use of simple barrier models and by sketching

the history of multiple roots with emphasis on the necessary conditions.

Geosynchronous spacecraft in sunlight occasionally charge to negative poten-

tials of a few hundred volts. The charging is of course driven by the flux of

ambient energetic electrons striking the surface. However, the flux of low

energy photoelectrons released from the surface exceeds the flux of ambient

electrons arriving at the surface. Therefore, negative charging would appear

to be impossible. A plausible model will be used to demonstrate that insulated

surfaces on the dark side can, by charging to large negative potentials, create a

potential barrier on the sun side. This barrier prevents the escape of photoelec-

trons. Unable to escape, these electrons return to the spacecraft. With the
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photoelectron current nullified, negative charging of the spacecraft can take place

in sunlight whenever the plasma is sufficiently energetic.

If half of the conducting surface on the dark side of a spacecraft is covered

with an insulating material, one would expect that the net current between the

plasma and that surface would be cut in half. This is not necessarily so. A

second model will be used to demonstrate that potential barriers can form, block-

ing the escape of secondary electrons from the exposed dark side conducting

surface. The result is that the net current to this surface is much more negative

than would be expected.
Traditional plasma probe theory applied to spacecraft predicts a single

stable fl,-ting potential at which the plasma-to-spacecraft current vanishes.

This is not necessarily so for a non-Maxwellian plasma. The net current as a

function of potential may have more than one root. The history of multiple roots

will be reviewed, emphasizing the critical roles played by the emission of low

energy secondary electrons and by non-Maxwellian electron distributions.

Multiple roots are possible not only for the main frame of a spacecraft, but

also for differentially charged insulated surface areas. However, the differential

charging creates potential barriers that can determine whether or not such

multiple roots exist.

2. NIONOPOLE-DIPOLE TIIEORY?

Multidimensional effects leading to a saddle point in the potential near a

plasma probe or spacecraft were first pointed out by Whipple and Parker. 1,2
The use of a combination of a monopole and a dipole field to model the formation

of a saddle is due to Besse and Rubin.

. In an energetic plasma, insulated surfaces on the dark side of a spacecraft

charge to large negative potentials. This creates a barrier and saddle point on

* the sun side blocking the escape of photoelectrons. The sun side then charges

negatively until the barrier is weakened enough to allow the escape of most of the

photoelectrons. The energy of the photoelectrons is only a few electron volts.

The monopole-dipole field is modeled by

1. Whipple, Jr., E. C., and Parker, L. W. (1969) Theory of an electron trap on
a charged spacecraft, J. Geophys. Res. 74:2962.

2. Whipple, Jr., E. C., and Parker, L.W. (1969) Effects of secondary electron
emission on electron trap measurements on the magnetosphere and solar
wind, J. Geophys. Res. 74:5763.

3. Besse, A. L., and Rubin, A.G. (1980) A simple analysis of spacecraft charg-
ing involving blocked photoelectron currents, J. Geophys. Res. 85:2324-
2327.
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(r) ro  
A  Cos(1)

r r

Q < 0
r Zr°

0.5 _A __ 1.1

where

= potential

Q - net charge on spacecraft
r o = spacecraft radius

r = radial position

A = dimensionless parameter

0 = zenith angle measured from midnight

The parameter A specifies the strength of the dipole component relative to

the monopole component. The limits imposed on Q, r, and A define the range
where the theory is useful for explaining daylight charging. Equation (1) is

readily manipulated to yield several useful quantities. The radial component of

the electric field at the surface is given by

E (ro0) _2 cos e ; Q < . (2)
r r0

The first term represents the monopole contribution; the second term the

dipole contribution. On the sun side the two terms have opposite polarities with

the dipole term opposing the escape of photoelectrons. The area over which a

retarding field (for escaping electrons) exists is given by:

- IArea =2 1 - A > (3)

The position of the saddle is given by:

r. 2Ar , A> 1- (4)
Jo
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The height of the barrier relative to the noon position on the surface is given by

I] (rsor)- rr ) z (A " ; A 2 .I (5)

The predictions of the theory were calculated for a spacecraft of 1 m radius with
an average surface potential of 1 kV negative. The results are given in Table 1.

Table 1. Predictions of the Monopole-Dipole Theory Applied to a Spherical Space-
craft of 1 m Radius With a Dielectric Surface Material Charged to an Average Po-
tential of 1 kV Negative. The dimensionless parameter A determines the strength
o: the dipole component relative to the monopole component, both being measured
at the surface at the midnight position

A- 1.1 1.0 0.9 0.8 0.7 0.6 0.5

0 Surface Potentials (kV)

00 (midnight) -2.10 -2.00 -1.90 -1.80 -1.70 -1.60 -1,50

300 -1.95 -1.87 -1.78 -1.69 -1.61 -1.52 -1.43

600 -1.55 -1.50 -1.45 -1.40 -1.35 -1.30 -1.25
900 (dawn/dusk) -1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00

1200 -0.45 -0.71 -0.55 -0.60 -0.65 -0.70 -0.75
1500 -0.05 -0.13 -0.22 -0.31 -0.39 -0.48 -0.57

1800 (noon) +0.10 0.00 -0.10 -0.20 -0.30 -0.40 -0.50

Potentials at Saddle (kV)

1800 (noon) 0.3 -0.25 -0.28 1-0.31 -0.36 -0.42 -0.50

Distance of Saddle from Surface (m)

1800 (noon) 1.20 1.00 0.80 1 0.60 0.40 0.20 0.0

Surface Radial Electric Fields (kV/m)

00 (midnight) +3.20 +3.00 +2.80 +2.60 +2.40 +2.20 +2.00

300 +2.91 +2.73 +2.56 +2.39 +2.21 +2.04 +1.87

600 +2.10 +2.00 +1.90 +1.80 +1.70 +1.60 +1.50
900 (dawn/dusk) +1.00 +1.00 +1.00 +1.00 +1.00 +1.00 +1.00
1200 -0.10 0.00 +0.10 +0.20 +0.30 +0.40 +0.50

1500 -0.89 -0.73 -0.56 -0.39 -0.21 -0.04 +0.13

1800 (noon) -1.20 -1.00 -0.80 -0.60 -0.40 -0.20 0.00

Surface Area with Negative Field (m2 )
1800 (noon) 3.43 3.14 2.79 2.36 1.80 1.05 0.00
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The monopole-dipole field satisfies Laplace's equation and thus is appropriate

for spacecraft which are small compared to the Debye length. This includes

geosynchronous spacecraft of existing dimensions but not larger spacecraft in

low earth orbit, such as the shuttle.

The theory seeks to explain daylight charging and is needed only if the photo-
electric current is larger than the ambient electron current. Norman and

Freeman4 measured the photoelectron current from a small gold spherical probe

on OGO-5. They obtained a value of 22 MAA/m2 based on the total area of the

probe. Garrett et al 5 measured a maximum electron number flux on ATS-6 of

1.7 X 109/cm2 sec ster corresponding to 9 jA/m
2 . Thus the photoelectron

current is in general larger.

Data reported by Garrett et al 5 and Mullen et al 6 on ATS-5, ATS-6, and

SCATHA show that if a spacecraft is charged to roughly 100 V negative in daylight

it will charge to roughly 5 kV upon entering the earth's shadow. We may theorize

that the dark side insulating surfaces are at roughly 5 kV negative both before

and after entering eclipse. Assuming half of the dark side surface is insulated,

this gives a 25:1 sunside to average dark side potential. This is consiaerably

larger than predicted by this first order theory.

3. HARMONIC FIELD THEORY

Consider a spacecraft in sunlight whose conducting surfaces are charged to

a small negative potential OA and whose insulated surfaces on the dark side are

charged to a large negative potential OB. Assume that the insulated surfaces are

in the form of strips of width W separated by areas of conducting surfaces also of
width W and that W is small compared to both the radius of curvature and to the

extent of the surface. The potential will be given approximately by:

(x,y) = 013"A + (B - 0A ) cos (y/W) e Xx /W (C'

4. Norman, K., and Freeman, R. M. (1973) Energy Distribution of Photoelectrons

Emitted from a Surface on the OGO-5 Satellite, and Measurements of
Satellite Potential, Photon and Particle Interactions with Surfaces in Space,
Grard, S. J. L., Ed., D. Reidel Publishing Co., Holland.

5. Garrett, H.B., Mclnery, R.E., Deforest, S.E., and Johnson, B. (1979)
Modeling of the Geosynchronous Plasma Environment - Part 3. ATS-5 and
ATS-6 Pictorial Data Atlas, AFGL-TR-79-0015, AD-A067843.

6. Mullen, E.G., Gussenhoven, M.S., and Garrett, H.B. (1981) A "Worst Case"
Spacecraft Environment as Observed by SCATRA on 24 April 1974, AFGL-
TR-81-0231, AD-A 108680.
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where

x = distance from surface

7y = distance parallel to surface and perpendicular to strips.

The component of the electric field normal to the surface will be, at the surface

E(y) = 2 -W (0B- OA)cos ( .y/W) (7)

If W is sufficiently small this harmonic field will be much larger in magnitude

than the 1/R field due to the net charge on the spacecraft. It will block escape of

secondary electrons from the dark side conducting surface. It will also cause

some secondary electrons from the very negative insulated strips to go to the less

negative conducting strips. The net effect will be a much larger negative current

to the conducting surfaces on the dark side than would be expected.

The harmonic field at the surface can be fitted to any desired profile by

adding the proper harmonics. The higher harmonics of course decay faster.

Such harmonic fields obey Laplace's equation and are realistic provided that the

strips are narrow compared both to other spacecraft dimensions and to the Debye

length of the secondary electrons.

4. MULTIPLE ROOTS

A key factor in multiple root phenomena is the change in mean electron

impact energy with change in object potential. If the electrons are monoenerget-

ic, as in a vacuum tube, a negative potential will reduce their impact energy,
that is, it will soften the spectrum, A key question is, how does the mean impact

of electrons at geosynchronous altitude respond to the spacecraft potential? The

answers can be found by examining pictorial spectra of eclipse charging events,
5in particular ATS-5 and ATS-6 pictorial spectra reported by Garrett et al, by

Deforest7 and by Olsen. 8 In every case when the spacecraft enters eclipse and

charges negatively, the electron spectrum at low energies is sharply attenuated

while the spectrum at high energies is not noticeably affected. Clearly the

retarding potential has increased the mean impact energy, that Is, it has hard-

ened the spectrum. The mean impact energy of a Maxwellian distribution

7. Deforest, S.E. (1972) Spacecraft charging at synchronous orbit, J. Geophys.
Res. 77:652.

8. Olsen, R. C. (1980) Differential and Active Charging Results from the ATS
Spacecraft, PH Dissertation Univ. of California, San Diego, pp. 125-126,
Figure 1.
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depends only on temperature and is independent of retarding potentials. Thus,

vacuum tube and geosynchronous plasmas both exhibited non-Maxwellian behavior
as far as mean impact energy vs potential is concerned.

The non-Maxwellian nature of the spectra having been established, the history

of multiple roots will be reviewed, a history in which non-Maxwellian spectra

play a key role. Also playing a key role is the copious emission of secondary

electrons - more than one secondary per primary. The electronic age started

with that triode vacuum tube amplifier. These tubes accelerate electrons to a
few hundred electron volts. By coincidence, this is the range for copious emis-

sion of secondary electrons. However, in a triode the electric field at the output

electrode (the "plate") is such as to prevent esczape of the secondaries and thus

they have no effect. No multiple roots exist for these i-,)bes. The triode has

negative internal feedback that limits the voltage amplification. To eliminate the

feedback and to increase the amplification, an additional electrode known as a
screen was introduced and the result was the tetrode. The unintentional result

was to reverse the electric field at the plate over a portion of the operating range
and to let the secondary electrons from the plate escape and be collected by the
screen. Multiple roots appeared; two output levels for a single input level

became possible. The mechanism has been explained by Alfrey. 9 Essentially

what happens is that with the plate at its least positive potential the monoenergetic
electrons strike it with an energy well below that at which secondary electron

emission peaks. Less than one secondary electron per primary is emitted. The

net effect is a negative current to the plate which holds its potential to a small

positive value. On the other hand, with the plate at its most positive potential,
the electrons striking it have sufficient. energy to release more than one secondary

electron per primary. The net effect is a positive current to the plate that holds

its potential to a large positive value. Thus two output signals correspond to a

single input signal. This was not acceptable for normal use. A fifth electrode

was added, re-establishing a barrier to the escape of secondary electrons from

the plate. The resulting tube, a "pentode", performed as intended. Early plasma

probe theory developed by Mott-Smith and Langmuir 1 0 treated only Maxwellian

distributions and neglected secondary electrons. The laboratory plasmas in

which the probes were used were generally too cool for secondary electrons to

be important. The early theory predicted a single root. When the theory was

first applied to geosynchronous spacecraft, it failed to explain observations.
Addition of secondary emission to probe theory resulted in better agreement

9. Alfrey, G. F. (1964) Physical Electronics, D. Van Nostrand, Princeton, N.J.

10. Mott-Smith, H. M., and Langmuir, I. (1926) The theory of collectors in
gaseous discharges, Phys. Rev. 28:727-763.
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between observation and theory. Still no multiple roots appeared in the theory.

Only when the theory was extended to include non-Maxwellian distributions did

multiple roots appear. The mechanism of dual Maxwellian distributions has been

explained in some detail by Besse 1 1 making use of earlier work by Prokopenko
12 13and Laframboise 12 and of Sanders and Inouye.

The essential mechanism for multiple roots for geosynchronous spacecraft

will now be outlined. At zero potential the impacting electrons have a mean

energy just a little above that at which maximum secondary electron emission

occurs. Secondary electron emission is sufficient to prevent charging to negative

potentials. The spacecraft cannot charge positively to more than a few volts
because then the secondaries cannot escape. Therefore the spacecraft remains

essentially at zero potential. Consider what may happen if the momentary

operation of an ion gun causes the spacecraft to charge negatively. The effect of
the negative potential is to increase the mean electron impact energy as previ-

ously discussed. As the mean impact energy originally was just above the energy

for peak secondary emission, the effect is to move the energy further away from

the peak. The number of secondaries per primary is reduced. There are no

longer enough secondary electrons to prevent charging to a large negative poten-

tial. The spacecraft continues to charge negatively even after the gun is turned
off.

Multiple roots and potential barriers can interact. If some surfaces on a

spacecraft are at their positive roots and others at their negative roots, then the

differential potentials are likely to create potential barriers in front of the posi-

tive root surfaces. The result is that the secondaries cannot escape and the

positive roots cease to exist. Thus potential barriers tend to mandate that all

surfaces possessing multiple roots be either at their positive roots or all be at

their negative roots.

11. Besse, A. L. (1981) Unstable potential of geosynchronous spacecraft,
J. Geophys. Res. 86:2443-2446.

12. Prokopenko, S. M. L. , and Laframboise, J. G. (1977) Prediction of large
negative shaded-side spacecraft potentials, Proc. Spacecraft Charging
Technology Conf. NASA Tech Memo. 73537.

13. Sanders, N.L., and Inouye, G.T. (1978) Secondary Emission Effects on
Spacecraft Charging- Energy Distribution Considerations. NASA Conf.
Publ. 2071.
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1. INTRODUCTION

Mechanisms that limit the electric potential on the body of an ionospheric

satellite are considered. For spinning satellites with dielectric coatings it is

shown that the currents of rotating charge embedded in the dielectric surface

play a role in limiting the spacecraft ground potential relative to the surrounding

plasma.A Such currents can account for previous discrepancies of more than a

factor of 2 between measured and calculated potentials of satellites in the region

of h' ionosphere where the effect of 0+ is dominant. The rotating current

eiceeds the neutral approximation current of 0+ to the wake side of the AE-C

satellite, for example, by several orders of magnitude. More generally, dielec-

tric conduction can also limit the satellite potential. The importance of such

small currents as result from spin and conduction stems from the extremely

small ion currents impinging on the wake side of the satellite. Theoretical

estimates based on a newly described constant of the motion of a particle in a

non-self-consistent electric potential indi-ates that the ion current density at the
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wake side pole of a sphere with surface potentials such as those measured on

AE-C, though substantially augmented by the electrical attraction of ions to the

charged satellite, does not significantly affect the current balance. Field en-

hancement of wake side currents may be substantial, however, for large body

potentials, and may play a significant role in limiting those potentials. Effects

of combined electric and magnetic fields are not considered, but it is noted that

in the absence of electric fields, the neutral approximation provides an upper

bound on the current per unit area to any point on the surface of a convex body.

2. POTENTIAL CALCULATIONS

Consider an infinitely long metallic cylinder of radius a-d, uniformly coated

by a dielectric with thickness d << a. The cylinder moves through the space

plasma with velocity V0 and rotates with angular velocity w about its axis of

symmetry. We describe the physical situation from the perspective of a non-

rotating space observer moving with the constant velocity V . The potential at

the dielectric-vacuum interface is denoted by V(a) and that of satellite ground

by Vg.

0 
d

Figure 1. Geometry for Potential Calculations

An approximate equation for the current balance on the dielectric surface

is given by

_w,.E

oi(a) + jo exp[V(a)/oJ + je(a) - j() + d a1

The terms in this equation are, in their order of appearance, the current densi-

ties of plasma ions and electrons at position a on the surface, dielectric conduc-

tion, photoelectrons, and rotating dielectric -embedded charge.
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Equation (1) is applied to the analysis of potentials on the AE-C satellite.

For the case of the AE-C in eclipse, the rotating current

WKE 8V (JKC

d Js 7d 0

plays the dominant role in limiting the negative charging of the wake-side surface

at a = f. The pertinent current densities (A/m2 ) at a - r are

ji 1.3 X 10
2 1

Jc f X 10
1 6

Js 1.9X10-
1 1

Table 1 summarizes the calculated satellite ground and peak surface potentials

of a dielectric coated cylinder approximating the AE-C satellite.

Table 1. Ground (V ) and Peak Surface Potentials for AE-C in Eclipse

AE-C Model Conductor

a (mho/m) 0 0 1017

w(/sec) 2 2 0 0

-Vg/0 -9 8 14 4

-Vpeak 15 40 30

Even without spin, dielectric conduction currents would limit the wake-side

potential at a = i to a lesser value than that determined by ion-electron current

balance.

3. ELECTRIC FIELD EFFECTS

The previously computed satellite potentials were based on the assumption

that ion velocity was a constant of the motion (neutral approximation) and there-

fore not influenced by electric fields. This assumption is quite good on the front

(upstream) surface for low satellite potentials (4 5 eV for 0+). For large

potentials it iq likely that good estimates can be made for the effective area for

279



front surface collection of ions. The situation is less clear on the wake-side

surface (at a = r) where electric fields may enhance particle and current densities

by many? orders of magnitude over their neutral approximation values.
The problem of field focusing is addressed by formulating upper bounds on

the j(ls) and n(i s ) at a position r on the satellite surface. The current density

bound at rs where the potential is V (rs ) given by
vS

jb rs 2ff0) ( v2 - VG)) v dv d

where fo(v) is the unperturbed (shifted Maxwellian) for plasma ions. The inte-

gration proceeds over all v > 0 and over a range of solid angle determined by the

equations of motion. The validity of Jb as a bound requires that neighboring

orbits emanating from rs at a given energy diverge more at r = oo than at their

point of origin.
The calculation of Jb (and nb) can be carried out for axisymmetric model

potentials of the form

2V(r, 0) = V O (r-f(a)/r2

where (r,a, 0) are spherical polar coordinates and V (r) is spherically symmetric.
I0

The utility of the above potential is that the quantity

C - -- f(a)

where L is the magnitude of the angular momentum about r = 0, as well as the

total energy, and the axial component of angular momentum, are constants of
the motion. The solution of the orbit equations is especially simple for particles

that reach the poles of a sphere (a = 0, 7r), for then the orbits are planar and the

orbit determination is reducible to a quadrature.
Specific results for bounds were calculated for potentials of the form

V0 (r) = 0

I fI.I ~a2 l 1<a<'
f(a) j I . 2)

f(a) 0 0<a 7r/2
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a form wl. -h approximates the surface potentials calculated on the AE-C. The

table , lnw summarizes the computed particle and current density bounds as a

function of I V (7r)/0 I.

Table 2. Results for Density and Current Enhancement at Wake-Side Pole

1eV/l0 0 15 100 1000 10,000

j/NovTe 7.9 X 10 1  1.6 X 10 -10 2.3 X 10 -6 0.6 830

n/N 0  C.2 X 10 - 16  2.6X 10 - 1 1  1. 3 X 10 "7  1.3 X 10 " 2  5.85

The entry in the first column is the actual neutral approximation value at et

on the sphere.

4. CONCLUSIONS

Spin and conduction currents can be important in limiting satellite potentials.

Electric fields can cause substantial focusing on wake-side surfaces. Though

not an important effect for the AE-C satellite, it may be important for V ;t 100
V. The importance of ion focusing for large potentials cannot be presently

established, however, without considering departures from orbit-limited condi-

tions.
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21. The Importance of Neutrals, Transient Effects,
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Abstract

/
.2 Several aspects of theoretical treatments of the thickness of the sheath

surrounding a large structure in "ow earth orbit that have received only minimal
attention are discussed.t:It is suggested that the ionization of neutrals should be
considered for potentials >> 15 V even though the mean free path for ionization in
the ambient atmosphere is >> the structure size R The effects of an enhanced
local neutral density, the trapping of electrons in he magnetic field, and modifica-
tion of the sheath space charge density due to ionization are estimated to support
this suggestion. The importance of time scales associated with fluctuations in
auroral fluxes, motion through inhomogeneous regions at orbital velocity, the
motion of ions, ionization rates, and the response of the ionosphere is emphasized
in terms of demonstrating understanding of fundamental physical processes.
Lastly, criteria for determining when magnetic field effects cannot be neglected
when estimating the sheath thickness S for eO >> Te are derived and discussed.
It is found that for moderate potentials 0 < 220Rb V, where Rb is the structure
size in meters, magnetic effects cannot be neglected when the sheath size is
comparable to or greater than the gyroradius of an electron of energy eo. Fur-
thermore, it is found that m agnetic effects invalidate cylindrical probe theoretic
estimates S -XD(e/kTe)l 21 where XD is the Debye length, when the electron
density is less than 1. 5 X 10 /em 3 .
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1. INTRODUCTION

An object or surface (henceforth termed structure) immersed in an ambient

plasma disturbs the plasma. The nature of the disturbed region surrounding a

structure in low earth orbit (LEO) in the ionosphere is a complicated, unsolved

problem. At large potentials, the charged particle densities near the structure

differ greatly from their ambient undisturbed values. We term this transition

region between the structure and the quasi-neutral ambient (although nonequilib-

rium) plasma a sheath. The characteristics of this sheath depend on many factors

(Whipple, Laframboise, these proceedings) and progress is often made by isolat-

ing a small subset of these factors and carrying out calculations of their effects.

In this report we briefly discuss two aspects of this complicated problem: the

role of neutrals and their ionization, and the importance of time-varying or

transient phenomena; and give a criterion when the earth's magnetic field cannot

be neglected when estimating sheath sizes for moderate potentials on large

bodies.
There have been at least four complementary viewpoints that have generally

been adopted when considering the electrical interactions that occur between a

structure and an ambient plasma. They are:

(1) Probes as a diagnostic tool. This is the classical and most studied case.

The viewpoint adopted here is to answer the following question: How does one

interpret current-voltage characteristics in terms of the properties of the

undisturbed ambient plasma?

(2) Equilibrium potential. The question here is: At what potential will a

structure "float" in order that the net current to it will be zero?

(3) Current neutralization of rockets and satellites ejecting electron beams.

The question to be answered here is: To what positive potential 0 must a vehicle

rise in order to collect a return current from the ambient plasma equal to the

ejected beam current?

(4) Sheath geometry and thickness. This viewpoint is inherent in the previous

three but tends to focus on the following question: How far away from a biased

(either purposefully or inadvertently) instrument will one not disturb the ambient

plasma very much?

The particular problem being addressed tends to influence the point of view

and the main approach to a solution taken by an investigation. Yet these points

of view are complementary. In (1) the question is what is the net current to the

structure at a given potential. From one point of view, (2) and (3) are 3ubsets

of (1) asking for conditions near the floating potential, and in the electron current

saturation regime at large positive potential, respectively. Yet (2) and (3) both

284



require zero net current to an isolated body in contact with the surrounding

plasma, except in (3) one of the currents is under the control of the operator.

The solution to all of these problems requires knowledge of the potential distribu-

tion surrounding the structure and how it merges with the plasma potential. The

question posed in (4) has practical application for making measurements with

instruments mounted on the RMS during active electron beam experiments when

the shuttle is driven positive as was the case during the OSS-1 VCAP experiments

(Shawhan and Murphy, Banks, Raitt and Williamson; these proceedings). All of

the above problems are greatly impacted by the anisotropies introduced by the

earth's magnetic field, the large orbital velocity of a structure in LEO, V 9 .L

potential variations (where C is the vector between the Langmuir probe and the

engine nozzles on the shuttle), and different electrical characteristics of various

surfaces. Here we will briefly mention the importance of some other factors.

In the next section we discuss the importance of neutrals, either ambient or

emanating from the structure itself, and the resulting ionization that may be

produced. In the following section we describe the importance of transients and

time-variations in terms of factors that cause them and implications for the

physics that describe them. In the last section we discuss a criterion for the

conditions under which the earth's magnetic field must not be ignored when

considering the sheath thickness.

2. THE IMPORTANCE OF NEUTRALS AND SECONDARY IONIZATION

The ionization cross section of atmospheric gases has a maximum -3 X 10"
2cm for electron energies of around 100 eV. At ambient neutral densities

nn < 3 x 109 /cm 3 (equivalent to _ 10 - 7 Torr) appropriate to altitudes above 250 km,

the mean free path for ionization by electrons, X1, is > 10 km. a dimension much

larger than most structure sizes. For this reason, the effects of ionization of

neutrals have usually been ignored when examining the factors that control sheath

thickness surrounding structures in low earth orbit (LEO).

There are several factors that indicate that the view outlined above is too

simplistic. It is now apparent that a complex object like the space shuttle carries

with it its own atmosphere. Measurements of 10- 5 Torr, 2 orders of magnitude

higher than ambient, were made on the recent OSS-1 flight by the plasma diag-

nostics package (PDP, Shawhan and Murphy, these proceedings). Such large

neutral densities greatly shorten mean free paths for ionization and make ioniza-

tion a more prominent factor.

When the potential on a structure exceeds some tens of volts, ionization may

become important. An electron approaching such a structure may become
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quasi-trapped due to the earth's magnetic field. For large enough electric fields

and small enough structure sizes (to be discussed in more detail in Section 4
below), the electrons will perform EX B motion with a maximum velocity of 2E/B.

In a 1/2 G field, an electric field strength > 100 V/rm implies that the maximum
kinetic energy of the electron exceeds 50 eV, sufficient to undergo ionizing colli-

sions. Electric field strengths of this magnitude can be expected in the vicinity

of meter-size appendages at potentials as low as 100 V. Indeed, these two factors,

locally enhanced neutral densities and quasi-trapping of electrons in large electric

fields, have ueen invoked to explain the presence of enhanced plasma densities and

the collection of return current during electron beam ejection experiments from

rockets. I

Furthermore, even a low ionization rate may have important effects on sheath

structure. The reason is that ionization of ambient neutrals within a sheath

provides a source of positive and negative space charge. If the ion density, ni,
becomes a fair-sized fraction of the electron density, ne, the space charge
distribution can be modified and affect the sheath structure. A qualitative order-
of-magnitude estimate can be obtained from an approximation to the steady-state
continuity equation for the secondary ions by setting the divergence of their flux,
V . nivi - nivi/S , equal to their production rate, - neve/xi, where S is a sheath

dimension;

Sniv i" ki neVe

If we set vie " (2e/mi, e)/2 we obtain

Im _, 1/2 S

n i  " X . e

This result suggests that secondary ionization can have an important effect even

when the mean free path

/i1/2

is two or more orders of magnitude larger than the sheath size.

1. Cartwright, D. G., Monsoon, S. J., and Kellog, P. J. (1978) Heating of the
ambient ionosphere by an artificially injected electron beam, J. Geophys.
Res. 83:16.
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The above estimate is not accurate but suggestive. The presence of secondary

ionization in sheaths in the LEO regime has apparently received inadequate atten-

tion. The attempt by Galeev et al2 to model these effects in the case of a rocket
is little better than the above estimate because the expressions they derive are

not solutions of the equations consistent with the model they describe.

3. THE IMPORTANCE OF TRANSIENTS AND TIME VARIATIONS

Due to the complexity of the sheath problem, quasi-static models are very

useful (Laframboise, these proceedings). These models have validity if changes

in charging rates and ambient conditions occur more slowly than other time
constants associated with the structure and its surroundings. Variations in

auroral fluxes on time scales less than 100 msec are frequently observed, and

traveling through auroral arc structures of - 800 m width at orbital velocity also

gives a time scale - lu0 msec for charging flux and ambient condition variations.
The charge state of the structure and its surroundings will have transients in

response to these changing conditions. One factor that controls the charging rate

is the capacitance C of the structure,

dt C

As an example, consider the shuttle whose capacitance is given predominantly by

the dielectric-coated bay doors,

c A

where A - 300 m2 is the total area of the bay doors which are open and exposed

to the plasma (both sides) and d - 3 mils = 75 m is the thickness of the coating.
These values give C - 30 pF for the shuttle capacitance. With this large capac-

itance, the time scale for a 100 V potential change is

CV 3 x 10 -
3

"T - =l - 6 sec

2. Galeev. A.A., Mishin, E.V., Sagdeev, R.Z., Shapiro, V.D., and
Shevchenko, V.I. (1976) Discharge in the region around a rocket following
injection of electron beams into the ionosphere, Soy. Phys. Dokl. 21:641.

3. Drell, S.D. , Foley, H.M., and Ruderman, M.A. (1965) Drag and propulsion
of large satellites in the ionosphere: an Alfven propulsion engine in space,
J. Geophys. Res. 7_: 3 131.
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If the change in charging current is carried by an auroral flux of - 10-5 A/m 2

impinging on a collecting area of 300 m , the associated time-scale is - 1 sec or

1000 msec, considerably longer than the time scale on which auroral fluxes may

change.

There is a finite time to rearrange quasi-stationary sheath charges, which

is dominated by the motion of ions. It takes - 100 msec for an ambient thermal

0+ ion to move a structure or sheath dimension of order 100 m. Furthermore,

there is a similar time constant associated with the time that a given megnetic

flux tube is in contact with the disturbed region of about 100 m radius surrounding

a large potential.

Consideration of these time scales is important for several reasons. In the

first place, they may determine the response of the system in some situations.

Furthermore, this response depends critically on the physics and how it is

modeled. Observations of time-varying phenomena provide critical tests of the

degree of understanding of the mechanisms that control the sheath structure.

The time scales mentioned above are important for determining the response

of the ionosphere to the disturbance created by the passage of an orbiting struc-

ture. As an example, Drell et al3 suggested that the passage of a large orbiting

structure could launch Alfven waves that may represent An appreciable drag.

This mechanism is applicable only to large structures Pb > V/W - 30 m in the

ionosphere because the characteristic time must be longer than an inverse ion

gyroradius uci-I - 0. 004 sec for Alfven waves to propagate. (This requirement

reduces to Rb > 2 m at higher altitudes where H+ is the dominant ion. )

The above mechanism is driven by the motional VX B 1 L potential difference

with respect to the ambient plasma. It represents one approach to the more

general problem of the closure of the current flows induced in the ionosphere.

However, in their treatment, Drell et al3 ignored the complicated sheath problem

that controls the electrical coupling of the satellite to the ionosphere. The nature

of the disturbance in the ionosphere, the closure of the currents, and the depend-

ence of these effects on structure size is as yet an inadequately addressed

problem.

4. CRITERION FOR MAGNETIC EFFECTS ON SHEATH SIZE

The nature of the sheath surrounding the noncoated portions of the shuttle,

for example, the rocket motors or floating instruments, is still quite uncertain.

A self-consistent solution for the electron saturation current to a finite-size

structure in a magnetized, flowing plasma with structure radius Rb >> re, XD

(r e = V e / 2 cm and vD = V e/wp" 0. 3 cm are the electron gyroradius and
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Debye length, respectively) has not yet been obtained. v e = (kT /m) 1/2 is the

electron thermal velocity, and wc eB/m and wp (e2 ne /me o ) are the electron

gyrofrequency and plasma frequency, respectively.

We investigate here a criterion to determine when the magnetic field cannot

be neglected in calculations using cylindrical probe theory to estimate the sheath

dimension.

The small gyroradius of ambient electrons, re = V e/c- 2-3 cm, tends to

keep the magnetic field lines as equipotentials, and the current collection has an

axis of symmetry aligned with the magnetic field. Cylindrical probe theory should

have some region of validity if the earth's magnetic field does not inhibit the flow

of electrons to the probe. As we shall show, the sheath dimension S can be much

larger than re without the magnetic field appearing to affect the result.
Several cylindrical probe theories for current collection in the electron

saturation regime at potentials 0 >> kTe/e find that the sheath thickness S behaves

as

X S C (e)1 / 2

D  rkTe

for Rb X XD where C is a constant of order unity. As an example, Szuszczewicz

and Takacs 4 find that C - 2.5 in the limits that we are considering.

The expression (1) is independent of Rb, Te , and, of course, the magnetic

field strength B. Indeed if we define the velocity of an electron having kinetic

energy equal to eO as

V p (2)

Eq. (1) with C = 2.5 can be rewritten as

v 5 11/2
S = 1.8-P = 5.9() e  1/2 cm (3)

This form explicitly demonstrates that for eo >> kTe and Rb >> DO the sheath
thickness in this model increases as 1/2 and depends only on the ambient electron

density. We are interested in knowing when the earth's magnetic field must

modify this expression.

4. Szuszczewicz, E. P. , and Takacs, P. Z. (1979) Magnetosheath effects on
cylindrical Langmuir probes, Phys. Fluids 22:2424.
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Consider a plane perpendicular to the magnetic field where the potential 0(r)

in the sheath is positive and a monotonically decreasing function of r. In a very

weak (or nonexistent) magnetic field, a stationary electron initially at a position

r0 > Rb will be attracted to the positive structure. In the opposite limit of a very

strong magnetic field B, the electron at a position r0 > Rb will initially accelerate

radially towards the structure, but the Lorentz force will deflect the electron and

prevent it from reaching the structure. Indeed, we label the minimum radius

that it reaches rm. In the limit that r 0 - rm << S, the electron performs a

roughly cycloidal path whose average motion is circular at the radius r0 with a

velocity E 0 /B where E is the magnitude of the electric field, I8a/arl, evaluated

at r = r0 . The maximum velocity of the electron at rm is - 2E 0 /B.

It is obvious that when B is so strong that r0 - rm <S Eq. (3) is invalid.

Linson and Papadopoulos 5 have integrated the equations of motion in cylindrical

geometry including the effects of initial radial and angular velocities, Vro and

v0 0 , respectively, at the position r = ro. They define

6 Z O(r m)M- (ro )>O , (4)

and find that the relation between the minimum and outer radii, rm and r0 can

be expressed simply as

2o r 2 
1/2

'r°e rm mcrm/

The initial kinetic energy plus change in potential energy, eAo, has been converted

entirely into kinetic energy in the theta direction at the minimum radius rm.

We can now use Eq. (5) to determine when the magnetic field must invalidate

Eq. (3). We ignore for simplicity the second term in brackets on the left-hand

side of Eq. (5) when v0o ve because it is unimportant for eo >> kTe and

r << Rb < ro. Consider an electron at the outer edge of the sheath

r° - Rb +S . (6)

5. Linson, L. M., and Papadopoulos, K. (1981) Theoretical Support of the
Spacelab Instrument/Experiment Definition of a Theoretical and Experi-
mental Study of Beam-Plasma Physics (TEBPP), Report No. SAI-023-81-
316LJ/LAPS-76, Science Applications, Inc., La Jolla, CA 92038.
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Consider a plane perpendicular to the magnetic field where the potential 0(r)

in the sheath is positive and a monotonically decreasing function of r. In a very

weak (or nonexistent) magnetic field, a stationary electron initially at a position

r > Rb will be attracted to the positive structure. In the opposite limit of a very

strong magnetic field B, the electron at a position r 0 > Rb will initially accelerate

radially towards the structure, but the Lorentz force will deflect the electron and

prevent it from reaching the structure. Indeed, we label the minimum radius

that it reaches rm. In the limit that r o - r m << S. the electron performs a

roughly cycloidal path whose average motion is circular at the radius r0 with a

velocity E /B where E is the magnitude of the electric field, 180/OrI, evaluated

at r = r o . The maximum velocity of the electron at rm is - 2Eo/B.

It is obvious that when B is so strong that r o - rm <S, Eq. (3) is invalid.

Linson and Papadopoulos 5 have integrated the equations of motion in cylindrical

geometry including the effects of initial radial and angular velocities, vro and

v 0 0 , respectively, at the position r = ro . They define

6 -E (r m ) - (r o0 ) > 0 , (4)

and find that the relation between the minimum and outer radii, rm and r o , can

be expressed simply as

I 2v0  r 2f
2Vo ro2  m1/2+~0 r--c 0---- +2 (2e2Ao (5)

entrey itokinti inr~ rm~l/ attemnmmrdu/

The initial kinetic energy plus change in potential energy, es6, has been converted
entirely into kinetic energy in the theta direction at the minimum radius r m .

We can now use Eq. (5) to determine when the magnetic field must invalidate

Eq. (3). We ignore for simplicity the second term in brackets on the left-hand

side of Eq. (5) when v0 o - ve because it is unimportant for eO >> kTe and

re << Rb < r . Consider an electron at the outer edge of the sheath

r o - Rb +S (6)

5. Linson, L. M. , and Papadopoulos, K. (1981) Theoretical Support of the
Spacelab Instrument/ Experiment Definition of a Theoretical and Experi-
mental Study of Beam-Plasma Physics (TEBPP), Report No. SAI-023-81-
316LJ/LAPS-76, Science Applications, Inc., La Jolla, CA 92038.
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This electron will not impact the structure in falling through a potential O -0
unless rm - Rb. It is convenient to define a characteristic potential

m W 2 R 2 = B 2 R2
c 2e c b 220 bV

where B is in gauss and Rb is in meters. (The gyroradius of an electron with

energy eO c is equal to the structure size Rb.) By combining Eqs. (5), (6), and

(7), we find that the magnetic field will prevent an electron from reaching the

structure unless the sheath size is small enough so that

1+2 . (8)

For small S << Rb$ this expression reduces to S < Vp/Wc .

Equation (3) for S cannot be valid if it violates condition (8). This condition

places a restriction on the allowed values of w c for which Eq. (3) may be

valid;

> 0. 9 (1 + I+ 2 (0/6 )1/2] )9
For small 4 << c' this requirement reduces to wp > 1. 8w c while it becomes

u> 2. 5w for c With B = 0.5 G, this restriction requires ne >1.5 X 1 03. For 4 4 c0 the right-hand side of Eq. (9) varies as 1. 3(0/ ) 1/4 but Eq.

(3) for S is suspect for such large potentials.

The sheath thickness given by Eq. (3) may be written

(14) 1/2
S 1.8 -c )  R (10)

wi~i b

For c < ' and wp satisfying Eq. (9), we have

S < 1. 8 -- Rb  < 0.711 , 11

29p
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that is, Eq. (3) is invalid for sheath thicknesses approaching or greater than the

structure size Rb.
We summarize by saying that for B = 0. 5 G and 4 - 220R 2 V the expression

5  -3
(3) for the sheath thickness cannot be valid for ne < 1.5 X 10 cm . Further-

more, when S << Rb, the criterion that determines when magnetic effects are

important is that the gyroradius v p/ c of an electron with energy eO is comparable

to or less than the sheath thickness.
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Abstract

new property of spacecraft surface materials, the theshold temperature

for high-voltage charging,-'Ts defined. A table of threshold temperatures, cal-
culated for various spacecraft surface materials, is presented. This property
explains and unifies several recently-identified phenomena affecing spacecraft
charging, including: the existence of multiple floating potentials fo.certain
spacecraft surfaces in certain external environments," sensitivity effects in
the numerical prediction of spacecraft potentials; sudden jumps in both observed
and slnulatd spacecraft potentials in slowly-varying environme.ats; and observed

2 threshold Peects in high-voltage charging. In addition, knowledge of the
threshold temperature for proposed or existing surface materials provides a
simple, effective way to evaluate their charging behavior when exposed to vari-
ous space environments.
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1. INTROI)UCTlON

The high-voltage charging behavior of spacecraft surfaces displays a variety

of unexpectedly complex features.

These features are most evident in the absence of photoemission (as on

shaded surfaces of a spacecraft). One of them is the existence of multiple roots

(zeros) in the current-voltage characteristic of various spacecraft materials

exposed to certain kinds of ambient plasma environments. An example of such

a current-voltage characteristic is shown in Figure 1. In this illustration, only

the right- and left-hand roots, which are located at +1. 9 and -4100 V, respec-

tively, represent stable floating surface potentials, because the center root is

an unstable one, in the sense that any voltage excursion from the indicated value

(-500 V) would result in a net current of a sign that would cause the voltage

excursion to increase, ultimately driving the voltage to the right- or left-hand

roots.

Al 0 I-DIM. "OUIET" SPECTRUM

4,-s. .~oc ---

.1 J .Jsec.scot - "06-*0/

VOLTAGE IKILOVOLTS)I I I I I I I ,I " . 1 k

-. .7 -6 .5 .4 .3 .2 .1

Figure 1. Current-voltage Characteristic for Aluminum
Oxide in "Quiet" Magnetospheric Conditions, With a One-
Dimensional Velocity-Space Cutoff for Collection of Am-
bient Charged Particles (after Prokopenko and Lafram-
boise 2 , ). The zeros ("roots") of the characteristic are
indicated by arrows. In calculating this characteristic,
incident-angle dependence of secondary and backscattered
electron yield has been ignored
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The possibility of suc. triple-root situations was first proposed by Whipple.'
2 3Prokopenko and Laframboise 3 calculated current-voltage characteristics of

various surface materials in outer-magnetospheric (including geostationary-

orbit) plasma environments, and found numerous examples in which triple-root
4

characteristics were actually obtained. Sanders and Inouye did calculations to

examine the ranges of conditions in which such charLcteristics would occur.

Besse5 examined the mechanisms underlying them. Meyer-Vernet 6 ' 7 showed

that they may also occur on dust grains in space, such as those in Saturn's

rings. It is now generally recognized that in triple-root situations, the stable

floating potential near space potential is the result primarily of a current bal-

ance between incident "primary" electrons and emitted (secondary and back-

scattered) electrons, with incident ion current making only a minor contribution,

while at ibe more negative stable potential, the current balance is primarily

between incident ion and electron currents, even though in this case also, both

of these may be substantially modified by secondary or backscattered electron

emission.

Another feature of the high-voltage charging phenomenon is the occurrence

of "sensitivity" effects in the numerical prediction of spacecraft potentials, 8 in
1. Whipple, Jr., E. C. (1965) The Equilibrium Electric Potential of a Body in

the Upper Atmosphere and in Interplanetary Space, Ph. D. Thesis, The
George Washington Univ., Washington, D.C. /Report No. X-615-65-296,
NASA Goddard Space Flight Center, Greenbelt, Maryland.

2. Prokopenko, S. M. L., and Laframboise, J. G. (1977) Prediction of large
negative shaded-side spacecraft potentials, in Proc. Spacecraft Charging
Technology Conference, C.P. Pike and R.R. Lovell, Eds., Report No.
AFGL-TR-77-0051, AD A045459, Air Force Geophysics Laboratory,
Massachusetts/Report No. NASA TMX-73537, Lewis Research Center,
Cleveland, Ohio, pp. 369-387.

3. Prokopenko, S. M. L. , and Laframboise, J. G. (1980) High-voltage differential
charging of geostationary spacecraft, J. Geophys. Res. 85(A8):4125-4131.

4. Sanders, N. L., and Inouye, G. T. (1979) Secondary emission effects on
spacecraft charging: energy distribution considerations, in Spacecraft
Charging Technology - 1978, NASA Conference Publication 207 ]/Report
No. AFGL-TR-79-0082, AD A084626, Air Force Geophysics Laboratory,
Massachusetts, pp. 747-755.

5. Besse, A. L. (1981) Unstable potential of geosynchronous spacecraft, J.
Geophys. Res. 86(A4):2443-2446.

6. Mey:r-Vernet, N. (1982) "Flip-flop" of electric potential of dust grains in
space, Astron. Astrophoys. 105:98-106.

7. Meyer-Vernet, N. (1982) Multivalued electrostatic potentials; "chance or ne-
cessity" for the charge of solid particles near Saturn?, in Proc. IAU Colloq.
No. 75: Planetary Rings, Toulouse, France, August-September 19U2.

8. Stannard, P.R., Schnuelle, G. W., Katz, 1., and Mandell, M. J. (1981) Rep-
resentation and material charging response of GEO plasma environments,
in Spacecraft Charging Technology 19810, NASA Conference Publication
2182/Report No. AFGL-TlR-81-0270, AD A114426, Air Force Geophysics
Laboratory, Massachusetts, pp. 560-579.

295



C

which relatively small changes in nssumed surface properties or ambient condi-

tions can cause large changes in spacecraft floating potentials. Evidently, this
phenomenon may frustrate attempts to make reliable predictions of spacecraft

charging, and it is important to identify the parameter ranges in which such

sensitivity effects occur.

This phenomenon is closely related to that of "threshold" effects, both pre-

dicted, 8 and observed, 9 in which no high-voltage charging occurs over a large

range of environmental or surface conditions, but a small further change in

conditions then results in a large change in surface potential from a small value

(relative to space) to a value typically several kilovolts negative.

Another closely related effect is that of sudden large changes in surface

potential in response to relatively slow temporal changes in ambient plasma
3

conditions. This phenomenon was predicted by Prokopenko and Laframboise,
5

and Besse, and subsequently observed both on the SCATHA (P78-2) satellite
and in numerical simulations made using the NASA Charging Analyzer Program

(NASCAP). 10, 11

In Sections 2 and 3, we introduce the concept of threshold temperature as a

- property of a spacecraft surface material, and we show that all of the above-

mentioned phenomena are unified and explained by this concept.

A separate phenomenon, which often controls the differeniial charging of

other surfaces, including sunlit ones, relative to the most highly-charged surface,

is the "barrier" effect, which has been discussed by Fahleson, 12 Whipple, 13

9. Gussenhoven, M. S., and Mullen, E.G. (1982) A "worst case" spacecraft
charging environment as observed by SCATHA on 24 April 1979, paper
No. 82-0271, Amer. Inst. Aeron. Antron. 20th Aerospice Sciences Mtg.,
January 1982, Orlando, Florida.

10. Schnuelle, G. W., Stannard, P.R., Ka',z, I., and Mandell, M. J. (1981)
Simuiation of charging response of ',CATHA (P78-2) satellite, in Spacecraft
Charging Technology 1980, NASA Conference Publication 2182/Report No.
AFGL-TR-81-0270, AD A114426, Air Force Geophysics Laboratory,
Massachusetts, pp. 580-591.

11. Stannard, P.R., Katz, I., Gedeon, L., Roche, J.C., Rubin, A.G., and
Tautz, M. F. (1982) Validation of the NASCAP model using spaceflight
data, Paper No. 82-0269, Amer. Inst. Aeron. Astron. 20th Aerospace
Sciences Mtg., January 1982, Orlando, Florida, AFGL-TR-82-0108,
AD A113440.

12. Fahleson, U. (1973) Plasma-vehicle interactions in space - some aspects
on present knowledge and future development, in Photon and Particle
Interactions with Surfaces in Space, R.J. L. Grard, Ed., D. Reidel,
Dordrecht, Holland, pp. 563-569.

13. Whipple, Jr., E. C. (1976) Observation of photoelectrons and secondary
electrons reflected from a potential barrier in the vicinity of ATS 6,
J. Geophys. Res. 81(4):715-719.

296

'no



Prokopenko and Lairamboise, 2 3 Laframboise and Prokopenko, 14 Katz et al, 15

Besse and Rubin, 16 Purvis, 17 and Laframbolse et al. 18

2. THE THRESHOLD.TEMPERATURE PROPERTY

A typical secondary-electron yield curve is shown in Figure 2a. For most

commonly-used spacecraft surface materlalr,, there exists a region of this yield

curve in which more than one secondary is produced on average per primary.

This generally occurs for incident electron kinetic energies of a few hundred eV.

In Figure 2b, energy-differential Incident-electron flux (particle current density)

curves are shown for Maxwellian electron velocity distributions at two represent-

ative values of electron temperature Te. In the example shown, the peak of the

lower-temperature curve is at almost the same energy as that of the secondary

yield curve. In this situation, there is a large production of secondaries; in fact,

the total secondary flux [which is given by an integral involving the product of

these two functions; see Prokopenko and Laframboise, 2 ' 3 Eq. (10)], will be

greater than the incident primary flux if the maximum secondary yield 6max per

primary is greater than about 1. 16 (Besse, 5 Figure 2). In contrast, the peak of

the higher-temperature curve does not coincide closely with that of the secondary-

emission curve, and in this case, the total secondary flux will be less than the

incident flux. Evidently, a critical value of Te must exist, intermediate between

14. Laframboise, J. G., and Prokopenko, S. M. L. (1977) Numerical simulation
of spacecraft charging phenomena, in Proc. Spacecraft Charging Technol-
ogy Co ference, C. P. Pike and R. R. Lovell, Eds., Report No. AFGL-
TR-77-0051, AD A045459, Air Force Geophysics Laboratory, Massachu-
setts/Report No. NASA TMX-73537, Lewis Research Center, Cleveland,
Ohio. pp. 309-318.

15. Katz, I., Cassidy, J.J., Mandell, M.J., Schnuelle, G.W., Steen. P.G.,
and Roche, J. C. (1979) The capabilities of the NASA charging analyzer
program, in Spacecraft Chargng Technology 1978, NASA Conference
Publication 207 l/Report No. AFGL-TR-79-0082, AD A084626, Air Fc,'-ce
Geophysics Laboratory, Massachusetts, pp. 101-122.

16. Besse, A. L., and Rubin, A.G. (1980) A simple analysis of spacecraft
charging involving blocked photoelectron currents, J. Geophys. Res.
85(A5) :2324-2328.

17. Purvis, C. (1982) Evolution of spacecraft charging technology, Paper No.
82-027 3, Amer. Inst. Aeron. Astron. 20th Aerospace Sciences Mtg.,
January 1982, Orlando, Florida.

18. Laframboise, J. G., Godard, R., and Kamitsuma, M. (1982) Multiple float-
ing potentials, "threshold-temperature" effects, and 'barrier" effects in
high-voltage charging of exposed surfaces on spacecraft, in Er,9,
Internat. Svrp. on Spacecraft Materials in Space Environment, June
1982, Toulouse, France, European Space Agency, Paris, Publication No.
ESA SP-178, pp. 269-275.
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Figure 2. (a) Typical Form of Secondary-Electron
Yield 6 (Secondary Electrons Per Incident Primary
Electron), as a Function of Incident Primary Kinet-
ic Energy E, at Normal Incidence; (b) Energy-Dif-
ferential Electron Flux dJ /dE for Maxwellian Am-
bient Electron Velocity Diitributions at Two Differ-
ent Temperatures. Total secondary-electron flux
is obtained by integrating the product of these two
functions [multiplied by another factgrgiven in Eq.
(10) of Prokopenko and Laframboise over
energy E

the two values indicated, at which emitted flux would exactly balance incident

flux. 19 (There will also be another such critical temperature, below the peak

of the secondary yield curve, but this is not of importance here. )

Maxwellian ambient distributions also have the special property that if they

are retarded by a repelling (negative) surface potential, the distribution of

particle kinetic energies reaching the surface is independent of the value of this

potential. Therefore, for a Maxwellan ambient distribution, the preceding

conclusions have a special property: they are independent of spacecraft surface

potential (Besse, 5 Cohen 1 9 ) as long as this potential is negative (with respect to

space). Therefore, if the ambient electrons were Maxwellian at the critical

temperature, incoming and outgoing fluxes would balance ,jach other for all

negative values of surface potential, and the surface then "would not know at what

19. Cohen, H.A. (1982) Private communication.
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potential to float". that is, the surface potential would become indeterminate,

except for the (relatively small) current contribution from ambient ions. It is
therefore evident that very large (negative) increases in floating potential will
result for very small increases in ambient electron temperature in the neighbor-
hood of this critical value, which is a property of the surface material only. We
will therefofe refer to this critical v.ue as the threshold material tcmperature
T* for high-voltage charging. In terms of this property, the first four effects
mentioned in Section 1 can be immediately explained, as follows:

(1) Triple-root current-voltage characteristics have a simple explanation if
the ambient electron velocity distribution can be approximated by a double
Maxwellian. Such an approximation, although empirically based, is often a very
good one (Garrett and DeForest, 2 0 Garrett et al2 1). In this case, a characteristic
will have three roots if (I) the temperature T1 of one Maxwellian is less than T*,
but the other temperature T2 is greater than T, and (ii) the total emitted electron
(secondary and backscattered) flux at space potential is greater than the incident
flux.

This can be proved as follows. The roots of the current-voltage character-
istic are given by the zeros of the function:

Jnet Ji " Je + Jsec + Jscat * (1)

where Jif Je' Jisec' and Jscat are particle current densities (fluxes) for incident
(ambient) ions and electrons, secondary electrons and backscattered electrons,
respectively. Except at relatively large negative surface potentials 0. relative
to space, Ji is relatively small, and will be neglected in what follows. For
#s < 0, we then have, in this approximation:

Jnet = (isec, 1 + 3 scat, 1 - 3 e, 1) exp(e#s/kT 1 )

+ (isec,2 + Jscat,2 - J e,2 ) exp(eOs/kT 2 )

j net, 1 exp(eOs/kT ) + Jnet,2 exp(e*s5 kT2 ) , (2)

20. Garrett, H. B., and DeForest, S. (1979) An analytical simulation of the
geosynchronous plasma environment, Planet Space Sci. 27:1101-1109.

21. Garrett. H. B., Schwank, D.C., and DeForest, S.E. (1981) A statistical
analysis of the low-energy geosynchronous plasma environment - I.
electrons, Planet Space Sci. 29(10):1021-1044.
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* where e > 0 is the elementary charge, k is Boltzmann's constant, and all double-
- ' scripted J are space-potential values. A triple-root characteristic must have an

unstable root, that is, a value of such that (a) Jnet 2 0, and (b) dJnet/d s > 0.

This cart happen only for #s < 0 because Jsec and Jseat both decrease rapidly at

positive potentials (an exception to this, applicable at very small electron tem-
V6peratures, has been found by Meyer-Vernet ). Condition (a) requires that J

and J have opposite signs, that is, TV is between T and T2. Condition W
~net* 2 T1  T2 Codtn(b

implies that Jnet > 0 for all s values between this root and zero; this in turn

Lnplies that J 1 net, 2 > 0. This completes the proof of (I) and (it). Even

though this proof is only approximate for real velocity distributions, it will still

be generally valid in terms of "temperatures" related in the usual way

(E = 3/2 kT) to the mean energies obtained from a double-Maxwellian fit. Meyer-

Vernet 6 has shown that triple roots can also occur with Maxwellian electrons,

when the electron temperature is less than the "temperature" of emission of

secondary electrons. The unstable root then occurs at a positive rather than

negative value of 0 .
Meyer-Verneti has pointed out that in order for condition (ii) to be satisfied,

T 1 must not only be less than T* but must also be greater than the lower critical

temperature which we have mentioned in Section 1 but have not calculated in this

paper. A. L. Besse (1982, private communication) has pointed out that ion col-

lection will make a (usually small) negative contribution to dJnet/dOs and may

therefore in some cases prevent a triple-root situation by preventing (b) from

being satisfied. This could be expected to happen for example if T 1 and T 2 were

only sligh y below and above T*, respectively, that is, if the electron distribu-

tion deviated only slightly from a single Maxwelllan.

(2) ForT (or 2E/3k) close to T, most current-voltage characteristics will

have both a very small value and small slope over a large range of potentials,

and the floating potential(s) will then be subject to large changes when only small

changes in conditions occur. This explains "sensitivity" effects.

(3) For T slightly less than T*, Jsec + Jscat > Je if 0p < 0, and the floating

potential will generally be slightly positive. For T slightly greater than T,
J se + Jscat < Je and the floating potential will generally be very negative.

Clearly T* is the temperature at which "threshold" effects may be expected.

(4) For a distribution which is (nearly) Maxwellian and has T = VA, small

(or gradual) changes in ambient conditions can cause the sign of 'Tsec + Jscat - Je

to change, resulting in large, sudden changes in floating potential. For a distri-

bution which may not be near-Maxwelllan but which leads to a triple-root charac-

teristic, changes in ambient conditions may cause two of the three roots to

coalesce and disappear, also producing large, sudden potential changes. 3,5,6,7
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3. CALCULATION OF THRESHOLD TEMRATURES; DISCUSSION

iWe have calculated threshold-temperature values (Table 1) for a variety of

spacecraft surface materials. In order to do this we have calculated Jsec + Jscat

Je as a function of T for Maxwellian incident distributions, and searched

numerically for the value T* at which this function changes from positive to

negative as T increases.
For ambient electrons normally incident to a surface, we have used the

secondary and backscattered flux expressions given by Prokopenko and

Laframboise, 2 3 together with data given by Dekker, 2 2 Hachenberg and
Brauer,2 3 ,2 4 Gibbons, 2 5 Willis and Skinner, 2 6 Katz et al, 2 7 Schnuelle et al, 2 8

Leung et al 2 9 and Krainsky et al. 3 0

The increased yields for electrons incident at other angle,- have an important
influence on our results (last three columns of Table D. For both secondary

22. Dekker, A. J. (1958) Secondary electron emission, in Solid State Physics.
F. Seitz and D. Turnbull, Eds., Vol. 6, Academic Press, New York,
p. 251.

23. Hachenberg, 0., and Brauer, W. (1959) Secondary electron emission from
solids, Advan. Electron. Electron Phys. 11:413.

24. Hachenberg, 0., and Brauer, W. (1962) Advan. Electron. Electron Phys.
16:145.

25. Gibbons, D. J. (1966) Secondary electron emission, in Handbook of Vacuum
Phyics, A.H. Beck, Ed., Pergamon, Oxford, p. 301.

26. Willis, R.F., and Skinner, D.K. (1973) Secondary electron emission yield
behaviour of polymers, Solid State Commun. 13:685.

27. Katz, I., Parks, D.E., Mandell, M.J., Harvey, J.M., Brownell, Jr.,
D. H., Wang, S.S., and Rotenberg, M. (1977) A Three Dimensional
Dywmmic Study of Electrostatic Charging in Materials, NASA Contractor
Report No. CR-135256, Lewis Research Center, Cleveland, Ohio.

28. Schnuelle, G.W., Parks, D.E., Katz, I., Mandell, M.J., Steen, P.G.,
Cassidy, J.J., and lubin, A. (1979) Charging analysis of the SCATHA
satellite, in Spacecraft Charinu Technolouv - 1978, NASA Conference
Publication 207 l/Report No. AFGL-TR-79-0082, AD A084626, Air Force
Geophysics Laboratory, Massachusetts, pp. 123-143.

29. Leung, M. S., Tueling, M. B., and Schnauss, E. R. (1981) Effects of sec-

ondary electron emission on charging, in Snacecra t Charging Technology
19-Q, NASA Conference Publication 2182/Report No. AFGL-TR-81-0270,
AD A114426, Air Force Geophysics Laboratory, Massachusetts, pp. 163-
178.

.30. Krainsky, I., Lundin, W., Gordon, W. L., and Hoffman, R.W. (1981) Sec-
ondary electron emission yields, i Snacecraft Charg'ing Tehnoloigy 1980.
NASA Conference Publication 2182/Report No. AFGL-TR-81-0270,
AD Al14426, Air Force Geophysics Laboratory, Massachusetts, pp.
179-197.
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(Dekker, 2 Salehi and Flinn, Krainsky et al, 30) and backscattered (Darlington

and Cosslett,3 2 Krainsky et al 0) electrons, it is found experimentally that the

dependence of yield (average number of emitted electrons per incident electron)
46 (E, 0) on angle of incidence e relative to the surface normal can be usefully

approximated by a relation of the form

In (E,0) = In 6(E, 0) +0(l-cose) (3)

For secondary emission, the coefficient appears to depend primarily on

E/E ma x ' where Emax is the energy at which 6 is largest when 0 = 00. For

backscattered emission, 0 appears to depend most strongly on the atomic number

Z of the surface material, and only weakly on incident energy E. Also, available

information on E dependence is fragmentary, and in any case, secondary emission

predominates over backscattered emission at smaller values of E. For these

reasons, we have ignored the E dependence.

The dependence given by Eq. (3) has the special advantage that for any

isotropic ambient velocity distribution, the integration over angle in the emitted

flux expression can be done analytically. In this case, we have:

Jsec or Jscat =ff 6 vn d3 "

= fff f(E) 6 (E, 0) (v cos 0) (v2 sino dv do d)

= 27r f (E) 6 (E, 0) v3dv 1 ej(E)lcos0) cososinodo , (4)

0 0

where (v, o, 0&) are spherical coordinates in velocity space with polar axis normal

to the surface, f S d6N/d 3 r d 3 'is the velocity distribution of ambient electrons,

E = 1/2mv2 , and vn is the normal component of incident electron velocity.

The integral over 6 yields [exp(P)-/-1]/3 2 , which has the value 1/2 when

= 0. After 3 is specified as a function of E. multiplication of 6 (E, 0) by the

factor r = (2//2)[exp(p3)-fr-1] then corrects 6 (E, 0) to include angle dependence

31. Salehi, M., and Flinn, E.A. (1981) Dependence of secondary-electron
emission from amorphous materials on primary angle of incidence,
J. Appl. Phys. 52(2):994-996.

32. Darlington, E. H., and Cosslett, V. E. (1972) Backscattering of 0. 5 - 10 keV
electrons from solid targets, J. Phys. D: Appl. Phys. 5:1969-1981.
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of the secondary or backscattered yield (see also Whipple, 3 3 Eq. (3. 11)]. To

obtain the resulting dependence of 6 N 
6sec + 6 scat on E, we require that B

and 6 max for normal-incidence secondary yield be specified, together with Z.

Our complete yield algorithm then is:

A InE/Emax ); Y- 0.2755( - 1.658) - t0.27 55( - 1. 6 5 8 )]Z + 0.0228;

13 e~; r u(2/p3 2) ep1 - i
Asec r en; Fsee sec ) [exp(8sec "sec " 1

-0.'Psa " ~ ''56875, (2/p c 2 ) [x _

st " 7.37Z" rseat z s exp(scat) " scat 1 (5)

where the above expressions for i, and 1, have been obtained by fits to the
data f Dekersec .LCat 3

data Of Dekker, 22 Darlington and Cosslett, 01' Salehi and Flinn, 31 and Krainsky

et al. 30 Finally,

6(E)= 7.46 m E E exp (-2_ rsec + [A- Be"C E ] rscat, (6)

ma ma M4axJ B E1r 6

where the factors multiplying rsec and rscat are, respectively, the secondary-

yield curve of Sternglas, 3and an empiric factor given by Prokopenko and

Laframboise 3 (Eq. (9)), in which the coefficients A, B, and C are functions of

Z obtained from the data of Sternglaso3 5 and Palluel. 36 These coefficients are

also displayed in Table 1. J see + sca t is then given by 2 7r times the integral

over v in Eq. (4) with f replaced by the Maxwellian distribution corresponding

to temperature T, or more generally, by Eqs. (10) to (14) of Prokopenko and

Laframboise. 2 3 Je n (kT/2*me)I/2 that is. the usual random flux for a

Maxwellian distribution (where n., is ambient electron density and m e is electron

mass), or more generally, Je is given by Eqs. (1) to (3) of Prokopenko and
Laframboise. 2,3

33. Whipple, Jr., E. C. (1981) Potentials of surfaces in space, Rep. Prog.
Phys. 44:1197-1250.

34. Sternglass, E.J. (1954) Theory of Secondary Electron Emission, Sci. Pap.
1772, Westinghouse Res. Lab., Pittsburgh, Pa.

35. Sternglass, E.J. (1954) Backscattering of kilovolt electrons from solids,
Phys. Rev. 95:345-358.

36. Palluel, P. (1947) Composante rediffusie du rayonnement electronique
secondaire des metaux, C.R. Acad. Sal. 224:1492.
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The resulting threshold temperatures T* (labeled "TC3") appear in the last

column of Table 1. Corresponding values of T* for simplified forms of 6 (E) as

indicated (labeled "TCI" and "TC2") appear in the two adjacent columns. It is

clear from these results that angle dependence of 6 sec and 6 has an important

effect on values of T*. The values labeled "TC1" can also be inferred from

Figure 2 of Besse.

Clearly, those surface materials having the largest values of T* will be the

"most resistant" to high-voltage charging (leaving aside the effects of material

conductivity) because the ambient environment will exceed their threshold tem-

perature the least often. From this viewpoint, and using the data of Table 1,

MgF 2 is the "most resistant" material, followed by activated beryllium-copper,

gold, and NASCAP 'BOOMAT', a spatially-averaged representation of a composite

surface consisting of kapton partly covered with platinum strips, used on the

SCATHA satellite (Schnuelle et al 28). The zero entries for TV in Table 1 are
those for which Jsec + Jscat < J at all values of T.

Our discussion in this paper has been almost completely concerned with

"absolute" or "overall" surface charging, and has been based only on calculations

of local currents to and from surfaces. Calculations of this type are usually

sufficient to determine the floating potential of the most highly (usually negatively)

charged portion of a spacecraft surface, which is usually in a shaded or partly-

shaded region of the spacecraft. However, the most damaging effects of high-

voltage charging are "differential" effects involving large potential differences

between adjacent parts of a spacecraft. These effects are frequently dominated

by the "barrier" effect, a non-local phenomenon that we mentioned briefly in

Section 1.
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23. Plasma Interaction of
.1 Negative Metal/Positive Dielectric Configurations

by

R. C. Chaky
G. T. Inouye

TRW, Inc.
Los Angeles, Calif.

Abstract

Large space structures in polar earth orbit (PEO) will have high power, high
voltage solar arrays and possibly other high voltage equipment or components
that are capable of interacting with the ambient plasma. The negative metal-
positive dielectric configuration has been identified as a possible source of low
voltage are discharges, a corona-like zenering effect on the deter'mination of the
spacecraft potential, and a possible source of EMI noise. This paper is an
interim presentation of studies of this configuration that demonstrate the enhanced
emission of electrons at voltages under a kilovolt, as well as arc discharges and
the noisy character of the electron emission currents. Samples of solar arrays,
thermal blankets and second-surface mirrors have been studied.
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24. Models of the Ionospheric Environment

by

R. W. Schunk
Cemtr for AtmOspheic and Spe Sciences

tah Stae Univesity
Logan, Utah 84322

During the last decade our understanding of the physical processes that con-
: trol ionospheric behavior has greatly'increased. As a consequence, comprehen-

sive, large-scale, quasi-static models of the high-latitude ionosphere have been

developed to describe the aurorathe E-region conductivity and currents, the

F-region,' and the polar wind.' -In addition, 2-D particle-in-a-cell comput-

er codes have been developed to study the microphysics connected with auroral

acceleration processes. These studies involve models of double layers and

anomalous resistivity to explain auroral electron precipitation as well as models

describing the stochastic acceleration of ionospheric ions by both electrostatic

ion cyclotron waves and lower hybrid waves to explain ion beams and conics. .

The large-scale models of the high-latitude F-region are capable of produc-
! I ing time-dependent, 3-D ion density distributions for six ion species (NO+, 0+

21
N14 0+, N +, He+) and electrons. The models take account of numerous high-

latitude processes, including field-aligned diffusion, thermospheric winds,

Because of the large number of references cited above, they will not be listed
here. See References, page 318.
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electrodynamic drifts, polar wind escape, energy dependent chemical reactions,

magnetic storm induced neutral composition changes, thermal conduction,

diffusion-thermal heat flow, local heat sources and sinks, and ion production

due to solar EUV radiation and energetic particle precipitation.
One of the early results to emerge from he use of these large-scale models"V is that high-latitude ionospheric features, such as the "main trough", the "ioniza-

tion hole", the "tongue of ionization", the "aurorally produced ionization peaks",

and the "universal time effects", are a natural consequence of the competition

between the various chemical and transport processes known to be operating in

the high-latitude ionosphere. In addition, the model studies have shown that the

electron density at F-region altitudes displays a significant variation with season,
"11 solar cycle, convection pattern, and universal time.

Several interesting ionospheric features occur in winter for weak convection

(Figure I). A deep ionization hole occurs in the dawn sector poleward of the

auroral oval. The hole is a result of slow antisunward convection in combination

with ordinary ionic recombination. At 300 k-n, the electron density in the hole

can be as low as 5 X 10 2 /cm 3 . 13 However, a short horizontal distance away, in

the auroral oval, the densities can be more than three orders of magnitude larger,
5 X 105/cm 3 . Another interesting ionospheric feature is the main or mid-latitude

electron density trough. This trough, which is situated just equatorward of the

nocturnal auroral oval, is a region of low electron density that has a narrow

latitudinal extent but is extended in longitude. For winter solstice and slow

convection, the electron density in the troug" can be as low as 103 /cm 3 at 300 km.

When the plasma convection pattern changes, the high-latitude F-region can

undergo major changes in a relative short time. For example, for strong con-

vection in winter (Figure 2), the increased antisunward plasma drift sweeps the

daytime high density plasma into the polar cap, producing an extended tongue of

ionization. This tongue of ionization fills in the polar hole, with the electron

density at 300 km increasing from 5 X 10 2/cm 3 to about 1n5/cm 3 . Likewise, for

strong convection the density in the main trough is increased by more than an
order of magnitude. Also, in summer the electron density in the high-latitude
F-region is typically more than an order of magnitude greater tihan in winter

(Figure 3). This results because most of the polar cap is sunlit in summer,

i !while most of it is in darkness in winter.
There are some interesting thermal features in the high-latitude F-region.

Elevated electron temperatures are found in the poltr cusp and nocturnal auroral

13. Brinton, H. C., Grebowsky, J. M., and Brace, L. H. (1978) The high latitude
winter F region at 300 kin; thermal plasma observables from AE-C,
J. Geophys. Res. 83:4767.
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Figure 1. 0+ Density Contours at 300 km for Weak Convection
in Winter. The contours are shown at four universal times in a
magnetic quasi-inertial reference frame. The contour range

-w s chosen to highlight the low density regions. From Sojka et

zone (4000 to 8000K). Also, ion temperature hot spots can appear in the dusk

and/or dawn sectors depending on the plasma convection pattern (Figures 4 and

5). The hot spots are associated with strong plasma convection cells and the

elevated ion temperaturea are a result of an increased ion-neutral frictional

heating rate. In the hot spot, the ion temperature is greatest at low altitudes

(T1 > 4000 K) and decreases with altitude throughout the F-region. This behavior
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16. Sojka, J. J. , Schunk, R. W. , and Raitt0 W. J. (1982) Seasonal variations of
the high latitude F region for strong convection, J. Geophys. Res. 87:187.
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is in sharp contrast with that found outside of the hot spot and at middle and low

latitudes, where the ion temperature increases with altitude in the F-region.

Some theoretical work has been done on modeling magnetic storms. 17 In

particular, these authors studied the response of the high-latitude F-region to an

idealized magnetic storm for winter solstice and solar maximum conditions. The

model storm was assumed to build in intensity over a 1-h time period, persist

at full intensity for about 1. 5 h, and then decay over a 3-h time period. During

the buildup, the auroral oval expands, plasma convection velocities increase,

and particle precipitation is significantly enhanced. The main result that was

obtained from this study was that the ionospheric response time is a strong func-

tion of altitude. The lower F-r6gion responds on a time scale of only minutes to

the storm associated changes in the auroral precipitating electron flux, owing to

the dominance of chenistry production-loss mechanisms over transport proc-

eases. At higher altitudes, in the vicinity of hmF 2 - the chemistry is balanced

by both plailma diffusion along field lines and horizontal plasma convection, which

acts to prolong the effect of the storm for many hours after it has ceased. The

peak density responds only slowly to increased precipitation and may not reach

its maximum enhanced value until over an hour after the storm main precipitation

has passed. However, the F-region peak can be drastically altered on a time

scale of minutes if large vertical transport velocities are associated with the

storm electric field distribution. In the topside ionosphere the density variations

are not correlated with the morphology of the storm auroral precipitation or the

temporal variation of the storm electric field pattern. Time delays of up to 3 or

4 h occur at high altitudes for "peak" densities to be reached after a storm, and

the subsequent recovery is on the order of 5 h. These long delays at altitudes

above 400 km reflect the long time constants associated with plasma diffusion

from low altitudes, where the plasma is created, to high altitudes.

Above the F-region, light ions are capable of flowing up and out of the iono-

sphere along the "open" geomagnetic field lines. Over the last decade various

theoretical models have been developed to describe this light ion outflow, includ-

ing hydrodynamic, hydromagnetic, kinetic, and generalized transport models.

From these model studies the polar wind should have the following characteris-

tics: (1) The H+ flux should vary from 107 to 5 X 108 /(cm 2 sec) and the He+ flux

from 105 to 107 /(cm 2 sec), depending on the geophysical conditions; (2) The ion

temperature should be less than 8000K, that is, less than 1 eV; (3) The H+ tem-

perature should be anisotropic, with the temperature parallel to the magnetic

field greater than the perpendicular temperature for supersonic H+ outflow and

the reverse for subsonic Ht outflow; (4) The H+ velocity distribution should be

17. Schunk, R. W.. and SoJka, J. J. (1982) J. Geophys. Res. (in press).
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asymmetric, with an elongated tail along the magnetic field in the upward direc-
tion; and (5) The electron temperature distribution should be anisotropic if the
14+ outflow is supersonic. In addition, recent numerical simulations indicate

that an expanding polar wind should produce energetic H+ and 04' ions (-- 10 eV),
These energetic ions are produced over the entire polar region, not just on
auroral field lines.
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J. H. Alexander
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Possible charging of larg space structures in polar orbit has been examined

analytically for simple spheri 1 objects. The major questions of the probability

of such events and the magnitu e of charging given a particular vehicle in a

specified auroral flux remain u answered. The POLAR code is being developed

to address the latter question. the physical models being

incorporated in the program and the status of the code development.

The phenomenon of charging may be divided into three processes: (1) the

accumulation of charge on the object resulting from collection of charged particles

from the space environment; (2) the resultant change in overall and differential

potentials on the venicle; and (3) the formation of a sheath and wake due to the

presence of a charged object. f course, some degree of mutual consistency is

required in modeling these pr cesses. For example, the sheath and wake struc-

ture has a substantial effect on charged particle collection. Presently the POLAR
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, ,code contains well-established models for some processes and newly developed

models for others. A few processes are modeled by tentative algorithms pending
development of more adequate techniques.

The charged particle currents of importance are energetic (- 10 keV) elec-

trons precipitating along field lines, and the cool ambient ions attracted by the
vehicle. The energetic electrons provide the impetus for charging; cooler ions
are the counter current which quenches the charging. Since we are initially
interested in seeing if potentials as large as 1000 V can develop on large vehicles,

d the first version of the POLAR code will assume that the directions of motion of

the energetic electrons ire unmodified, but that their energy in the potential field
is conserved. The energy and angular distributions of these electrons are critical
in the charging analysis. An examination of tile response to representative

environments will be made using a material charging code such as MATCHG prior
to any POLAR calculation. If the electron environment in the absence of ions

is not strongly charging there is no possibility of developing high potentials.
The ion currents from the ambient cool low earth orbit plasma will be

determined by tracking trajectories in from the plasma sheath surface. This

technique has proved very successful when applied to non-flowing plasmas, and
the modification to include finite Mach effects is under way. The formulations
presented in "Mechanisms That Limit Potentials on Ionospheric Satellites" (D. E.
Parks and I. Katz, these proceedings) should prove very useful in appropriately

accounting for presheath focusing.
The accumulation of charge and change in potentials due to prescribed

incident ion and electron currents is the area where the models being put in the

POLAR code have the greatest reliability. With the possible exception of the
floating potential with respect to plasma ground, both the physics and the numer-
ics of the charging processes are well understood and tested. The surface inter-
actions are essentially unchanged from those in NASCAP/GEO. New effects such
as V X B and asymmetric ion currents will be included. A major improvement
in the numerical treatment is the simultaneous solution of the space potentials

and normal electric field boundary conditions that will make the approach to
equilibrium far easier to calculate than it is with NASCAP/GEO.

The third major component of the charging calculation is the sheath and wake.

Combined with the feedback on ion currents this is by far the most difficult
problem both theoretically and computationally. In POLAR these problems are

much more difficult, because of flow and magnetic field effects, than calculations

of high voltage collection from non-flowing plasmas. For the first cut we are
neglecting magnetic field effects and are concentrating on electric field and wake

phenomena. Recent calculations have shown that there are simple models that

322

i!! ID .. . . . ..



provide an adequate model of each of these effects separately. The NASCAP/LEO

results have shown the validity of the accelerated plasma model for charge density

* in space charge limited collection. The study by Parks and Katz has shown the

dominance of finite current effects in determining equatorial satellite potentials

and has provided bounds on the current enhancement possible from electric field

focusing. The first POLAR model will not include focusing effects in the ion

density when determining potentials (they will be included in the currents, of

course), however, it is an area where intensive effort is being spent to improve

the formulation. The goal is to incorporate the focusing effect in the space charge

by the use of analytical formulas.
The POLAR code presently consists of three major modules. The first is

for object and mesh definition. The object definition is much along the lines of

NASCAP but more restrictive - there are no plans to include booms. The space

around the object is broken up into discrete cells. Since the important regions

to include are located along the flow direction, the mesh "slices" are staggered

so that most of the cells are used to resolve wake and sheath phenomena. The

concept of the sliced bread staggered mesh has been implemented and tested for

several simple objects. Figure 1 shows the silhouette of an object as it is located

in the computational space. The grid is constructed, and the object transformed,

so that the wake is most nearly parallel to the positive Z-axis. Diagnostic

* graphics are, for the moment, extremely primitive, but do show that the concept

as designed is presently functioning.
The second module calculates the "neutral approximation" for the ion density.

This is done by calculating the shadowing of straight line orbits by the object.

The neutral approximation to the density is particularly simple to calculate for

two reasons. First, the straight line orbits allow trajectories to be "traced"
instantly, and second, the orbits, and thus shadowing factors, are independent

of particle kinetic energy. For every point in space the basic algorithm finds

the perimeter of each object surface in solid angle space and eliminates all orbits

within the perimeter from contributing to the local phase space density. While

using only discrete directions this technique has proven extremely fast and quite

accurafe. The major approximations are the discretization of the angles and the

interpolation in solid angle space of the surface perimeters. Typically the solid

angle space is gridded 36 X 180 and a few extra points are added along each

surface edge to minimize interpolation errors. The algorithm has been tested

by comparing it with analytical results for densities near a surface. Figures 2

to 4 are of diagnostic plots showing the portion of solid angle space shadowed by

a flying brick. This neutral approximation to the ion density is only used for the

charge formulation when solving for the space electric potential.
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Figure 1. Flying Brick in a Staggered Grid

Sheath potential calculations are performed in the third module. TMe poten-

tials are found by solving Poisson's equation

where the approximations are all contained in the determination of the charge
density p. For the flying octagon we used a barometric approximation for the
electron density and the neutral ion density

P -n0 e /kT+ n 1 (neutral)
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POLAR PLOT

Figure 2. Neutral Approximation Phase Space
* Map of a Flying Brick Blocking the Ram Di-

re ction

POULR PLOT

* I

Figure 3. Neutral Approximation Phase
Space Map of a Flying Brick at Right
Angles to the Ram Direction
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POLAR PLOT

Figure 4. Flying Brick in the Anti-ram
Direction

For high voltages this expression will be modified to include acceleration and

focusing contributions to the ion density term. The acceleration contribution

will add an asymptotic (0/0)"1/2 to the ion density while the focusing terms are

expected to be large only for near-orbit-limited regimes and should not dominate

high voltage charging calculations. The average focusing expected can be esti-

mated from the ratio of the sheath area to the satellite area. The local variation

of the focusing is a much more difficult problem but should be amenable to some

of the analytical approaches described by Parks and Katz.
Numerically, the nonlinear Poisson's equation is solved using the finite

element approach previously employed in the NASCAP codes, although all the

computer routines are new since the grid slicing algorithms force the computa-

tions to be performed in a very specific order. A new approach has been gener-

ated to handle surface potentials that will allow for faster convergence and for

slanted thin plates. The writing and testing of the "forward fill - back fill"

routines to handle surface potentials was a substantial task and there now exists

the computational machinery to get surface potential information to geometrically

complex cells. The residual matrices have been constructed for cubes, wedges,

and cubes with a triangle surface. Matrices for cells with other geometries

should be constructed and integrated into POLAR within the next few months.
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The first sequence of calculations performed has been for a Mach 8 octagon

whose potential is -1 kT. The ion density around such an object with an asym-

metric Mach vector is shown in Figure 5. Potentials around the octagon for the

Mach vector perpendicular to the spin axis are shown in Figures 6 and 7. An

interesting physical effect, the deepening of an electrostatic well in the wake as

the ratio of the satellite radius to the Debye length increases, can be seen in

Figures 8, 9, and 10.
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1. SOLAR ARRAY CHARGING

NASCAP/LEO (NASA Charging Analyzer Program/Low Earth Orbit) is a 3-D

computer code that simulates the interaction of space plasma with high-voltage

solar arrays in the thin plasma sheath regime. The code requires information

about the object and the ambient plasma. The geometric description, the material

composition and the voltage distribution versus time of a solar array are the data

required about the object. The plasma properties needed are the composition,

density, and temperature. NASCAP/LEO will then provide the time-dependent

currert to each element of area of the array from the external plasma. The

NASCAP/LEO output is provided in both three-dimensional computer graphics

Presently at Hughes Aircraft Co., Space Communications Group, Los Angeles,

CA 90009
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and in numerical form. NASCAP/LEO is user-oriented and will provide potential

distributions around the object, the currents to each of the conductors, and graph-

ical details of the sheaths and particle trajectories. _ -

NASCAP/LEO, which is still in a preliminary state, is a tool for analyses

of experimental data. We are now trying to compare the code predictions with

data from ground simulation experiments on solar arrays. After verifying the

code prediction capabilities on the ground, we will qualify the code against space-

flight data. The code will be used for extrapolation to solar arrays of various

sizes and different power supplies. The present code treats biased surfaces in

dielectric surroundings, and will eventually include all material properties and

their influence on current-collection capabilities of the solar arrays.
Ground simulation tests of the collection capabilities of a disc, with bias

voltages applied, were carried out. NASCAP/LEO predictions of current collec-

tion were within a factor of 2 of the data, within the uncertainty of the experiment.F NASCAP/LEO has been used to model current collection by a solar-cell

array. To model current collection correctly at less than 100-V bias, the code

must compute the potentials on the glass and the dielectrics. This is not allowed

in the present form of the code. In the "Snapover" regime above 100 V where

the whole panel starts collecting (see previous paper by N.J. Stevens) the pre-

dicted current is a factor of 2 less than the actual data. In the snap-over regime,

more accurate modeling of the dielectric boundaries should improve the agree-

ment.

2. SHUTTLE TILE CHARGING

In a cooperative program with AFGL/PHK, shuttle tile charging is being

measured. The tests use white and black tile samples, about 12 in. square,

made up exactly as they are to be put onto the shuttle. The samples are 0. 5 to

3 in. thick. The material is 3 in. thick on the leading edges of the wings and the

tail, where the heating is greatest, and tapers back to 0. 5 in. at the tail end of

the wings. The experiment has been run with the substrate grounded, using a

monoenergetic electron beam of 1 to 25 kV at current densities of 0. 1 and 1.0

nA/cm2 . Time-integrated photographs show many discharges at the gaps between

the tiles.

Figure 1 shows the charging characteristic of the tiles, which is similar to

glass. There is an offset of about 2000 V. Above 15 000 V there is some leak-

age, which causes a deviation from a straight line in the charging characteristic.

Figure 2 shows the charging rates, which are flux dependent, Although the

tile is substantially charged in 10 sec. it takes about 100 sec to reach equilibrium.
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At higher energies it charges more rapidly, and quickly reaches equilibrium.
The study is continuing, with investigations of thicker samples, and the effects

of atomic oxygen concentration.
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Abstract

)A new approach to computing sheaths of large high-voltage space structures
in dense Low Earth Orbit/Polar Earth Orbit plasmas is described. The method
solves the Poisson equation numerically, using a flexible-finite-element mesh
that allows sheath shapes to be described through an extension of the well-known
Child-Langmuir-Blodgett 1-D sheath model to three dimensions. Space charge
is computed by following trajectories. This approach is potentially more .-... f) ,,
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)efficient for 3-D sheath and wake problems than other approaches presently
available. <._____. _

The code (CLPH3D) is applied to a number of problems, mostly concerning
sheath shapes and ion focusing effects associated with dielectric borders on large
high-voltage rectangular panels (in one case a long circular cylinder) interacting
with a dense plasma, with apd without flows. The plasma is assumed to have tem-perature 0. 4 eV, density 10 /cm 0and flow Mach number 7. The sheath shapes

and ion focus patterns (producing "hot spots" where, for example, solar cells can
be damaged) vary with the body and border geometry, body voltage, and plasma-
flow velocity and direction. The meter-sized bodies are large compared with the
Debye length (200 to 250 Debye lengths), and the voltages are large (200 to 2000 V)
compared with kT/e.

In other applications (without flows), (1) an analytic space charge assumption
of the type used by NASCAP/LEO is tested and found to overestimate sheath sizes,
and (2) a small low-voltage probe introduced into the high-voltage sheath is found
to produce a large disturbance of sheath shape and ion focus pattern.

1. INTRODUCTION

Interest has risen rapidly in recent years in problems of spacecraft interact-

ing with plasmas, particularly at the high voltages associated with high-energy

charging effects, in low earth orbits, or polar orbits passing through the auroral

zone. Computer modeling of the associated effects requires innovative, sophis-

ticeted techniques.

We have formulated a new computer model (CLPH3D) capable of predicting

detailed sheath parameters, generally in 3-D geometries. Some comparisons of

computer solutions with solar-array-simulation experiments in the JSC Chamber

A1 ' 2, 3 have been made, and further comparisons are underway. Such compari-

sons not on]y serve to improve and validate the models, but are expected to sug-

gest appropriate further experiments. The model can then be applied with confi-

dence to (1) direct computations of, and to (2) scaling the experimental results

for, predictions of the behavior of high-voltage structures in the ionosphere.

1. McCoy, J. E., and Konradi, A. (1979) Sheath effects observed on a 10-meter
high-voltage panel in simulated low-earth-orbit plasma, in Spacecraft
Charging Technology - 1978, R. C. Finke and C. P. Pike, Eds., NASA
Conference Publication 2071, AFGL-TR-79-0082, AD A084626, pp. 315-340.

2. McCoy, J. E. (1980) High-voltage space plasma interactions, Proceedings of
the Solar Power Satellite Program Review, DOE/NASA, available from
NTIS, Springfield, VA 22161.

3. McCoy, J. E., Konradi, A., and Garriott, 0. K. (1980) Current leakage fol,
low altitude satellites, in Progress in Astronautics and Aeronautics, Vol.
71 (Space Systems and their Interactions with Earth's Space Environment),
H. B. Garrett and C. P. Pike, Eds., AIAA, pp. 523-553.
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To our knowledge, this model is capable of predicting, more accurately and

economically than other models presently available, the trajectory-controlled

space-charge-sheath electrical interactions of large high-voltage structures with

high-density plasmas (particularly large high-voltage structures in the LEO/PEO

ionosphere environment). We developed this model to fill the need for modeling

high-voltage sheath and wake effects in dense plasmas, where the Debye length

is small compared with the (large) body size. It evolved from a series of computer

models specifically designed to handle space-charge-dominated sheaths and wakes

in LEO, in axially symmetric but relatively simple geometries (see references by

Parker and co-workers). The large and complex NASCAP/LEO code presently

being developed by Katz and his co-workers(see reference), on the other hand, is

based on the NASCAP space-charge-less code, which was designed for geosyn-

chronous earth orbit conditions. NASCAP primarily provides Laplace-equation

potential solutions for complex 3-D geometries, and runs trajectories to calculate

surface currents using the Parker "inside-out" trajectory method. To apply

NASCAP/LEO to dense plasmas where Poisson's equation must be solved,

NASCAP/LEO models the space charge term by an assumed, overly simplified,

function of local potential. This simplification avoids the running of trajectories

that are actually required to evaluate space charge correctly, which is computa-

tionally costly in 3-D. CLPH3D evaluates space charge correctly in 3-D, but has

not yet been applied to complex geometries, as has NASCAP. On the other hand,

NASCAP handles complex 3-D geometries, but in dense plasmas, its offshoot,

NASCAP/LEO, is constrained essentially to assume a formula for space charge.

Hence, the two codes have complementary advantages. It is important to deter-

mine the error incurred in using the NASCAP/LEO approximation for space

charge. Hence, one section of this paper is concerned with a comparison of the

approximate vs rigorous evaluations of space charge.

An important experimental configuration is a dielectric object located within

the sheath of a high-voltage panel. It is shown in this paper that a nonconducting

border on the panel produces a significant disturbance of the sheath structure.

This field structure leads to an ion focusing phenomenon on the surface of the

panel, I. I that is, the impinging ion trajectories are concentrated (focused)

within sharply defined areas. At the sharp edges of these areas, the current

density is high. The size and shape of the focus area varies with panel voltage,

size and shape of the nonconducting ar aa, and plasma flow velocity. Computer

predictions of these effects are discussed throughout much of this paper. Effects

involving changes of sheath structure and modifications of the ion optics are

expected to occur whenever dielectric objects are placed within the sheath. These

effects should be taken into account in engineering design studies, whether the

dielectric "incursion" Is deliberate or inadvertent.
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Another important experimental configuration is a probe in the sheath of the

panel. 1, 3 This is important not only because of the necessity to interpret the

probe current-voltage characteristics in terms of the sheath and plasma param-

eters, but because the probe can by its presence strongly perturb the sheath. The

perturbation will depend on the probe location as well as its voltage. It is shown

in Section 4 that the probe within the sheath disrupts the sheath shape, the field

structure, and the ion focusing pattern caused by the dielectric border. The

probe disturbance effect is similar to that of an additional dielectric object placed

within the sheath. This is an occurrence normally unavoidable in laboratory

experiments (for example, probe supports do this) and is typically neglected in
ground-based experiments (for example, solar array sheath experiments 4 ). This

disturbance effect may also be expected to occur in space; for example, whenever

a piece of trash, cable, or wiring inadvertently enters the sheath, it can produce

a pronounced disturbance. Even astronauts in EVA within say, a multi-kilovolt

sheath can represent a 2-m dielectric object producing a disturbance.
This paper deals with the 3-D generalization of the Child-Langmuir sheath

model, for application to the interactions of large high-voltage space structures

with dense plasmas. A number of examples are presented. In most cases, the

body potential is 500 to 5000 kT/e, where T is the temperature of the plasma, and

the body dimension is about 200 or 250 plasma Debye lengths. Some of the results

given in this paper were previously reported in preliminary form. 5, 6

To justify the approach taken in this paper, we test the Child-Langmuir sheath

model by solving the following bench-mark case rigorously. (The computer pro-

gram used exclusively fir this section, called PARKSS, is used only for problems

with spherical symmetry, and is distinctly differenm from the 2-D and 3-D pro-
grams discussed in the remainder of this paper.

Assume a spacecraft of scale dimension 1 m, in an ionospheric plasma with
a temperature of 0. 1 eV and a density 6 X 10 4 /cm 3 . (The Debye length is 1 cm,

so that the body dimension is 100 Debye lengths.) Assume that 40-keV ions are

emitted by an on-board accelerator and that the return current consists of iono-
spheric 0+ ions. The maximum beam current that can escape is equal to the return

4. Stevens, N.J. (1980) Space environmental interactions with biased spacecraft
surfaces, Progress in Astronautics and Aeronautics, Vol. 71 (Space Systems
and Their Interaction with Earth Space Environment), H. B. Garrett and
C. P. Pike, Eds., AIAA, pp. 455-476. (See also adjacent paper.)

5. Parker, L. W. (1981) Trajectory-Controlled Seace-Charge-Sheath Computer
Models, NASA Contract NAS9-15934, Lee W. Parker, Inc.

6. Cooke, D. L., Parker, L.W., and McCoy, J. E. (1981) Three-dimensional
space charge model for large high-voltage satellites, in Spacecraft Charging
Technology 1980, N.J. Stevens and C. P. Pike, Eds., NASA Conference
Publication 2182, AFGL-TR-81-0270, AD A114426, pp. 957-978.
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current collected when the spacecraft is 40 kV negative. This voltage is 4 X 10

times kT/e of the plasma. Modeling the body by a sphere allows us to obtain

self-consistent numerical sheath solutions by the rigorous methods of Parker 7 ' 8

S. and LaFramboise. 9 For a dimensionless sphere potential of 400, 000 (the largest

value treated to date, for a large sphere radius of 100 Debye lengths), Parker7

calculates a current collection factor of 490 times ambient, or about 20 mA return

current, which is equal to the maximum beam current that can escape. This

return current corresponds to a sheath radius of about 22 sphe,-e radii. The

corresponding ratio of sheath radius to sphere radius predicted by the Child-
10Langmuir model is 20.4, using data of Langmuir and Blodgett as fitted by

Parker. 7 Hence we conclude that the Child-Langmuir sheath model is a reason-

ably good approximatiou under conditions where the body is large and at high

voltage. Thus, a 3-D generalization should provide a reasonably good approxi-

mation in 3-D problems.

Figure 1 shows how the potential varies within the sheath. The attracted-

particle density within the sheath (not shown here but presented in Figure 4 of

Ref. 7), has a value about 0.2 times ambient at the sphere surface, drops off with

increasing radius, and rises again to its normal value in the vicinity of 20 sphere

radii.

It is of interest to compare the results of this strictly spherically symmetric

but rigorous calculation with those of a simpler but more approximate spherically

symmetric modcl, namely, one using linearized space charge, as represented by

Eq. (17) and discussed by Parker. 7,11 (This leads to the "Debye potential" model,

used, to example, by Whipple. 12) With the Debye potential function given by

7. Parker, L.W. (1960) Plasmasheath-photosheath theory for large high-voltage
space structures, in Progress in Astronautics and Aeronautics, Vol. 71
(Space Systems and Their Interaction With the Earth's Space Environment),
H. B. Garrett and C. P. Tike, Eds., AIAA, pp. 477-522. Parker's method
was reviewed by Garrett0

8. Garrett, H.B. (1981) The charging of spacecraft surfaces, Rev. Geophyc.
Space Phys. 19:577.

9. Laframbolse, J. G. (1966) Theory of Spherical and Cylindrical Probes in a
Collisionless Maxwellian Plasma at Rest, Univ. of Toronto Report UTIAS
No. 100, June.

10. Langmuir, I., and Blodgett, K. B. (1924) Currents limited by space charge
between concentric spheres, Phys. Rev. 24:49-59.

11. Parker, L.W. (1972) Computation of Ion Collection by a Large Rocket-Mounted
Mass-Spectrometer Plate at a Large Drawing-In Potential AFCRL-72-0524
AD 750483, Contract F19628-71-C-0200, Mt. Auburn Research Associates,
Inc.

12. Whipple, E. C., Jr., Warnock, J. M., and Winkler, R. H, (1974) Effect of
satellite potential on direct ion density measurements through the plasma-
pause, J. GeophXs. Res. 79:179.
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Figure 1. Large Body at Extremely

High Voltage (40 kV in 6 X 104 /cm 3 ,
a0. 1-eV Plasma). Self-consistent

solution

(00 /r) exp [(1 - r)/XDJ, where o is the dimensionless sphere potential (in units
of sphere radius), and XD is the Debye number (Debye length divided by sphere
radius), one may use the "tTurning- Point" formula ion of Parker 7 to show that the

current enhancement is given by

i/jo = least value of rEo + r1 001 exp ((1 - r)/D)]

= least value of [r2 + 4 X 1 0 5 r exp (100 - lOOr)]

= 1.39 (absorption radius = 1. 16803)

[Here we have assumed monoenergetic attracted ions of thermal energy Eo 1
(energy = kT). ] Hence the current enhancement (1. 39) is negligible compared
with the rigorous value (490). The linearized-space-charge model is therefore
grossly in error for conditions of interest in this paper. Thus, the 2-D and 3-D
extensions of this linear model ((or example, Parker 1 1 in an E-region rocket
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problem, and by Katz et a113 in their NASCAP-LEO model), although frequently

used, are of limited interest and are confined to qualitative calculations.

' NASCAP/LEO, however, uses it as the limit of a more sophisticated analytic

expression. [See Eq. (16)].

The structure of the remainder of this paper is as follows:

Section 2: Description of computer model.

Section 3: Discussion of 3-D problems.

Section 4: Studies of ion focusing and probe within a sheath.

Section 5: Studies of plasma flow effects.

Section 6: Surface current distributions associated with ion focusing.

Section 7: Concluding remarks.

Appendix A: Derivation of shape functions used for the tetrahedral finite
elements.

2. COMPUTER MODEL

The CLPH3D (Child-Langmuir-Parker-Holeman) code is computationally

inexpensive compared to other methods. It is based on assumptions similar to

those of the familiar Child-Langmuir diode models in one-space-dimensional

symmetry 10,14 (planar, cylindrical, or spherical). Our 3 -D generalization

assumes that (a) there is a sharp sheath boundary (surface in 3-D) on which the

potential is zero, that (b) the field is zero at all points on this boundary, and that

(c) the attracted particles are accelerated inward (while creating space charge)

toward the body surface starting with low or negligible energy. In the classical

Child-Langmuir problems with symmetry, the shape of the sheath boundary is

known, and the charge density can be represented by a simple analytical function

of the local potential. As opposed to this, in a 3-D problem, the shape of the

sheath boundary is unknown a priori, and in addition, the space charge density

depends generally on the distribution of potential in space and not simply on the1 local potential. This implies that numerical procedures would be required, to

determine (1) the space-charge density from analysis of particle trajectories,

and (2) the geometry of the sheath boundary itself.

13. Katz, I., Mandell, M.J., Schnuelle, G.W., Parks, D.E., and Steen, P.G.
(1980) Plasma Collection by High-Voltage Spacecraft at Low Earth Orbit,
Paper AIAA-80-0042, ALAA 18th Aerospace Sciences Meeting.

14. Langmuir, I., and Blodgett, K. B. (1923) Currents limited by space charge
between coaxial cylinders, Phys. Rev. 22:347-56.
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The CLPH3D model accomplishes these tasks, using the Outside-In

approach. 15, 16 The geometry of the sheath surface is obtained self-consistently

as part of the solution, subject to the condition that the electric field vanish at

all points on the surface. The sharp-sheath-boundary assumption is of course an
approximation (which appears to be justifiable a priori because the panel voltages

of interest are large compared with kT/e and the body dimensions are large com-

pared with the plasma Debye length, and because reasonably good agreement was

obtained with the rigorous bench-mark calculation discussion in Section 1).

The reason for setting up this type of grid, whose accuracy in 3-D would be

comparable to that of the well-known Child-Langmuir solutions in 1-D, is that of

computational economy, which is difficult to achieve for space charge problems

in 3-D. Since the sheath bour.dary is part of the grid, one is always sure to have

a high density of grid points where they are most important, namely, where the

variations are strongest, even though only relatively few grid points are required.

To obtain comparable accuracy with a fixed grid would require orders-of-magni-

tude more points and computer time. The fundamental grid or mesh skeletal

structure for CLPH3D consists of a "base" representing the body, with lines

radiating from it, much like pins protruding from a pincushion. The sheath sur-

face is defined by the outer nodes (end points) of the lines, like the fabric of an

umbrella stretched over the end points of the ribs. The interior nodes are dis-

tributed proportionally along the lines. The nodes are interconnected by straight

lines, forming grid cells. Since the grid cells consist of deformable finite ele-

ments (tetrahedra here), the base can be deformed into various body shapes with

some degree of arbitrariness.

Previous computer models have been developed by Parker using fixed grids

in axisymmetric r-z geometry, 11,16-25 and fixed grids in 3-D Cartesian geometry

using the PANEL model. 6,26,27 For large high-voltage structures in dense
plasmas, these are rigorous models, but are computationally relatively expensive

to run. The new CLPH3D model may prove sufficiently generalizable (by adding

quasineutral and transition regions) and efficient to eventually replace PANEL as

a generalized rigorous 3-D model. A quasineutral approach for 3-D problems

with flows suitable for adaptation was developed by Parker. 18

Before the tetrahedral finite elements are considered, the method of obtain-

ing the sheath shape is discussed.

Because of the large number of references cited above, they will not be listed here.
See References, page 384.
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2. 22-D (Chid.-Lmmuk Sheth of Conducting P nel
(The VyDmc Pincahios" Mesh)

Figure 2 shows a 2-D cross-sectional view of the sheath of a long conducting
panel, 1. 0 m wide, with 200 V on the panel and plasma parameters no = 106/cm

and kT/e = 0. 4 eV. The panel is represented by the heavy horizontal line. It is
surrounded by the sheath, the volume of which is divided into a mesh of triangu-

larized "boxes" or finite elements. A "finite-element" variational method (de-
scribed below) is used to approximate the Poisson equation by discrete elements. 2 8

The mesh is a flexible "dynamic pincushion mesh" with sliding grid points. Its
structure is formed by lines radiating from the panel surface (and from one or

more points in the same plane) as shown. The points slide along the lines, which

terminate on the sheath boundary. The entire mesh is defined by and contained

within the sheath. The outer bounding surface of the grid represents the sheath
"edge," formed by connecting the ends of the lines with straight-line segments.

The bounding surface can expand or contract, acquiring whatever shape is required,

to fulfill the boundary conditions of zero potential and zero gradient at all points of
the boundary, for the given body shape and body surface potential distribution.

The finite elements, which expand and contract, changing their shapes and density
to accommodate changes in the sheath boundary, are used to achieve the flexibility

required to accommodate an arbitrarily-curved body shape and sheath shape.

1.20 €,\ ..\:" '-.1.20

$' t

1.20 " --- 1.20

1.1 .l -1.11 0.00 1'110 .. O0 -1.011 0.00 .01 ?.11

INITIAL WK FIMLSNAP

Figure 2. Long Bare Conducting Panel Child-Langmuir Sheath
("Dynamic Pinchusion" Grid)

28. Zienkiewicz, 0. C. (1971) The Finite Element Method In Engineering Science,
McGraw -Hill.
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In three dimensions the mesh consists of tetrahedral boxes. The sheath

boundary and body surfaces are flexible triangular areas. Three-dimensional

results will be described later.

Trajectories are launched from many points along the sheath boundary, mov-

ing initially normal to this boundary (no-flow case), and space charge density is

calculted within the elements by summing the contributions of the trajectories

as they pass through the elements. Within any given element, the contribution of

any one trajectory is proportional to (1) the time spent by that trajectory within

the element, and to (2) the current density associated with the launch position of

the trajectory. (Note that the current density can be nonuniform, for example,

due to a flow velocity, and that emission trajectories can also be launched from

the body surface.) This method is indifferent to wheth-r trajectories cross one

another, and in this sense it is superior to the simpler method of "flux tubes." in

which the density contribution is inversely proportional to the flux tube area and

hence becomes infinite when the defining trajectories cross.

The method requires iteration to determine the sheath shape. One begins

with an initial guess and the boundary is moved in successive steps until converg-

ence is achieved. Figure 2 shows both the Initial assumed sheath shape (left-hand

side of figure) and the final converged shape (right-hand side of figure). The

dimensions shown are in units of the panel width. (Here the unit of length is I m.

Later, we will discuss bordered as well as non-bordered panels. In those cases

the unit length will be the panel width including the border, if any.) The final

sheath thickness at the center is about 1.2 m, approximately equal to the value

given by the planar Chfld-Langmuir formula. Note that the converged sheath

shape is more nearly circular than the initial guess. Some ion trajectories are

shown in the upper -half of the converged sheath. No strong focusing effects are

predicted for the bare panel. (A relatively coarse grid has been used; in some

subsequent figures to be shown, finer grids were used.) However, strong focusing

effects will be shown to occur when there is a nonconducting border. These are

important because the power loss would be non-uniform over an array surface,

and there would be "hot spots" (burning out solar cells) where the focusing is
more intense. Also, the hot 3pots would move to different locations as the direc-
tion or velocity of plasma flow changes or as foreign objects (such as probes or

stray "trash" insulation) are introduced into the sheath volume (see p. 366).

If the plasma has an inotropic velocity distribution, one may calculate the

current collected simply from the sheath area depicted in the figure. In the 2-D

view of Figure 2, one may measure the sheath perimeter and the panel length

with a ruler, using any scale. Dividing the (upper) perimeter by the panel length

gives the perimeter in meters (4. 0 m in Figure 2). Multiplying this by the plasma
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ion thermal current density in A/m 2 gives the current collected (per unit length

in the direction perpendicular to the page) in A/rm.

When there is a plasma flow (Maxwellian with drift) characterized by a Mach

vector of magnitude M, and if M 1 and M 2 denote the components of the Mach vec-

tor perpendicular and parallel, respectively, to the sheath surface at a given

-' position on this surface, then one may define factors F 1 and F 2 at this position,

namely:

F 1  exp (M2) + rl/2 Ml(1 + erf Ml)

F2 I 2 2 M 2 (1 +erfM I)

An "average" trajectory launched from this position may be assigned perpendicular

and parallel components of velocity, given by the random thermal velocity multi-

plied, respectively, by F 1 and F2. The current density associated with this tra-

jectory is the random thermal value multiplied by F 1. Thus, the current collected

may be calculated by integrating the weighted sheath area, where the weight factor

is F 1 , before multiplying by the ion random thermal current density. It can be

shown (derivation not included here) that functions F I and F, may be obtained by

integrating analytically over a Maxwellian velocity distribution with drift, where

the drift velocity components are perpendicular and parallel to the surface of

interest. The integration is straightforward.

2.2 Other Shapes

The mesh can deform to accommodate other shapes. For example, the flat

panel of Figure 2 could be deformed to become a long circular cylinder. The

cylinder and its sheath would be defined by a number of straight-line segments.

A corresponding sphere in 3-D would be defined by a surface consisting of

triangles.

2.3 Variational Methcd for Poison Equation (Zienkiewicz 28 )

Consider the Poisson equation:

+4-g (1)
ax ay 8z

with boundpry conditions 0 OD on R D (Dirichlet).
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Let J, Ifff(I/2)(44)2 dx dy dz (volume integral) (2)

Let J2 =fSfgo dx dy dz (volume integral) . (3)

According to the variational method, the functional to be minimized is:

J =J 1 -j 2  
(4)

The variational principle may be written:

6J =6J1 - J 2  , 
(5)

where

6J 1 - 6J 2 -fff(V2.+ g) 60 dx dy dz over the volume (6)

where the 60 variations are arbitrary, so that one recovers the original boundary-
value problem when the coefficients of 60 are set to zero.

2.4 Construction of J Using Tetrahedral Finite Elements

Consider one element, and relative nodes 1, 2, 3, 4. Let L, L2- L3. L4denote the "shape functions" (see Appendix A).

Let = OI1L 1 (X, y, z) + 2 L2 (x, y, z) + 33 L3 (x, y, z) + 04 L 4 (x, y, z),

Now construct J1 and J2 as functions of 01, 02' 03- 04. Then

A4 4

+ (L. 
3IL. )1I + dx dy dz

ii" 
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4 4
1j( 1)1i T(7

.j

Where the (-) symbol denotes a vector or a matrix, and the superscript "T"
denotes the transpose.

For a linear tetrahedron, L = const + ax + by + cz, so that

OL/x= a , BL/8y=b , aL/az=c

Thus,

(K 1) - (aaj + bibj + cicj )/36V, (8)-

where V is the volume of the element.

Next, If g is constant over the element,

4
S2 =  fffLdx dy dz (9)

j=1

.= IT 22 (9)tT

i where

weQ2r gff dy dz gV/4 q/4 (10)

'I
where q is the total charge. If g is defined at the nodes, however,

4 4

-2 = E j NfLLj dx dy dz (11)
i j

OT G (11)

where G is the matrix defined by
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(2/20)V if j
(G)i L. dx dy dz - (12)

fff L(1/20)V if i j

Hence,

4

(Q2 gi(1 + 6i)/20 ; (6.. Kronecker delta) (13)

711

Collecting all terms, the functional to be minimized is linear/quadratic in the &:

T3
K, •- (14)

Hence, setting to zero the derivatives with respect to the components ofQ (namely,

0, ) results in the desired matrix equation (= system of linear equations) represent-

ing the Poisson equation plus boundary conditions:

I 22"(1

With this formulation, the gradient is defined to be zero at all surfaces at which
the potentials are not defined. Thus, symmetry planes are automatically taken

into account. Solution of the linear system [Eqs. (15)] yields the values of the

potentials at the nodes.

3. THREE-DIMENSIONAL PROBLEMS

3.1 Pincushion Grid in Three Dimensions

The fundamental pincushion grid in 3-D consists of an inner "block", sur-

rounded by a family of concentric shells. The inner block is topologically similar

to one of the shells. Lines radiate from it like pins protruding from a pincushion.

The sheath surface is defined by the positions of the outer nodes (at the end-points
of the lines), similar to the way in which an umbrella fabric is stretched over the

end points of its skeletal ribs. The interior nodes are distributed with propor-

tional spacings along the lines. The nodes are interconnected, forming grid cells.

Since the grid cells consist of deformable finite elements (cuboids divided into

tetrahedra), the base can be deformed into various 3-D body shapes defined by

triangles. The 2-D configuration shown in Figure 2 is a special case. The 3-D
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problem uses three planes of symmetry and one octant. This is not an essential

restriction but is governed by computer storage and time considerations, It is

straightforward to remove two of the symmetry planes and to deform the base into

a more "'omplex structure, for example, the Shuttle-Orbiter. On the xoz or y-z

planes, the grid is essentially identical to (one-half of) that shown in Figure 2.

Since the lines are "tracks" along which the nodes slide, the outer-surface

(or sheath) nodes slide in or out to produce the appropriate sheath shape.

3.2 Bare Conducting 3-D Square Panel (36 in. = 0.914 m = 1 Unit)

Figures 3 through 8 show, in three different views, the sheath-shape solutions

obtained for a 36 in. flat square bare conducting panel, biased to 200 V negative
6 3with respect to a plasma with the parameters no = 10 /cm and kT/e = 0.4 eV. The

36 in. size is chosen in accord with sizes used in experiments by Konradli et al.2 9

A rather coarse mesh is used here. The base (panel) is defined by 25 nodes

arranged in a 5 X 5 square array, in the x-y plane. It is centered on the origin,

and extends from -0.5 to +0. 5 unit, in both the x and y directions. (The unit cr

length is the actual panel width, 0. 914 m, or 36 in,). Since we are treating one

quarter of the panel by symmetry, the computational panel extends from the origin

to +0, 5 unit in the x and y directions, with the corner at x = y = 0. 5. For compu-

tational purposes the panel is assigned a small thickness, 0.02 unit (the magnitude

of the small thickness is not important), Although the figures are not all drawn

to the same scale, the relative dimensions may be inferred by referring them to

the panel width.

Solutions were obtained, both with "true" space charge (using trajectories to

calculate space charge rigorously, shown in Figures 3, 5, and 7) and "false"

space charge (using an assumed analytic function, shown in Figures 4, 6, and 8).

Figures 3, 5, and 7 show three different views of the sheath shape and solu-

tion mesh, where the solutions were obtained using the "true" space charge

(trajectory-controlled). In this set of figures (bare panel, as opposed to the

bordered panel treated next) the sheath is roughly an oblate spheroid, with semi-

major axis 1. 03 units, and semi-minor axis (height) 0. 73 units. Figure 7 shows

clearly the 34 nodes on the sheath surface, at the ends of the 34 lines radiating

from the panel surface. The sheath area shown is 1.39 units squared (= 5. 6

times the panel area shown). The total sheath area is 8 times that shown, or

11. 12 units squared. The total current collected is proportional to the sheath

area, since essentially all trajectories launched from the sheath surface are

29, Konradi, A., McIntyre, B., and Potter, A. E. (1983) Experimental studies
of scaling laws for plasma collection at high voltages, J. Spacecraft and
Rockets (in press).
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Figure 3. Bare Conducting Square Figure 4. Bare Conducting Square
Panel (36 in. X36 in., View A). Panel (36 in. X36 in., View A).
True space charge (1 unit 36 in.) False space charge (1 unit 36 in.)

-. I
iz

Figure 5. Bare Conducting Square Figure 6. Bare Conducting Square
Panel (36 in. X 36 in., View B). Panel (36 in. X 36 in., View B).
True space charge (1 unit 36 in.) False space charge (1 unit 36 in.)

I I

Figure 7. Bare Conducting Square Figure 8. Bare Conducting Square
Panel (36 in. x 36 in., View C). Panel (36 in. X36 in., View C).
True space charge (1 unit 36 in.) False space charge (1 unit = 36 in.)
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2collected. Assuming the value 0. 144 mA/m2 for Ion current, given by Konradi

et al29 for their experiment, yields an estimat:-' current of 1.35 mA.
Figures 4, 6. and 8 show a bet of views corresponding, respectively, to

Figures 3, 5, and 7. Here, however, the solutions were obtained using the

"false" space charge given by the analytic assumed formula

(+ 1/2 3/2 2(16)
5 (1 + 211/432 X D, D

for dimensionless space charge density, where 0 is the dimensionless local poten-

tial and X D is the Debye number. This formula reduces to the purely linear form

q in the small 0 limit [Eq. (17)], and to the Child-Langmuir space-charge-

limited-current form (2 ,r1/2 43/2 0 X)- in the large 0 limit. This assumption,

and variations thereof, have been used in the NASCAP/LEO code. 13, 30 The

sheath calculated using this formula has semi-major and semi-minor axes of 1. 8

and 1. 6 units, respectively, and a total sheath area of 37.7 units squared. The

total current collected is estimated to be 4. 5 mA. Hence, the false-space-charge

calculation overestimates the sheath area and current collection by a factor of

about 3, compared with CLPH3D.

We are comparing here two computational approaches to the space charge

problem that do not agree with each other. One is the "true" space charge model

that requires numerically computed trajectories for evaluating space charge. It

is more rigorous than the "false" space charge model. The latter is simpler and

more economical because no trajectories are computed, but is also necessarily

less accurate. Equation (16) on which it is based is a more elaborate assumption

than the still simpler linear model (p. 358), but appears also to be considerably

in error. This error is related to the sheath size alone here. It would be still

worse in modeling flow and focusing problems. However, such a simple model

would be desirable for computational economy in large and extremely complex

codes such as NASCAP/LEO. A possible suggestion is that Eq. (16) or similar

forms presently used by NASCAP/LEO be improved by suitable fudge factors ob-

tained through comparisons with "true" space charge calculations such as CLPH3D.

30. Mandell, M.J., Katz, I., Steen, P.G., and'Schnuelle, G.W. (1980) The effect
; |of solar array voltage patterns on plasma power losses, IEEE Trans. Nucl.

Sci. NS-27.

Note: The true-space-charge sheath is insensitive to the precise value of the
small potential asbigned to the sheath boundary for numerical purposes. In
contrast to this, however, the false-space-charge [Eq. (16)] sheath size is
quite sensitive to the assumed value of sheath boundary potential. For the
false-rpace-charge calculations reported here, the sheath boludary poten-
tial was assigned the value 0. 16 eV (=0. 4 kT/e of the assumed plasma).
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3.3 Bordered Conducting 3-D Square Panel (48 in. = 1.22 m = 1 Unit)

Figures 9 through 14 show the sheath shape solutions for a 48-in. square

* panel, with 6-in. nonconducting borders, biased to 200 V negative with respect

A to the same plasma. The 48-in. size is used in the experiments of McCoy

et al" 2,3 with a bordered panel. (It should be noted that the "bordered" panel

used by McCoy et al Is actually a 36-in. conducting panel surrounded by a 6-in.

nonconducting border, and may nominally be considered a 36-in. panel to be
compared with the 36-in. "bare" panel. However, for the purposes of the com-

puter model it is more convenient to consider it a 48-in. panel. Hence the "unit"

will be 48 in.) In contrast to the bare panel, strong ion focusing occurs because

of the transverse fields near the panel surface, in the vicinity of the border be-

tween the conducting (200 V) and nonconducting (0 V) surfaces. (See, for example,

Figure 17 and subsequent figures for trajectories and more details concerning

this important effect, which is evident in the experiments of McCoy et al.)

The mesh used is similar to that of Figures 3 through 8, except that the nodes

on the panel are shifted slightly to accommodate the jump in potential at the con-

ducting/nonconducting border. The symmetric computational panel again extends

from the origin to x = +0. 5 and y = +0. 5 unit, and has the same small thickness.

Figures 9, 11, and 13 show the sheath shape as computed with true space

charge. The sheath is smaller than in the bare-panel case (its height is only

0.5 unit, vs 0.73 unit in the bare-panel case (see Figures 15 and 16, and is
"pinched in" at the "equator" region near the plane of the panel. This "pinch"

brings its side surface in so strongly that it contacts the panel border at all of its

x-y plane points, as shown in Figure 16. Figure 13 shows clearly how the sheath

- has come in over the border at the corner. The sheath area shown is 0. 59 unit

squared, or 2. 4 times the panel area shown (0. 25 unit squared).

_. .

Figure 9. Square Panel (48 in. X Figire 10. Square Panel (48 in. X
48 in., With 6 in. Nonconducting 48 in., With 6 in. Nonconducting
Border, View A). True space Border, View A). False space
charge (1 unit 48 in.) charge (I unit 48 in.)
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Figure 11. Square Panel (48 in. X Figure 12. Square Panel (48 in. X
48 in., With 6 in. Nonconducting 48 in., With 6 in. Nonconducting
Border, View B). True space Border, View B). False space
charge (1 unit = 48 in.) charge (1 unit = 48 in.)

* z

, I

Figure 13. Square Panel (48 in, X Figure 14. Square Panel (48 in. X
48 in., With 6 in. Nonconducting 48 in., With 6 in. Nonconducting
Border, View C). True space Border, View C). False space
charge (1 unit - 48 in.) charge (1 unit 48 in.)
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Figure 15. Summary of 200-V Square Panel Sheath Contours (x-z Plane).
N = no border (bare panel). W = with 6 In border. -= true space
charge. - ----- = false space charge. (106/cm 3 , 0.4 eV plasma; all
dimensio-'s in units of panel width) (1 unit -- 48 In.)

SFor comparison, Figures 10, 12, and 14 show the results for false space

= charge, corresponding, respectively, to Figures 9, 1, and 13 for true space
' charge. By comparison, the false -space -charge sheath Is larger (see Figures 15

!and 16), with height about 0. 8 unit. Its radius at the equator is also about 0. 8

unit, so that its x-z cross-section is approximately circular. In the x-z and y-z

!, .planes, it remains away from the border. However, as Figur'e 14 shows, the

false-space-charge sheath is pulled in over the corner like the true-pace -charge

sheath (Figure 13). The false -space -charge sheath area shown is 1. 08 units
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Figure 16. Summary of 200 -V Square Panel Sheath Contours (x-y Plane).
N = no border (bare panel). W = with 6 in border. - = true space
charge. - ------ false space charge. (106/cm3. 0.4 eV plasma, all
dimensions in units of panel width) (1 unit = 48 in.)

squared, or 4.3 times the panel area shown (compared with 2.3 using true space

charge). (The "panel area shown" here denotes the conducting area plus the

nonconducting bor ler.) Hence the false-space-charge model would overestimate

the bordered-panel current collection by a factor of about 2, compared with

CLPH-3D.
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3.4 Summis of Sheth Contous for Fqumie 3 Through 8 and 9 Through 14

Figure 15 summarizes the sheath contours discussed above, in the x-z ver-

tical plane. The curves labelled N are for the bare panel ("no border"), and those

labelled W are for the bordered panel ("with border"). The true and false-space-

charge results are denoted by solid and dashed curves, respectively. The false-

space-charge contours tend to be further away from the panel than their true-

space-charge counterparts. The "pinched-in-at-the-waist" behavior of the true-

space-charge sheath is evident for the bordered panel.

Figure 16 summarizes the contours in the x-y planc (plane of the panel). The
"pinching-in" at the corner is evident for both true and false space charge, as is

the tendency for the true-space-charge sheath to stay close to the border at all

of its x-y plane points.

3.5 Focusing of Ion Trajectories on Bordered Square Panel in 3-D

(1 Unit = 48 in.)

Figure 17 and 18 show some ion focusing effects due to the zero-volt border

of the bordered panel. The panel impact points ("footprints") of approximately

2000 trajectories launched from the true-space-charge sheath surface (Figures 9,

, 11, and 13), are shown in Figure 17. The footprint pattern is "horn-shaped,"

with the "horn" extending toward the corner. Such a horn-shaped pattern is con-

sistent with experiments. 1, 2, 3 Away from the corner, the currents are confined

to an approximately square area of half-width 0.33 unit. By contrast, Figure 18a

shows the ion focusing for trajectories launched from the false-space-charge

sheath surface (Figures 10, 12, and 14). Here the pattern is narrower; away

from the corner the currents are confined to an approximately square area of

half-width 0.25 unit. This narrower pattern is associated with the large sheath

area generated by the false space charge.

A similar narrow pattern (0. 16 unit half-width, as shown in Figure 18b) is

generated if the false-space-charge dimensionless density is assumed to be given

by the "linearized space charge" term

0/,X (17)

which is the small-potential limit of Eq. (16). The Poisson equation then becomes

a linear "Helmholtz" equation (appellation first applied by Parker 1 1 with the

realization that the Helmholtz equation is actually a wave equation) where the

Debye number plays the role of imaginary wave number. A parameter "HELM"

is used in this case in place of the actual Debye number (HELM = 0. 5 for Fig-

ure 18b). The relation between HELM and the true Debye number is unknown,
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I Figure 17. Ion Focusing Impact Pattern ("Foot-
prints") on Bordered Square 200-V Panel. True
space charge (1 unit =48 in.)
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Figure 18a. Ion Focusing Impact Pattern ('"Foot-
prints") on Bordered Square 200-V Panel. False
space charge. (1 unit 48 in.)
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Figure 18b. Ion Focusing Impact Pattern ("Footprints")
on Bordered Square 500-V Panel. False linear space
charge (HELM = 0. 5) (1 unit = 48 in.)

although attempts have been made theoretically to establish this relation. 7,11 In
spherical symmetry, the linear "Helmholtz" equation yields the familiar "Debye

potential" function. (Figure 18b was obtained by launching about 500 trajectories

from a plane five units above the panel plane, rather than from a self-consistent

sheath surface.)

Parker 5 also applied Eq. (17) to a long panel (I m X 10 m) In accord with the

McCoy et al experiments, and predicted a thin focusing strip along the panel,

with horns near the end corners. Incidentally, the value used for HELM (0.5)

was chosen because it gave an optimum focusing effect (Ref. 26: HELM results
presented but not included in proceedings).

360



3.6 Akft in S.D

As a conceivable application of the pincushion mesh idea to more complex 3-D
problems, Figure 19 shows a computer model representation of a large aircraft
(C-130) used in electromagnetic scattering studies. This geometric representation

of the surface is achieved by a collection of quadrilateral areas or "patches," and
is used in obtaining solutions of Laplace's equation. Assuming that one wished,

for example, to model the sheath around the Shuttle-Orbiter, a geometric repre-
sentation such as that of Figure 19 could serve as the base of our "dynamic pin-
cushion' mesh, with lines radiating from the nodes on the Shuttle-Orbiter surface,

where the nodes are those defining the corners of the quadrilateral areas. Sub-
sequent tetrahedralization of the mesh converts the surface quadrilaterals into
surface triangles.

Figure 19. Computer Model Constructed of Quadrilateral
Patches. (a) Fuselage front section in 3-D. (b) Fuselage
in 3-D
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4. ION.FOCUSING AND PROBE.WITHIN.SHEATH STUDIES

4.1 Ion Focusing on Long High-Voltage Panels With Nonconducting Borden
(in 2 D) (1 Unit = 48 in.)

borders tend to equilibrate to the potential of the plasma and thus create strong

transverse electric field components near the panel surface in the vicinity of the

border between the conducting and nonconducting surfaces. Figure 20 shows a

series of three solutions (2-D cross-sectional views) obtained for a long panel,

for three different panel voltages, 400, 1200, and 2000 V. Here, the panel width

is 48 in. (or 1.22 m), with 6 in. insulated borders, and with the same plasma

parameters, no = 10 6/cm 3 and kT = 0. 4 eV. Each problem is symmetric, with

trajectories shown in the upper half, and the grid used shown in the lower half.

The sheath clearly grows in size with increasing voltage. At 1200 V, the sheath

thickness at the panel center is about 1.3 units, or about 1.6 m.

1.2 . 1.2

-1.2 -.

-0.50 0.50 -0.50 0.50 1 .50 -0.50 0.50 1.50

400 V 1200 V 2000 V

Figure 20. Long Bordered Panel Sheath Shapes (48 in. Width With 6 in.
Nonconducting Border). Three Voltages: 400, 1200, 2000 V (10 6 /cm 3 ,
0. 4 eV plasma). Upper half = trajectories. Lower half = grid (1 unit -
48 in.)

The "focal voltage" is about 1200 V (center of figure). At this voltage the

focus occurs on the panel. At lower voltages (for example, 400 V at the left-hand

side of figure) the focus appears to be behind the panel ("under-focused") and the
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surface current densities are concentrated within a strip along the center of the

panel. The focusing strip becomes narrower as the voltage increases. At 400 V,

the strip width is about 0.3 m. At 200 V (see below) the width is about 0. 4 m.

The highest surface current densities occur at the edges of the strip. These are

"hot spots" where large localized power losses will occur.

At voltages below 400 V, the sheath shape is somewhat "pinched in" at the

equator (in the plane of the panel). At 1200 V, the sheath is oval, with slightly

larger vertical than horizontal dimension, but nearly circular. At higher voltages

(for example, 2000 V at right-hand side of figure) the focus occurs in front of the

panel ("over-focused"). The sheath is larger than the 1200 V sheath but similar

in shape.

The sheath shape can also be quite circular (not shown). When the panel is at

200 V but narrower (0.5 m or about 20 in.), with proportionally narrower (about

2. 5 in.) borders, and with the same plasma parameters as in Figure 20, the

sheath is a circle of radius 1.0 panel widths (0. 5 m). (See Ref. 5.)

4.2 Long Panel at 1200 V, With Nonconducting Borders (1 Unit = 48 in.)

Consider a long panel at the focusing voltage 1200 V, in a plasma with param-

eters no = 10 6 /cm 3 and kT/e = 0. 4 eV, with panel width 48 in. (1. 22 m) and with

6 in. borders, as before. Figure 21 shows (in 2-D cross-section) a set of tra-

jectories (upper half) and a set of potential contours (lower half). (The slight

differences between this figure and the center part of Figure 20 are due to minor

differences in the mesh and trajectories used. The sheath surface is essentially

unchanged, an oval 2. 6 units vertical length by 2.3 units horizontal width. ) The

potential contours include saddle point contours.

Figure 22* shows the potential contours in greater detail, labelled A through

U. The saddle points are in the panel plane at about 0.2 unit off the edge and have

a value of about 140 V. Two more contours are plotted at ± 0. 4 V from this value.

Another solution (not shown) shows the effect of a narrower insulated border

(3. 6 instead of 6 in. in width). The effect of the narrower border is to allow the

sheath to expand (to new height 1. 4 units vs 1. 3 units above the plane, and to new

half-width 1.3 units vs 1.2 units in the plane of the panel.) The saddle points

become stronger and approach closer to the panel edge.

*Editor's Note: The curves in Figures 22, 23, 24, 25, 30, 31, 39, and 40 were
originally plotted In volts. They are actually in units of kT/e, and any legend on
any of these figures in conflict with the caption should be multiplied by 0. 4, to get
the correct voltage.
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4.3 Probe Within Sheath of 1200-V Panel With Nonconducting Borders
(1 Unit = 48 in.)

Figures 23 through 25 deal with the problem of a probe in the sheath, and

show the interaction between the sheaths of the two bodies. The panel is at

1200 V, with 6 in. borders, and the probe is located at 0. 5 unit above the center

of the panel, at a voltage of 40 V of opposite sign. The plasma parameters are
Lthe same as before. Figure 23 shows trajectories (upper half) and equipotential

contours (lower half). The trajectory plots now show the deflecting effect of the
probe field. The relatively sharp focus pattern (of which Figure 21 is one exam-

ple) is broken up. The sheath has shrunk in area, with a significant perturbation

(indentation) in the central region. The potential contours show a significant

compression of the "original" contours, between the probe and the panel. An

additional saddle point appears, above the probe. Figure 24 depicts the contours
in greater detail. The original "side' saddle point value was about 140 V and the

new value is about 115 V. The additional saddle point, above the probe, has a

value about 26 V.
The interaction illustrated in Figures 23 and 24 could also apply to a piece of

dielectric raterial within the sheath. Figure 25 shows a set of associated field

lines.

FBir| linM r i l., r PawL
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0

C

0.

- I 7

-. 00 -0.50 0.00 0.50 1.00 1.60
X - COORD

t3 x 21 Rm0. m3-ri 1200V MNCL. -100 PRORE

*Figure 23. 40-V Small Probe Within Sheath of
1200-V Bordered Panel. Upper half = trajector-
ies. Lower half equipotential contours (1 unit
48 in.)
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*Fgr 24. 40-V Small Probe Within Sheath of 1200-V Bor-
dered Panel. Detailed equipotential contours, (Cross marks
location of probe. There are two saddle points, on x-axis and
on z-axis. There are two 25. 6-V contours, outer and Inner
(1 unit =48 In.)) (The contours are in units of kT and should
be multiplied by 0. 4 to determine vol'ages. For example. the
probe, marked 100, is at a potential of 40 V)
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*Figure 25. 40-V Small Probe Within Sheath of 1200-V Bordered Panel. Field
lines added. (Cross marks location of probe) (I unit =48 In,)
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5. PLASMA FLOW EFFECTS

5.1 Effects of Plasma Flow on 1200.V Panel With Nonconducting Borders
(I Unit = 48 in.)

Up until now, we have considered only quiescent plasmas. In this section

we consider the effects of a flowing plasma on the sheath shape of the negative
1200-V long panel (48 in. = 1. 22-rn width) with 6 in. nonconducting borders. The

plasma parameters are n0 = 10 6 /cm3, kT/e = 0. 4 eV in the frame of reference

moving with the plasma, where the plasma drift velocity corresponds to a directed

ion energy of 20 eV. Thus the Mach number of the flow is (20/0.4)1/2 = 501/2

7.07. We consider a cross-section of the long panel in a cross-flow, and hence

a 2-D problem. Three types of flows are treated, (1) no flow (Figure 26),
(2) flow at 900, perpendicular to the panel surface (from top toward bottom, in

Figure 27), and (3) flow at 00, parallel to the panel surface (from left to right,

in Figure 28).

Figure 26 shows the sheath shape with no flow, and is similar to Figure 21
except that more trajectories are depicted (upper half of figure). The equipoten-
tial contours in the lower half of the figure are identical to those defined in

Figure 22. From the sheath shape in the figure, one may compute the current

collected, per meter of length in the direction perpendicular to the page, from

the length of the sheath perimeter. If one measures this length with a ruler

(upper half, using any scale), and divides by the length of the panel using the
same scale (panel outlined by a box between x= 0 and x= 1), one obtains about

3. 9 panel lengths, or 4. 8 m, Assuming a thermal ion current density of
0. 144 mA/rn 2 (Ref. 29 value), the total current collected (upper surface) is

4 0.7 mA/m. Of course, this is concentrated at the center by the focusing effect.

We will discuss the current distributions later.

Figure 27 shows the sheath shape when there is a Mach 7. 07 flow of the same

plasma, normal to the surface. The sheath, drawn to the same scale as Figure 26,

has shrunk considerably, to a perimeter (upper half) of 1. 8 panel lengths, or

about 2. 2 m. The current calculation, however, is complicated by the fact that
there is a weight factor that depends on sheath position, because of the anisotropy

of the flow. Thus, the current is higher than 2.2 X0. 144 = 0.32 mA/m. The cur-

rent distribution is now spread over a wider strip, with high concentrations at the
* edges. These occur at positions about x = 0.26 and x = 0.74 on the panel surface.

(Note that the insulating borders run from x = 0 to x = 0. 125 and from x = 0. 875

tox= 1.0.)

F'gure 28 shows the distortion of the sheath shape when the Mach 7.07 flow is

parallel to the surface, from left to right. Here, the sheath is compressed

sc,newhat but mostly shifted to the right. It is pinched-in toward the border, on
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• ,Figure 26. Long Bordered Panel at 1200 V. Noflow (106/cm 3 , 0. 4 eV plasma). (More trajector-
ies than in Figure 21.) (1 unit =48 in.)
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Figure 26. Long Bordered Panel at 1200 V.fMach 7 flow at 90 (normal to panel surface).
I(1 unit = 48 in.)
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Figure 28. Lon; Bordered Panel at 1200 V.Mach 7 now at 0 (parallel to panel surface).

(1 unit = 48 in.

~the left hand side. The sheath, drawn to the same scale as in Figure 26, has a
i perimeter of about 3. 0 units (upper half). or about 3. 8 m. The sheath volume is

~nearly the same as, though slightly smaller than, the no-flow volume. The current

calculation again depends on the position-dependent weight factor. The current
l exceeds 3. 8 X 0. 144 = 0. 55 mA/m. The current Is distributed between the points

i! x = 0. 33 and x = 0. 81 on the panel surface. Some of the trajectories from the rear
i surfaces of the sheath are not directly collected, and may not actually be ulti-

mately collected. Because of their tendency to circulate around the panel, they
i i were not followed very far and their contributions (mostly based on extremely
~small weights) were neglected. However, the wake region -mesh was rather

II

• t coarse. These contributions should be investigated using finer meshes. Figure

F29a summarizes the sheath shapes for the three flow cases for the 1200-V panel.
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Figure 29. Summary of Panel (48-in. Width) Sheath Shapes
(10 /cm , 0. 4 eV Plasma). N= No flow, 900 = 900 Mach
7. 07 flow (normal to panel), 00 00 Mach 7. 07 flow (parallel
to panel). (a) 1200 V, (b) 200V

I 5.2 Effects of Plasma Flow on 200-V Panel With Nonconducting Borders
(1 Unit = 48 in.)

In this section, the same panel and plasma are treated as in Figures 26 through

29, but the panel now is biased to 200 V. The same three types of flows are con-

sidered.

Figure 29(b) summarizes the sheath shapes for the three flow cases for the

200-V panel.

Figure 30 defines the equipotential contours to be shown in the succeeding fig-

ures.
Figure 3 1(a) shows the sheath shape for no flow, quite pinched-in at the sides

near the panel borders. The upper sheath perimeter is 1. 8 units, or 2. 2 m.

Using 0. 144 mA/m 2 for ion thermal current density yields 0.32 mA/m. This
current is distributed on a strip between x = 0.31 and x = 0.69. with concentrations

at these values of x. We will discuss this current distribution later.

Figures 31(b) and 31(c) treat Mach 7.07 plasma flows, normal to (900) and

parallel to (00) the surface, respectively (as in Figures 27 and 28). The upper

sheath perimeters are 1. 18 and 1. 60 units, respectively, or 1. 4 and 2. 0 m. An
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*Figure 30. Long Bordered Panel at 200 V. Detailed equipotentialI- contours. (1 unit = 48 in.)

important feature of these sheaths is that they are attached to the nonconducting

border of the panel. Both sides of the sheath are within the border in the case of

the 900 flow, and the left side is within the border in the case of the 00 flow. All

Sj of the trajectories are collected. A small fraction impacts the border insulation

in both cases. Aside from these impacts, the current is confined to the strip

x = 0. 15 to x = 0.85 in the 90 0 -flow case, with concentrations at these locations.

In the 00-flow case, the confinement is within the strip x = 0. 16 to x = 0. 85, with

concentrations at these locations. At x = 0. 85, however, the current is weak

because of the reduced weight factors associated with these trajectories.
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*Fi r 31.Long Bordered Panel at 200 V (1 Unit =48 in.). (a) No flow.
(10 /cm , 0. 4 eV plasma.) (b) Mach 7 flow at 900 (normal to panel sur-
fac e). (c) Mach 7 flow at 00 (parallel to panel surface)
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6. SURFACE CURRENT DISTRIBUTIONS AND "HOT SPOTS"
ASSOCIATED WITH ION FOCUSING AND PLASMA FLOWS

6.1 200-V Long Panel With Nonconductin Borders
(No-flow, 1 Unit = 48 in.)

In this section the surface current distributions due to ion focusing and flow

effects will be considered in greater detail. First we discuss the 200-V bordered

panel, treated in Section 5. 2, where Figure 3 1(a) shows the trajectories for the

no-flow case. The current is distributed between positions x = 0.31 and x = 0. 69

on the panel surface, with strong concentrations of the trajectories evident at

these two points. (The panel is defined to lie between x = 0 and x = 1.) These

strong concentrations are associated with high current densities. It is of interest

to determine the ion current density distribution (or equivalently, the distribution

of power density impacting on solar cells, for example). The high-concentration

positions are "hot spots."

One way of predicting the current distribution is to divide the panel computa-

tionally into many small sections or "bins," and to count the relative numbers of

trajectories hitting them. Good accuracy requires large numbers of trajectories

and a fine grid to achieve statistically significant values. Using of the order of

1000 trajectories, and bins of width 0.01 on the panel results in a somewhat irreg-

ular histogram, as illustrated in Figure 32. The information obtainable from the

histogram shown is relatively limited. (The solid curves are obtained from

analytic fitting, as described next.)

If one instead plots the x-positions of the points of impact of individual trajec-

tories vs their launch position on the sheath surface (arc length s, in this case),
one obtains the "mapping" function shown in Figure 33. The scalloped structure

is due to the use of the finite mesh structure defining the potential distribution and

sheath boundary. This function is symmetric about the horizontal line at x = 0. 5.

because of the geometric symmetry of the problem. To compute current density

from this function, one may assume jdx = j0 ds, from which we derive the relation,

j/jo = F(s1)/1dxlds II + F(s2 )lIdx/dxl2 , (18)

where j is the local current density on the surface, Jo is the incident (random
thermal) current density at the sheath surface, and F(s) is a weighting function

for cases where the current density is nonuniformly distributed at the sheath

surface. For the no-flow case, F(s) = 1. There are two terms in the equation,

one from each branch of the mapping function.
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Figure 34. Current Density Distribution on
200-V Long Bordered Panel (Dimensionless,
in Units of Random Thermal Current Density).
No flow. Histogram vs analytical fit. Hot
spots at x = 0.31 and 0. 69. (Numbers are
mapping function fit coefficients - see text)
(1 unit = 48 in.)
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Figure 33. Analytic Fit and Trajectory Mapping
Function for 200-V Bordered Panel. No flow.
(Numbers are mapping function fit coefficients -
see text) (1 unit = 48 in.)
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It is obviously computationally unfeasible to use in Eq. (18) the mapping
function shown in Figure 33, because the numerous zeros of dx/ds give rise to

many infinite spikes (numerical artifacts) in the current density. However, even
from the gross behavior of the mapping function it is clear from Figure 33 that

no trajectories reach the panel outside ,f the strip between x = 0.30 and x = 0.70.
If we replace the function in the figure by a smooth function, the smooth function
should have a minimum near x = 0.30 and a maximum near x = 0. 70. The deriva-

tives dx/ds are zero at these positions, giving rise to two infinite spikes ("hot

spots"). (The actual current density is finite due to several effects, including
diffuse sheath boundaries and thermal velocity distributions.) It is convenient,

therefore, to fit the numerical curve with an analytic function, and then derive
the current density using the derivatives of the fitting function.

Figure 33 also shows a fit to the mapping function. The fitting curve is

assumed to have the polynomial form:

A x-x o  + A (s -so)' 2 +A l(s-so 1 +A(s- S)
0 0 1 0

+ A2(s - so)2 -P A3 (s - )3 + A4 (s - 4 + A5 (s - so 5  (19)

The coefficients A0 , A20 A. 1 , and A I of the fit are shown in the first row of
numbers below the graph; and A., 3 A4 and Ai are shown in the econd row.

Here, x0 and s0 denote the coo, dinates of the minmum (or maximuLn) chosen by
the operator. There is such a fit for each branch, ut by symmetry in this case

they are assumed to be identical.

Taking the reciprocals M the derivatives results in the solid curves shown in
Figure 32. There is one ccntribution from each b'anch. Hence, j/jo is given by
the sum of these.

I A simpler fit for this case was given previously by Parker, 5 with xo = 0.316* and so = 0.3125, and keeping only the A2 term, where A 2 = 0. 856. Taking the

reciprocal derivative and multiplying by 2 (for 2 identical branches) gives the
current density function: (implying hot spots at x = 0.316 and x = 0. 684).

J/jo = 1. 081/(x - 0.316)1/2 (20)

It is of interest also to show a corresponding "opticar' mapping function
(Figure 34). This arises purely from the shape of the sheath and Is obtained by
assuming that all trajectories remain straight lines after being launched from the
sheath surface. This results in a much smoother function. One may readily

infer from Figure 34 that "optically" one would predict a narrower focusing strip
where the current is confined between hot spots at x 0. 4 and x 0. 6.
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Figure 34. Optical Mapping Function for 200-V Bordered
,Panel. No flow. (Straight line trajectories from sheath

launch position) (1 unit = 48 in.)

6.2 200 VLO Panel With Nonconducting Border*
00 Flows, 1 Unit = 48 in.)

In the flow problems presented here, the trajectories were launched in direc-

tions normal to the sheath surface. The associated current densities were repre-

sented by weight factors F[Mn(S)!, depending on the normal component of the

Mach flow vector where Mn denotes the product of the Mach number with the

cosine of the an.e between the flow vector and the normal to the sheath at

position 3. That is, F(M) was defined as the "planar approximation" function:

F(M) = exp(-M 2 ) + 1l/ 2 M(0 + erf M)

The sheath and trajectories for the 200-V bordered long panel in a 900 flow

(Mach 7.07 flow nori al to the surface) are depicted in Figure 3lb. The flow

Mach number is 7. 07. For the 900 flow, the current is distributed within the

focusing strip between the hot spots at x = 0. 15 and x = 0. 85. Both sides of the
sheath are within the border in this case. Figure 35 shows the resulting mapping

function. The initial and final portions (steep rises near s = 0. 008 and s = 1. 12

are associated with trajectories impacting the nonconducting border, and wIll not
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Figure 35. Trajectory Mapping Function and Opti-
cal Mapping Function for 200-V Bordered Panel.
Mach 7 flow at 90 (normal to panel surface)
(1 unit = 48 in.)

be discussed here. The remaining portion of the function begins with a minimum

(x = 0.15) near s = 0.20, rises almost linearly with s until about s = 0. 8, and

then has a maximum (x = 0. 85) near s = 1. 00. There will therefore be hot spots

at these x-locations. Note, incidentally, that they are further apart, that is.

closer to the panel edges, than in the no-flow case.

An analytic fit was not made, but is a straightforward process. In view of

the symmetry it would be similar to that of the no-flow case. The central linear

portion of the mapping function Is associated with constant current density, as

might be expected from the flattened appearance of the sheath center section

shown In Figure 31b. Figure 35 also shows the corresponding optical mapping
function. This indicates a slightly narrower focusing strip with "optical" hot

spots near x = 0. 17 and x = 0. 83.

The sheath and trajectories in a 0 0 flow (Mach 7. 07 flow pnrallel to the sur-

face) are depicted in Figure 31c. For the 00 flow, the current is distributed

within the focusing strip between hot spots at x = 0. 16 and x = 0. 85. These are

predictable from the minimum and maximum of the mapping function depicted in

Figure 36 (neglecting the initial sharp-rise portion associated with impacts on

the left border). The fairly linear central portion of the mapping function is

associated with constant current density. According to Figure 31c, the sheath is
approximately wedge-shaped, and the trajectories producing the constant current

density originate on the side of the wedge. An analytic fit was not made but would
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Figure 36. Trajectory Mapping Function and Opti-
cal Mapping Fungtion for 200-V Bordered Panel.
Mach 7 flow at 0 (parallel to panel surface)
(1 unit = 48 in.)

be straightforward. Figure 36 also presents the optical analog of the mapping

function indicating that current would be confined between "optical" hot spots

near x = 0. 22 (minimum) and x = 0. 97 (maximum), that is, a strip of almost the

same width but shifted to the right.

6.3 1200.V Long Panel With Nonconducting Borders
(Three Flow Crees, 1 Unit = 48 in.)

Here we discuss the three flow cases of the 1200-V bordered long panel,

treated in Section 5. 1 and shown in Figures 26 through 28 for the no-flow case,

the 900 flow case (Mach 7.07 flow normal to the surface), and the 00 flow case

(Mach 7. 07 flow parallel to the surface), respectively. (As in the 200-V case,

the panel is defined to lie between x = 0 and x = 1, with one part of the border

lying between x = 0 and x = 0. 125, and the other part lying between x = 0. 875 and

x = . 0).

For the no-flow case (sheath and trajectories in Figure 26) the current is

concentrated essentially at one point, namely, the center of the panel (x = 0. 5).

This case is actually slightly "under-focused," however. Its mapping function

and the analytical fit depicted in Figure 37 show this. There is some resemblance

here to the mapping function of Figure 32 for the under-focused 200-V no-flow

case, namely a minimum followed by a maximum, at x-values close to one

another, Indicating two hot spots in close proximity to one another. (Here we
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ignore the steep initial and final rise portions of the fit In Figure 37 as artifacts.)

Figure 37 also shows the corresponding optical mapping function, which is of

interest because it erroneously indicates an "over-focused" situation. Figure 38

presents the histogram corresponding to impacts collected by bins of width 0. 01.

Also shown Is the current density curve resulting from the analytical fit, indi-

cating the superposition of two hot spots in close proximity to one another. The

two branches should be added to obtain the current.

_________ _______ I ! IIII

L i I ! , ,

I I

%.25 0.35 0.45 0.55 0.65
X - COORO

1.OCS7E-O0 a. -3.1162E-Z - .^523E- 0
7.307',E-0 -1.6588[-01 0. 0.

Figure 38. Current Density Distribution on 1200-V
Long Bordered Panel (Dimensionless, in Units of
Random Thermal Current Density). No flow. His-
togram vs analytical fit. Merged hot spots at x =
0. 51 and 0.49. (Numbers are mapping function fit
coefficients - see text.) (1 unit = 48 in.)

For the 900 flow case (Mach 7. 07 flow normal to the surface; sheath and tra-

jectories shown in Figure 27). the surface current is confined between hot spots

at x = 0. 26 and x = 0. 74. This is corroborated by the associated mapping function

given by Figure 39. The corresponding optical mapping function (not shown) is

similar in shape, and indicates hot spots at almost the same locations. No fit was

made.

For the 00 flow case (Mach 7.07 flow parallel to the surface; sheath and tra-

jectories shown in Figure 28), the surface current is confined between hot spots
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*Figure 30. Trajectory Mapping Function for 1200-V Bor-
dered Panel. Mach 7 flow at 900 (normal to panel surface)
(1 unit = 48 in.)
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*Figudre 40. Trajectory Mapping Function for 1200-V Bor-
dered Panel. Math 7 flow at 0' (parallel to panel surface)
(1 unit =48 in.)
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at x 0.33 and x 0. 81. Figure 40 presents the mapping function. This function

shows the minimum and maximum associated with the two hot spots, but has a

gap between about s = 1. 75 and s = 2. 45. This is followed by a narrow peak with
"spiky" behavior. The gap is associated with trajectories that are truncated as

they cross the horizontal plane of symmetry. They may ultimately be collected,

but they have mostly negligible weights. The peak is associated with trajectories

from the far-wake region, but having negligible weights (see Figure 28). The

corresponding optical mapping function (not shown) has a single minimum (hot spot)

near x =0. 5.

7. CONCLUDING REMARKS

A new approach to computing sheaths of large high-voltage space structures

in dense plasmas is described. This approach extends the Child-Langmuir sheath

model to 3-D sheaths and body shapes. It uses a finite element method for the

3-D Poisson equation based on deformable tetrahedral elements that allow arbi-

trary sheath and body shapes to be described. The computational mesh consists

of lines emanating from the body, suggestive of a pincushio'.. The entire mesh is

contained between the body and the sheath surface. The tetrahedra are formed

from the mesh nodes that slide along the lines whose lengths define nodes on the

sheath surface. During the establishment of the solution by iteration, the sheath

surface adjusts its shape (and the sliding nodes accommodate to this shape, so

that the mesh is "dynamically" self-adjusting). The criterion for the final sheath

shape is that both the potential and its normal gradient vanish at all sheath points.

This is the 3-D extension of the familiar Child-Langmuir criterion. Space charge

within the elements is calculated by following trajectories launched from the

sheath surface, depositing charge as they move through the sheath, according to

the time spent at points along their paths.

The 3-D generalization of the Child-Langmuir sheath method is supported by

a rigorous self-consistent spherically-symmetric solution in which the body radius

is 100 Debye lengths and the dimensionless potential is 400, 000 (the highest value

solved self-consistently to date).

The code is applied to a number of problems, mostly conceraing ion focusing

effects associated with dielectric borders on large high-voltage rectangular panels

interacting with dense plasmas and with plasma flows characteristic of low earth

orbit. The sheath shapes vary with the body and border geometry, body voltage,

and plasma-flow velocity and direction. In all cases the bodies are large coin-

pared with the Debye length (ratios of 200 to 250), and the voltage is large com-

pared to kT/e (dimensionless potentials 500 to 5000). In one casr (long circular

cylinder) the body dimension is 100 Debye lengths.
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Square panels (of size 1 m, at 200 V negative bias) are treated in three

dimensions, both with and without a nonconducting border, in a plasma with

density 10 6cm3 and temperature 0. 4 eV. The sheath is roughly spheroidal
without the border, but with a border it contracts in size and is "pinched-in" in

the plane of the panel, coming in over the nonconducting surface at the corner.

The focusing pattern ("footprints") of trajectories is such that the ion impacts

are confined to a roughly square region with "horns" on the panel surface. An

analytic approximation ("false space charge") of the type used by NASCAP/LEO

is tested and found to significantly overestimate sheath sizes when compared with

the sheaths obtained using rigorous (trajectory-controlled) space charge.

Ion focusing and surface current distributions are studied on long meter-

sized bordered panels, at 200 and 1200 V negative bias, and with and without a

Mach 7 plasma flow. Due to the focusing the current distributions are non-uniform,

with intense "hot spots" where, for example, solar cells can be damaged. The

hot spots move with changes in panel voltage and plasma flow direction. When the

flow direction is perpendicular to the panel the sheath is compressed toward the

panel, making it thinner. Its lateral extent is also diminished. The focusing

strip on the panel surface broadens (the hot spots move further apart). When the

flow is parallel to the panel the sheath is shifted in the direction of the flow; the

sheath is compressed in the upstream and lateral regions, but flares out in the

wake region. Also, the hot spots on the surface shift in the direction of the flow.

When a low-voltage probe is placed within the high-voltage sheath, an unex-

pectedly large disruption of sheath shape and surface current distribution is

found to occur.
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Append ix A
Tetrahedral Shape Functions

Let 1, 2, 3, 4 denote relative node indices for the nodes of a linear tetra--

hedron. Let:

X,, y1 , z1 = coordinates of node 1

X2 1 y2 . z2 = coordinates of node 2

X 3 'y 3 . z3 =coordinates of node 3

X4 y = z coordinates of node 4

Define shape functions L 11L 2 ' L 3 P and L4such that:

L 1 + L 2 + L3+ L4  (A 1)

x =L X, +L LX + L X3 + L X4  (A2)

y = L 1y1 + L2y, I L 3Y3 + L A 4  (A3)

z 1 L1 ~2 +L 3 z 3 +L 4 z (M
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Thus, the properties of the shape functions are such that:

At node 1, = 1, L2 
= L 3 

= L 4 
= 0

At node 2, L2 = 1, L 1 
= L 3 = L4 = 0

At node 3, L3 = 1, L1 = L2 -- L 4 0

At node 4, L4 = 1, L 1 L2 
= L 3 0 . (A5)

Then for any function of x, yo z, such as potential 0 defined by its nodal

values 1' 02# 03. 04 at the respective nodes, an interpolation formula is pro-

vided. Namely, at any point x, y, z within the tetrahedron the value of ) is

given by

= LI1 1 + L20 2 + L30 3 +L 4 04  (A6)

The shape functions are now obtained by solving Eqs. (Al) through (A4) for L 1

L2 # L3 . L4 . Let A denote the matrix of coefficients in these equations. Then

the matrix A may be inverted to give

L 1 = dI + (alx + bly + clz)/6V (A7)

L2 = d2 + (a2 x + b2 y + c2 z)/6V (A8)

L 3 = d3 + (a 3 x + b 3y + c 3 z)/6V (A9)

L4 = d4 + (a4 x + b4 y + c 4 z)/6V , (A 10)

where V denotes the volume of the tetrahedron, and 6 V is the value of the

determinant of t, namely:

1 1 1 1

x 1  x2  X3 x4

6V (All1)
Y 1  Y2  Y3 Y4

z z2 z3 z4
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4 4 4

E xjaj L yjbj E zjcj (A 12)

j=1 j=1 j=i

The values of aj, bj, cj are given by determinants as follows (j = 1, 2, 3, 4):

1 1 1 1 1 1 1 1 1

aj ql q2  q3 ; bj =  PI P2  P 3  ; cj P1 P2  P 3  (A13)

rI r 2  r 3  r1  r 2  r 3  q 1 q2  q3

where

for j 1 forj =2 forj = 3 for --4

(P1 ' P2' P3 ) represents (x2 , x3, x4 ) (x1, x 3, x4 ) (x1 s x2 , x 4 ) (x1, x 2, x3 )

(qls q2 * q3 ) represents (Y2 . Y3 ' Y4 ) (Y1 Y3 - Y4 ) (Y1 Y2 ' Y4 ) (yl' Y2, Y3 ) (A14)

(r 1, r 2, r 3 ) represents (z 2 . z 3, z4 ) (zip z 3, z 4 ) (z 1, z2 # z 4 ) (zl° z2 , z 3 )

Finally, these values of ..j, b., c. are used in the evaluation of the matrix K1

[Eq. (A8)).

/
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Abstract

Exploitation of space for military purposes will increase in the Shuttle era
when large, high-powered space systems will be deployed by military astronauts.
The space environment will be a critical factor in the deployment, operation, and
survivability of theec new systems. A major concern is that a new system might
be fielded in space with a costly environmental failure mode engineered into the
basic design. The technology program described here addresses space environ-
mental interactions on large-dimension high-power satellites to provide technology
solutions that will insure against potential system failure.
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1. INTRODUCTION

The objective of the Space Systems Environmental Interactions Technology

Program is to develop technology to control interactions between large spacecraft

systems and the earth's space environment. This effort will identify, investigate,

and mitigate interactions that limit, degrade, or destroy the effectiveness of

current and planned space systems. This program is the Air Force Advanced

Development portion of a joint NASA - AF Space Technology Investigation.

As new, large, high-power space systems are designed and deployed, space-

craft-environment interactions will be of increasing concern. In the mid-1980s,

DoD Space Shuttle flights will enter regions of the earth's space environment

where naturally occurring electron beams exist. In the late 1980s, a large, high-

power Space Based Radar could begin operational tests in the space plasma

environment. High-power laser or particle beam weapon systems may also be

placed in orbit in the future. The adverse effects of interactions between these

systems and the space environment may disrupt or damage space vehicle sys-

tems, limit the application of in-orbit construction techniques, limit the use of

large space structures, limit the power levels available to space-based systems

from solar cell sources (see Figure 1), and pose hazards to astronauts perform-

ing extra-vehicular activities.

In the past, space systems were deployed without sufficient information for

understanding the interaction of the system with the space environment. The

adverse effects of the earth's environment on space systems have generated

hundreds of operating anomalies in communications and surveillance satellites,

including one catastrophic failure.
The large volume and weight launch capabilities of the Space Shuttle make

possible a new class of spacecraft. These vehicles will be larger and have higher

power requirements than existing space vehicles, introducing an entirely lew set

of design problems and operational constraints. The large dimensions of these

spacecraft will cause environmental interactions previously ignored to have

important impacts on system design and development. Some potentially signifi-

cant interactions are described below:

(1) Spacecraft charging may become a significant problem, especially in the

electron beam environment found in polar earth orbit. The size of the vehicles

and the materials used in their construction will play an important part in defining

the differential potentials seen on-board the craft. Arcing may disrupt vehicle

operations, causing electronic malfunctions and damage to vehicle subsystems.

Chargiaa may develop to the point of causing significant vehicle distortion,

t-ipe,-my when. large, thin surfaces are involved.
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Figure 1. Solar Cells for Space-based Systems

(2) EVA (Extra-Vehicular Activity) operations may be hazardous to astronauts

if they take place in the auroral electron environment near the poles, especially

during an intense auroral event. Spacecraft charging may result in large potential

differences between the astronaut and the shuttle. The resulting arc discharges

could disrupt life-support equipment.

(3) Higher power consumption, with an accompanying increase in solar-cell

voltages, will present further areas of difficulty: arcing between high voltage

points may prove damaging, and the presence of high plasma densi-ties at low

altitudes may act as a conductive path and drain power away from the array.

Thus, the use of high-power, high-voltage, solar arrays may be jeopardized.

(4) Gravity will cause the longest dimension of the vehicle to be nearly aligned

with the earth. If this longest dimension is made of a conducting material, then

the interaction of the vehicle velocity with the earth's magnetic field can cause

torques on the craft, resulting in an instability in vehicle attitude.

393



Considering the immense cost and complexity of future space systems, spacecraft-

environment interactions must be understood, evaluated, and neutralized in the

design phase of system development.

2. AF/NASA PROGRAM

This joint AFSC/NASA research and technology program on spacecraft-

environmental interactions began in FY81. The program was approved on 15 May

1980 by AFSC/DL and NASA/OAST and is outlined in the "Agreement for NASA/
OAST - USAF/AFSC Space Interdependency on Spacecraft Environmental Interac-

tion". The Air Force Geophysics Laboratory, acting as the focal point and prime

coordinator for the Air Force effort, will work with other Air Force Laboratories
(Air Force Wright Aeronautical Laboratories, Rome Air Development Center)

and Space Division/YL to develop programs that will identify spacecraft-environ-

ment interaction problems and develop the technology that will enable designers

to minimize or eliminate adverse effects (see Figure 2). The NASA research

centers will actively participate in this space technology investigation.

ENVIRONMENTAL INTERACTIONS TECHNOLOGY

, TECHNOLOGY PAYOFFS

FY 81-e9

-PHALAR TETSTML-TASEHOLG

\ TCHARGE SYSTEM DEVELSPEOENT * CAD TOOLS
RNC CHAMBER CHARGE SYSTEM

Figure 2. Outline of Spacecraft Environmental Interactions Technology Program
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The Space Systems Environmental Interactions Technology Program will

transfer the products of NASA and AF spacecraft-environment interaction re-

search to the design, development, and operation of DoD-planned large, high-

power space systems. The program will investigate the physical processes that

couple space systems to the earth's space environment, develop Military Standard

design guidelines and test specifications for space systems, and provide techniques

and flight hardware to minimize or eliminate system interactions with the space

environment. The technology developed in this investigation will support proposed

AF-NASA space mission concepts into the 1990s.

3. PROGRAM STRUCTURE

The program is composed of three projects with the following objectives:

3.1 Space Systems Design and Test Standards Project

The project objective is to develop Military Standard engineering design

guidelines and test procedures to mitigate the adverse interactions of large,

high-power space systems with the earth's space environment.

The Military Standard Engineering design guidelines, shown in Figure 2,

will combine the knowledge of spacecraft-environment interactions and proven

mitigation techniques (developed under the other two projects) with the results

of NASA and AF exploratory development programs. The guidelines, engineering
rules of thumb" to be followed in the design of large, high-power, advanced

space systems, will be supplemented with a well documented and validated

library of computer-aided design tools. These computer simulations will be

applied to identify environmental weaknesses in space system designs.

Ground-based and on-orbit testing requirements for bpace systems and their

components will also be developed. This product will assure that design guide-

lines, aimed at mitigating spacecraft-environment ititeractions, are incorporated

and actively employed in the final space system design.

3.2 Interactions Measurement Payload for Shuttle (IMPS) Project

The project objective is to develop a Shuttle payload (shown in Figure 3) of

appropriate engineering expc riments to measure the interactive effects of the low

altitude polar-auroral en-v.ronment on large-structure, high-power space systems

expected for Air Force -perations in the 1990s. The new techr )logy that emerges

from this investigation will prevent failure and alleviate tli degradation of ad-

vanced space systens due to adverse interactions with the earth's space envirn-

ment.
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Figure 3. Shuttle Payload to Measure the Interactive Effects of the Low Altitude
Polar-auroral Environment on Large-structure, High-power Space Systems

Typical effects to be investigated include:
(1) Interaction of the auroral plasma and current sheets on high-voltage solar

arrays, resulting in power leakage or arc breakdown,
(2) Interactions of large currents and polar magnetic fields on large space

structures, causing torques and structural deformations, thereby reducing the
gain or pointing accuracy of large antennas,

(3) Interactions that increase electromagnetic interference, reducing the

effectiveness of space communication and surveillance systems,

(4) Interactions that degrade the properties or performance of materials or
electronic circuitry, resulting in operations errors or subsystem failures, and

(5) Interactions that pose a threat to the astronaut, especially during extra-

vehicular activity (causing malfunctions in the astronaut's Manned Manipulator
Unit during EVA, for example).
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A baseline of engineering experiments, required to investigate the apace

environment interactions that affect Air Force space system operations, will be

defined. A complete Science Team will be organized, composed of Air Force

and NASA representatives, contractor personnel, and industry consultants. This
working group will be chartered to design and develop the complete IMPS payload

within the budgetary constraints. This process will require an extensive exami-

nation of the potential problem _rcas that could be encountered as large, high-

power space systems are deployed. Experiments, capable of measuring the
impact of these interactions on the Space Shuttle, will be designed. Based on
budgetary constraints and a prioritized list of potential engineering experiments,
the final IMPS payload will be determined. Mechani,,al, electrical, and manage-

rial interfaces will be designed for maximum flexibility, reliability and cost

benefit. Arrangements would be made to develop (design, fabricate, and 4est)

the selected engineering experiments. The completed package of expep-Iients
will be combined with AFGL's active, automatic Charge Control System and a
set of environment sensors to form the IMPS payload. The experimental payload

will be flown on a late 80's Shuttle flight under the Air Force's Space Test

Program (STP).

3.3 Chwge Cntrol System Project

The project objective is to develop a Flight Model Discharge System capable

of monitoring and successfully controlling the potentials induced on space vehicles.
This system will be capable of "autonomous" operation. The unit will monitor

vehicle potential, determine when spacecraft charging is present, and operate a

discharge device to eliminate potentials and maintain the vehicle in a neutral

charge state.
The Flight Model Discharge System is designed to be incorporeted into the

household functions of any vehicle that may develop spacecraft chart ig. This

autonomous (except for power) "black-box" system will require -.. cntrol from

the ground. While full ground-command capability will be retalne,. ",.r redundancy,

only a "power on" command will be required to activate the systeia. %' will detect

charging, operate to neutralize that charging, and return to the pass .- mode.

4. PROGRAM SUMMARY

The program consists of combined contractual and in-house efforts %tned at

understanding spacecraft-environment interaction phenomena, perform:ng ground

and space-based research, developing concepts and flight hardware to ntigate
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adverse environmental effects, and combining the results of NASA and AF space-

craft-environment interaction research Into a Military Standard document.

This research and technology program will provide the following products:

(1) Military Standard Design Guidelines and Test Specifications for Space

2 Systems will summarize the technology, specify test criteria, and provide tech-

niques to minimize or eliminate system interactions with the earth's space

environment. Included will be a library of Computer-Aided Engineering tools

for the evaluation of space system concepts and preliminary designs.

(2) The IMPS Shuttle payload of engineering experiments will provide direct,
experimental input to the development of Design Guidelines for Space Systems.

(3) The space-flight qualified Flight Model Discharge System will be capable

of monitoring and successfully controlling the potentials induced on space vehicles.

As a result of this program, techniques, concepts, and flight hardware will

be developed and demonstrated to ensure the reliability and survivability of AF

systems in the presence of the adverse environmental effects encountered in

space.
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: ,1 29. Summary of Experimental Results

by
J. F. Fennell

Spec Solenes Lbomory
The Aerospem Corporation

P.O. Box 9M67
Los Ange Clf. 9OW0y

2 This session on experimental results provided both a review of satellite

charging and laboratory results plus a discussion of new data with emphasis on

the recent shuttle test flights. This panel provided, in essence, the type of basic

input data required for modeling efforts. Most of the results were new to the

modeling community and some of them are not understood even at a rudimentary

level at this ppint. Some results require only changes in data bases of existing

models. The highlights of the presentations are summarized in the following

paragrap.
The s akers emphasized those areas that were either orbit independent or

I specific to 1 w altitude polar orbits. For example, Hardy presented results

from a statis ical study of auroral electron precipitation which showed that current

densities in ex ess of tens of ; A/m 2 with energies in e; cess of 1 keV were

possible in Nea Earth Polar Orbits. Large variations in the currents were

observed'vr\ -k sized regions. The minimum scale size is unknown.
Siuch currents woul readily charge surfaces in the wake region of a satellite.
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Grard and Fennell both made presentations which related material properties

to charging. Grard emphasized the secondary emission effect of both ions and

electrons as a factor that controlled whether a particular surface charged or not

in a given particle environment. Fennell's review showed that the conductivity

of Kapton changed on orbit, Teflon showed a general increase in a "permanent"

level- of charging, and the level of quartz cloth charging was dependent on the

magnitude of the charging current. The possibility that the higher concentration

of oxygen present at Near Earth Polar Orbit might quench the Kapton conductivity

changes was mentioned. It was pointed out that such material effects must be

considered independent of orbit, and will make life difficult for the modeling

community.

Johnstone and Raitt described some observed vehicle charging effects.

Johnstone interpreted the Meteosat data (synchronous orbit) in terms of differen-

tial charging of surfaces with the satellite frame charging very rapidly compared
to other surfaces. The shuttle charging picture, presented by Raitt, showed that
the shuttle and the sensors responded in a very complicated manner to the FPEG

(electron gun) operations. The charging levels and sensor differences depended
upon whether operations occurred in daylight or dark and the orientation of the

vehicle relative to the ram direction. Murphy presented results from the PDP

(Plasma Diagnostic Package) that were equally complicated. The shuttle attitude

control thrusters were seen to change structure charging levels. The shuttle

was also seen to generate waves, probably ion acoustic, by its motion through

the plasma. The electron beam operations also produced plasma waves. The

plasma measurements characterized the electron beam spectrum at a distance

from the shuttle and showed much beam scattering and heating.

The optical observations of the shuttle FPEG beams, described by P. Banks,

showed the problems of making such observations in the shuttle bay, the control

of the beam by the geomagnetic field, and the impact of the electron beam on

shuttle surfaces. They also showed the strong optical brightening caused by

attitude thruster firings.

The shuttle data analysis Is only in the preliminary stages, but one of the

most impressive revelations was the deterioration of organic surfaces that were

exposed to the ram. The coatings on the PDP spherical probes and the Kapton

blankets were damaged. Such effects will be equally important in Near Earth

Polar Orbit and have not been properly considered to date for any proposed

missions.

The many particle beam emissions from rockets and the ability to maintain

relatively low vehicle potential while emitting amperes of electron current were

summarized by Winkler. A beam-plasma interaction that increased the local

400



charge density and enabled the rocket frame to collect high currents was invoked

as the mechanism which kept potentials low. This process has been duplicated in

the laboratory environment but is not yet fully understood.
N Wilkenfeld reviewed the relationship between arc discharge energy and

possible malfunction or damage of electronic circuits. Integrated circuit upset,
for example, can occur if only nanojoules of energy are coupled into the devices.

A summary of the discharge specification presently being considered for the MIL

standard was also reviewed. This area of spacecraft charging related discharges,

their specification, and coupling to vehicle systems is not well understood at this

time. Attempts are being made to perform laboratory testing on a SCATHA-like

object to reproduce the observations made on orbit.

Discussion among the workshop participants highlighted several items that

must be considered when analyzing the Near Earth Polar Orbit vehicle charging

problem. For example, the wake regions of large structures will charge in the

presence of auroral currents. The spatial scales and magnitudes of these cur-

rents need better definition, although it is expected that they are similar in scale
F4 size to optical arcs. In fact, the wake effect is a dominant factor in low altitude

charging. Many standard dielectric materials will be degraded and their electri-

cal properties can change on orbit, thus more investigation in the area of materi-

als effects (including paints) is necessary.

Operations involving particle beams can give rise to differential charging and

noise generation. The physics of beam-plasma discharge is still not well under-

stood. More work is needed in this area if electron beam operations are to be

carried out on large structures. Ion beams must be neutralized since the plasma

cannot always provide the necessary replacement ion currents. The shuttle's

attitude thrusters have a large but undefined effect on differential charging. The

thruster effects should be examined in the available data. The present low earth
orbit shuttle data must be used as a stepping stone to define new experiments for

future flights and changes in the way experiments are done.
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[30. Questions That Need to be Answered
V by

H. A. Cohen
Air Force Geophbyd Laor y

.mnsoom AF, Mm. 01731

- In the proceedings of the 1980 Spacecraft Charging Conference, Park /and-

Katz used space-charge-limited flow theory to show that large vehicles ia lew

polar orbit could charge to high potentials due to auroral energetic elec o.

The implications of high potentials on spacecraft are serious. From :e X.i- e. A a-

ence with studying the charging and discharging of spacecraft 1AZpprepared .

series of questions about large potentials on spacecraft in low polar orbit. -

* (1) Will large space vehicles in low polar orbits charge to high potentials

due to the natural environment?

(a) To extend the previously formulated theory of probes in a stationary

plasma to the case of a moving object, Parks and Katz determined an "equivalent"

isotropic temperature for the streaming ions by setting the current entering a

sheath in the isotropic case equal to the directed flow. Using this equivalent

temperature they obtained an equivalent Debye length for the streaming ions by

using the traditional formulation for Debye length, and the numerical density of

the streaming ions. How valid are these assumptions?

(b) How does the presence of neutrals and metestable species influence

both the charging and discharging of surfaces?
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(c) Is there experimental evidence with the appropriate range of nondi-

mensional variables that show such high potentials can be obtained?
(d) Is there experimental evidence with large objects in vacuum chambers

that show high potentials can be obtained?
(2) What would be the consequences of large potential differences between

the ambient plasma and surfaces on a large space structure?
There has been little or no evidence of discharging to the ambient from highly

charged spacecraft.

(a) Would the charging and discharging of conducting and dielectric sur-
faces by processes from the ambient plasma cause problems on spacecraft?
Examples of such problems are electromagnetic pulses that would affect electronic

components both on the outside and inside of spacecraft, degradation of surfaces
due to energetic ion sputtering, blow off during arc discharge, or large ion-flux
contamination.

(b) What would be the time scale for charging and discharging a large

structure?
(3) What would be the time scale for large differential charging?

The theory that has been mentioned was for absolute charging. We are
pretty sure that the troubles that occur on charged vehicles are due to differential

charging of surfaces with respect to spacecraft ground. We know that capacitive

coupling between dielectrics and spacecraft frame ground surfaces prevents large

differential charging in short time scales. Would the large space structure stay

in a charging environment for a time period required for differential charging?

(4) What is the nature of the arcing from large dielectric surfaces?

(a) There is good laboratory evidence that some properties of pulses due
to arcing from dielectrics to grounded conducting surfaces are monotouic with

the area of the dielectric. Such properties include pulse width, amplitude, and

energy. If these properties can be scaled to large space structure dimensions

the results would be awesome. Is such scaling valid for large surfaces?

(b) Is it necessary or sufficient to break up large dielectric surfaces to

reduce the effects of arcing?
(5) How should the resources available to study this problem be expended?

If large potentials on large space structures in orbit are plausible, let alone

probable, something must be done. How should we divide our encouragement and

support of
(a) further analytical studies,
(b) simple one- or two-dimensional modeling,

(c) three-dimensional modeling with simple structures,

(d) three-dimensional modeling nf actual space vehicle geometries,
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(e) laboratory experiments with small models but for the proper range of
non-d'nensional variables,

(f) large vacuum chamber tests of large surfaces,
(g) sounding rocket tests with large surfaces, and
(h) shuttle tests and measurements?
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31. Requirements for Validating System Models
by

M. &. Guimnhoven
Boson College

Ceut Hill, MsL 02167

.S"As computer models become larger and more complex we have to do some

hard thinking abouthow they can be validated, and then how they can become a

permanent part of our collective scientific thinking. Until recently, the only

form of quantitative expression was in explicit manipulation of mathematical

functions. This form of expression probably reached its pinnacle in the 1950s

41 in quantum field theory. It was also accompanied by great activity on the part

of philosophers (initiating the new discipline, philosophy of science), who were

concerned with validation of theory. In any case, we have had many years in

which to grow accustomed to presentation of scientific theory analytcally, and 4 a tA
to become comfortable with its epistemological conundrums. So whe.t-wmd-- 1 mm "

S - -ltk-to-d here is make an analogy between the devlopment and presentation of

analytic scientific theory and that of computer models in order to suggest that

there are additional requirements to be made on computer models to test their
validity. --

4, There are many types of computer codes and models. I lhit my considera-

tions to those which attempt to advance physical theory through system modeling;

that is, those in which the code developer acts as theorist, and uses the
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computer's numerical flexibility and speed to deal with larger systems and more

complex interactions than he could without the computer. He applies established

physical principles to a large, but finite number of units that comprise the whole

system. He exercises considerable choice, in deciding where to inject causal

links, when to make simplifying assumptions, and how to assess the importance

of components of the interactions at key points in the model. The purpose of his

effort is to so understand a physical situation that he can predict a final state

from a given initial state. Assessment of the degree of accuracy of the predic-

tion constitutes an assessment of the validity of the computer model (theory).

Not all system models fall into this category. At one extreme are algorithms.

To my mind algorithms are ways of dealing with complicated sets of calculations,

or large data sets, or both. The physics is done outside the algorithm, and is

validated without appealing to the results of the algorithm. The algorithm only

allows the physics, or the application of the statistics, or the survey of the data

to be done more accurately and more quickly than can be done by hand. An

algorithm test is essentially a test that the computer code, and it may be a very
I intricate one, runs correctly.

At the other end of the spectrum are codes that are really experiments in

=] Isolving systems of complex mathematical equations. Often they begin as a

genuine effort to model a physical system, but the internal intricacies of finding

solutions eventually overwhelm. These codes are typically beset with problems

of convergence, of multiple branches of solutions, and of iterations requiring

extensive computer time. They are important for their potential use, but in

their present state are hard to repeat, let alone validate. These types of codes

are not meant to form an exhaustive list, but are described to help define the

kind of computer effort that is the subject of validation; that is, computer models

whose proper place is the domain of theoretical physics.

Before examining the differences between analytically-developed and com-

puter-code developed theory let me make two points. First, I suggest that the

standards we use for validating computer models be the same as those we use

for validating analytic theory. In brief, we require of new theories that they

account for the results predicted by existing theories and that, in addition, they

predict new results. The extent to which these requirements are satisfied leads

to real epistemological problems that we feel most urgently in the midst of major

scientific breakthroughs, or revolutions (Thomas Kuhn's word). But even in

normal times the scientific community sets rigorous standards for judging

theory. We must neither increase nor decrease these standards when we assess

computer models. It is hard to resist both tendencies. On the one hand the

territory of large computer codes is new, and can be uncomfortably strange,
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like the presence of a good magician. On the other hand. great expense is often
:1 required for code development and when this is the case, everyone, from the

developer to the funding agency, is loath to show no real result. It is a great

irony that the common ground of approval for those who condemn too quickly

and those who forgive too easily is computer graphics. This aid to 3-D imagina-
tion obscures the proper theoretical use of the computer.

Second, it is imperative that theoretical constructs that are inputs or outputs

of the model have uniquely defined equivalents in the body of measurement used

to validate the model. It is not necessary that the measurements be already

made, or even that they be state of the art. But to validate models both the

theorist and the experimenter must cooperate in achieving a true intersection

between the set of quantities that are measured and the set of theoretical con-

cepts. A persistent problem with ionospheric and magnetospheric models is the

near-uniform use, by theorists, of the concept temperature to describe plasma

populations, instead of, say, average energy over a given energy range. It is

\well known that for these populations the notion of temperature is a poor one,

but more important for our purposes, there is no unique way to make a tempera-

ture assignment from actual particle measurements. The lack of uniqueness is

then used to justify data handling that obtains the best results. These question-

able methods are used both in analytic and computer theoretical models. How-

ever, there is real opportunity in computer modeling to improve the theoretical-

experimental match-up precisely because the modeling does not depend on use of

tractable analytical functions, such as Maxwellian distribution functions.
A brief examination of how analytic theory is presented in a journal such as

Physical Review shows the kind of problem we are confronted with when we

attempt to place parallel validation requirements on computer models. Figure 1

is a schematic diagram of how both kinds of theoretical presentations are made.

The first three steps are the same for both: the problem is stated, the physical'7 principles to be used are listed, and the adaptation to the particular system

modeled described. For the latter step there will be parametric values a, b, c...

that are needed to describe the specific system; and initial conditions, x i , Yi.

zi... that define the state of the system of interest.

The differences begin with what is the heart of the presentation: the develop-
ment, or solving of the equations. Finding the solution is generally accompanied

by the need for additional adaptation to the specific system. In an analytical

presentation the development of the equations and the additional assumptions are

explicitly given. True, there may be many steps "left to the reader" that are

not as "easily shown" as is stated. Nevertheless, we can see the logic, and

have full purview of the approximations and assumptions. The corresponding
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STATEMENT OF PROBLEM

PHYSICAL PRINCIPLES

ADAPTATION TO SPECIFIC SYSTEM

INPUT PARAMETERS o,b,c""
INITIAL CONDITIONS xl,Yl,Zr"'

EQUATION DEVELOPMENT

AN

CONT;NUED ADAPTATION

o(a,b,C.xyz..) NUMERICAL
: OUTPUT'"

Figure 1. Schematic Diagram of the
Presentation of Theoretical Results
Analytically (Left-hand Side) and
Numerically (Right-hand Side)

development when done with a computer constitutes the code. For most of us

the code is a black box, and I hrave cross-hatched this part of the presentation

in Figure 1 to suggest this. Thus, the first requirement we can make of com-

puter model developers is that they devise methods for making their codes

transparent.

The second major difference is in the form of the solution. The analytical

theorist gives his solutions in functional form that depend on the system param-

eters and the initial conditions: P (a, b, c .... , xi, yo zi...). The answer is

more general than the specific application used in the presentation. If at a future

time, differing initial conditions or different systems can be realized and meas-

ured, they also pertain to and contribute to the validation of the theoretical model.

The developer's computer model is far more temporally encapsulated. His

solution, or output, is numerical. It is only the developer/programmer who is

able to generalize the model results. The computer model cannot (unless by

exceptional documentation, advertisement, and luck) lie fallow for some future

researcher to apply in new and revealing ways. Thus, the second requirement

for preparing a computer model for validation is that it be exercised over the

entire physical range of each of the variables. For large codes this can be an
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extremely difficult requirement, but I see no way around it. Clcse cooperation

with experimenters who understand what mutual restrictions exist among meas-

ured variables can reduce the magnitude of the effort.
An examination of a simple analytic presentation shows how accessible and

manipulative it is and illustrates the need for placing the two additional require-

ments on numerical models. Since we are concerned here with spacecraft charg-

ing let us look at a theory for eclipse charging presented by Garrett and Rubin. 1
They start with a two-species plasma, electrons and protons, each of which is

described by a Maxwellian distribution having densities and temperatures 1e1

Te; ni, Ti. respectively. They require current balance to the satellite from the

incident ambient currents JeO' Ji 0 , and the backscattered and secondary currents.
Energy is conserved for the plasma distributions as they fall through the satellite-

to-plasma potential difference, 4 sc" For negative potentials the expression they

obtain for 4 sc is:

kTe Je (1 --a-c)
O sc q "O "-s n qo sc]

(l+b)Jo1 - ckTi

where

n / 2 rkTe *\ 1/ 2
w eo T2 e

and k, q, and m are the Boltzmann constant, the electronic charge, and the mass

of the particle, respectively. The values a, b, and c are proportionality con-

stants between the backscattered (c) and secondary (a,b) electron currents and
the ambient electron (a, c) and ion (b) currents. The constants are assumed to

be independent of the temperatures of the ambient electron and ion populations.
The first thing one notices is that the expression for Osc is a nonlinear one:

Osc appears on both sides of the equation. Presumably, one could develop an

iterative scheme to solve for 0sc Instead the authors take the approximation
qO/sc /kTi << 1, thereby linearizing the equation. These are the conditions under
which they choose to "exercise" their solution. If we feel the approximation is

not physically realistic, or we wish to apply the theory in the presence of a large

cold-ion population, the analyticity of the solution gives us the freedom to

1. Garrett, H. B., and Rubin, A.G. (1978) Spacecraft charging at geosynchronous
orbit-generalized solution for eclipse passage, Geophys, Res. Lett. 5:865.
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determine its validity under other circumstances. For a numerical solution with

similar nonlinearity, an iterative scheme would, no doubt, have been used. To
exercise his solution the code developer has two strikes against him. First,

there may be no way of his knowing that the relationship between 4sc and Ti can

Al thelp order the whole regime of solutions. Second, if he does make application
only to relatively hot ion populations and small spacecraft potential he still must

satisfy our legitimate curiosity about his results for the whole range of the ratio

q /kTi•sc i
The Garrett-Rubin solution now has the form:

kT . eo (1 -a -c)
Osc q -±In [ to0 (1+b)J

* The assumption about the ion temperature has reduced the number of independent

variables from four to two: the electron temperature and the ratio of the ambient

electron current to the ambient ion current. Thus, for a given spacecraft, for

which a value of the ratio (I -a- c)/(l+b) can be assigned, validation of the

Garrett-Rubin theory has been reduced to a simple matter. For a given ratio of

J e/Ji0 the satellite potential should vary linearly witt. kTe , having a zero inter-

cept. Garrett and Rubin assume for the ATS satellites that (1 -a- c)/(l+b) =

1/10; and find that for the cases for which they find charging J eo/Ji 25. Thus,

se =- k T e e/ q  0

In this manner the validation procedure has been collapsed from a very complicat-

ed one involving four independent variables, to focus on simply one.

What can the numerical modeler do that similarly reduces the scope of

exercising his model and at the same time maintains the confidence of the scien-

tific community that the exercise has full physical merit? Appeal to the results

of simpler analytic models can clearly be made in some instances. But also

enlistment of the help of the experimental community must be sought. For

instance, to know the ranges of the number fluxes of ions and electrons, one as

a function of the other, is clearly a legitimate request by spacecraft charging

theorists. Figure 2 shows this dependence for 100 days of data at near geosyn-

chronous orbit which has recently been compiled in the SCATHA Atlas. 2 Lines

have been drawn showing various values of the ratio of the electron-to-ion flux

(equal to the current ratio for isotropic distributions). Almost all cases have

2. Mullen, E.G. , and Gussenhoven, M.S. (1983) SCATHA Environmental Atlas
AFGL-TR-83-0002.
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Figure 2. Scatter Plot of the Electron Number Flux as a Func-
tion of Ion Number Flux at Near-geosynchronous Orbit. Straight
lines are for values of the ratio of the electron to the ion flux
equal to 40, 20, 10, and 1 (ken from Mullen and Gussenhoven2 )

ratios between 1 and 40. For Garrett and Rubin, negative charging is not pre-

dicted for ratios less than 10 (for more than half the cases) and 20 (or 25) is a

good middle value between 10 and 40.

Finally, we look briefly at how good the Garrett-Rubin prediction was:
qse - kTe . Figure 3 shows the prediction (straight line) and the electron tem-
perature as a function of ATS spacecraft potential. The agreement, at first

glance, is quite good. Howver, inspection of the potentials for temperatures

of 3 keV or less shows a systematic trend away from linear behavior. In fact,

the potential goes to zero for kTe - 1. 5 to 2 keV. The Garrett-Rubin theory

predicts that this should not be the case. The proportionality to kTe is direct,

regardless of the ratio of the currents. Because the theory is developed analyt-

ically we can go back and examine the assumptions made in developing the theory
to try to repair this aspect of the solution. We see that the solution was reached
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Figure 3. Ambient Electron Temperature Plotted
as a Futicton of the Satellite Potential at Geosyn-
chronous Altitude (Talcen From Garrett and
Rubinl)

under the assumption that 1 - a - c 0 0, and, in fact, that it is greater than 1. We

know that this is not always a good assumption. The dependence of a and c on

the temperature of the incoming electrons must be taken into account, and for

typical satellite materials, 1 - a - c v 0 at precisely that temperature for which

the Garrett-Rubin theory fails. At this temperature, called by Laframboise et

al in these proceedings the threshold temperature, the outgoing backscattered

and secondary electron currents exactly balance the incoming ambient electron

currenf. It is only because the analytic theory is transparent in its assumptions

that the source of the disagreement with measurement can be identified and pos-

sibly reworked. If the internal outputs and predictions of numerical models are

not displayed or otherwise made subject to check by measurement, that is. if the

internal workings of the model are not made transparent, computer models will

have little chance of surviving comparison with wide ranges of measured values,

and will not be able to be extended and refined as a result of such comparisons.

They will have little chance of validation.

To summarize, we are looking for ways in which large computer models of

physical systems can be established as legitimate theoretical efforts. Reference

to the amount of exposition required of an analytical theory for its validation is

useful. In preparation for validation a code or model must be exercised: the
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range of output for the entire multiple ranges of inputs displayed. In the valida-

tion process the code must be made transparent: access to measurable or test-

able internal outputs made available.

Acknowledgments

This work was supported by the Air Force Geophysics Laboratory under

Contracts F19628-82-K-0011 and F19628-81-K-0032. I would like to thank
E.G. Mullen, H.A. Cohen, and D.A. Hardy for stimulating discussions on this

topic.

'I

U. S. GOVERNHENT PRINTING OPFICe: |t1--R 00-000- 42

415

-J-


