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X ABSTRACT

EE Values of four parameterization constants ror tne bulk,
+ second-order closure turbulence model of Garwooa (1976) are
determined using ocean data from the Nortn Paciric experi-
ment (NORPAX) Trans-Pacific ship Of opportunicy program
(TRANSPAC) ana atmospheric forcing rrom the Fleet WNumerical
Oceanography Center (FNOC) moaeud. Tne annuali Cycie Or sea
surface temperature is simulated <ror eacn Of tne years
1976-1978. The difference between the simulated ana tne an-
alyzed monthly change of sea surface temperature is mini-
mized to determine the optimal values of the moaei con-
stants. he model is relatively insensitive tO changes 1n
the constands for this set of data. However simuiations us-
b ing the valyes determined in this stuay yielia results wnich
i are quite different from those obtainea using vaiues rLcr tane
nstants determined from earlier studies witn dirrer-
initialization ana forcing aata.

A > Three statistical techniques are usea to determine tne
Ny sensitivity of the model to changes of the model constants.
Two techniques, bootstrapping ana poolea permutation proce-
% dure, yield similar conclusions. The thira, a stanaara stu-
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Y dent's t-test, proved to be overly sensitive.. This leaas to
:3 the conclusion that Gaussian statistics are flot appropriate
' to studies, such as this one, Eor i e degrees of rree-
3 dom ~well definea.
ﬁ SThe formulation for the absorption of solar raaliacion
‘J with depth, in the Garwood moadel, is a simplification or a
% two exponent addel. It aadequately reproauces the character-
é. istics of more comp absorption moaels. Optimization Or
ﬁf the constants of ’‘the {bsorption model improves the simula-
é tions of the summer mix layer ana the annual cycle or ctne
) mixea layer.
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1. INTRODUCTION

This paper aadresses three 1interreliatea topics wnicn
are fundamental to simuilating the cthermodynamics OL CTle up-
per ocean on aiurnai to seasonal cime scales. Tue rirstc
topic is the determination the mouel constants LCr the s5ec-
onc—-order closure bulk moael Orf turbulent oceanicC oouuualry
layers developed by Garwood (1976, 1977). Tne constalts are
determined for forcing aerivea from the Fleet Wumerical Oce-
anographic Center (FNOC) atmospneric primitive eguation iwou-
el and ocean therma.i struccture inrormation obtalned LIOW tue
Nortn Pacific Experiment (NORPAX) Trans-Paciiic ship or op-
portunicy XBT (TRANSPAC) analysis. Seconuly, taree statls-
tical tests are used t0o examine the variations i1n uoael
skill as a function of the parameterization c¢onstants anu
the solar radiation absorption moaqel. Finally, tne modedl
for the absorption of solar radiation in the upper ocean,
which is used in the Garwood mogel, is examined ana comgarea
with several other mocels,

Turbulence closure 1is necessitatea oy the process or
Reynold's averaging which generates correlations (moments)
of the fluctuating variaoles, resulting in more unknowns
than equations. The problem can not pe resolveu at a runaa-
mental level with additional equations since each new eyua-
tion for a correlation introduces aaaitional aigner oraer
moments. The system of equations must be closea by speciry-
ing the highest order of the terms to be retained ana param-
eterizing these correlations in terms OrL ilower oruer moments
and mean values. One may tnen characterize the various tur-
bulence models according to the orager at wnlcn thls closure
is mace and the particular parameterizations usea. Tne Gar-
wood (1976,1977) model aiscussed in the paper employs a sec-
ond-order closure scheme. Thus, the seconu-oruer moments
(triple correlations) are parameterizea in terms Of rirst-
order moments (autocorrelations anu cross correlacions) ana
zero-order moments (mean values).

The parameterization of the nignest orcer momencs yen-
erates constants of proportionality between the highest or-




der moments and functions of tne lower oraer moments. These
constants must be determined experimentally berore tne moues
can be used to simulate accurately the rluid fiows or inter-~
est. The goal in turbulence modeling is to rformuliace tone
parameterizations such that they are "“universal® or applica-
ble to a wide range of geophysical flows. Unfortunacely, no
parameterization can be completely universal. Parameteriza-
tions derived for bounacary layer rflows, for exampie, can noc
be expected to work well for free mixing layers, jets or
wakes, since the physics and the bounagary condciltions are
quite different. Further, for a given parameterization, tne
optimal values of the constants may also be expectea to air-
fer for different oceanic and atmospheric regimes since ali
possible phnysical processes are not includea in the moael.
In addition, the space or time resolution or the aata usea
may not be adequate. The constants for this moael nave pre-
viously been estimated form laboratory data (Garwood, 1976)
and ocean weather ship observations at Ocean Station Papa
(sd, 14§h) (Garwood and Adamec, 1982). Although these ear-
lier values were not optimal determinations, they will oe
compared with the reults obtained here using FNOC anu
TRANSPAC data.

The absorption of solar radiation in the upper ocean
significantly influences the diurnal cycle of the mixea
layer, the summer minimum mixea layer depth ana associatea
temperature maximum and the spring transition. The physics
of the absorption of solar radiation is well known; nowever,
the distribution of yellow matter and particulate matter,
which significantly affects the process, is not. Furthner,
an elaborate bandwidth dependent model of solar raaiacion
absorption is very computationally expensive. Thus 1ic is
necessary to develop an accurate put simplifiea parameteri-
zation of the absorption process. The formulation used ia
this model will be comparea with other methoas, incluaing an
empirical model (Zaneveld and Spinrad, 1980) which best rep-
resents the limited data sets that are availap.e.
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The choice ana application of statistics whicn are ap-
propriate to this type of stuay is a non-triviai aspect or
the work. Three relatively simple statistics nave oeen cho-
sen: one Gaussian statistic ana two non-Gaussian Statlstilcs
which are capable of generating their own propabililty uls-
tribution functions (pdf's). It is hopea that tnils liatter
approach will reduce the problems causea by using sample
populations which do not necessarily have Gaussian pdi's and
whose members are not indepenaent.

The Garwood moael is reviewed in section 2. Tne ocean
thermal structure, surface torcing and the aetalls oI the
numerical simulations for this study are discussea 1in sec-
tion 3. The results of the numerical experiimencts are aa-
dressed in section 4 and a summary is proviaed in section 5.

2. DESCRIPTION OF MODEL
Since the moael has been describea in aetail oy Garwood
(1976 and 1977), we will only oriefly review the eguacions
to indicate the model constants which -iwust pe aetermined.
Garwood integrated the equations of amotion ana the
buoyancy equation through the mixea layer to yiela

U> — — .
h;z—— - £ h<V> = =uw(0) + uw(-h) , (2.1)
a(V ‘, —
h§—3 + £ h<U> = -vw'(0) + ww(-h) , (2.2)

t
3<B> - s Ky 2 -fo

= - b '— - me—— - — zl - N o

h;;— bw(0) + bw(-h) .?-Cr h[Qs oy ?Qsa ]uz (2.3)

The vertical mean value of any variable, X, 1s uerined as

1l
<X> = -(x(z)dz ’
h-k

where h is the mixed layer depth ana z is zero at the sea
surface and positive upward., The bounuary conuitions at z =
0 and z = =-h are

T, — h
-l-.l,;’-(O) = & ’ uw(-h) = "_/\- AU 2‘; v
- 3 -
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Fe) = &, Wi-h) = =_A\_ AV —,
P‘ ut

o) = X%, BI(E-R)S T-a) = = AL Qb — .
?.C' ?’ ac

Tx and Ta are the x and Yy components Of the surface stress.
Q, is the net surface heat flux (total heat fiux, Qys less
solar radiation, Qg). S is the surface salinity anua (E-P)
is the evaporation less precipitation rate. _/\_, tne Heav-
iside step function, is aefinea as

dh an
N_ =0 for — <0 and _/\_=1for—t-__>o.
(¢}

at
The changes in mean velocity components and ouoyancy tnroughn

the entrainment zone are
AU = U(-h) - U(-h - &) ,

Av

AB = B(-h) - B(-h - S) .
Au, AV and AAB are the changes in the mean properties
across the entrainment zone and dh/at is the rate of mixea

V(-h) ~ V(-h - &) ,

layer deepening.
The turbulence equations integratea througn the mixed

layer are
A 2, 2 V)Ald - - —
dihcud + v® | meud + [(LXU) + AV J-B -m <e;i(<e> - 3<whk>)
at 2 3w 2 at a
(2.4)
- .EL[}E51 + E-‘*-'fn]<""> '
m,
d (h<wh h bw(0 “rog;
at 2 2 at P Cy AN 2 2
(2.5)

B/ - — m [ ! m —
+ ma<e§&(<e> - 3<wad>) - %L[;efi + -ﬁfn]<e> .
ml

Integrating the total turbulent kinetic energy (TKE) thnrough
the entrainment zone provides the final equation neeaea to
close the system’of equations,
dh  2my(whYAle>
L1 (2.6)

-ny B —
it h/\B + 2<e>
<e> is the vertically averagea TKE
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- <UA> + <VA> + <wah>
<e> = .
2 2 2

The left hand side of (2.4) 1is the local rate orf cnahge or
the vertically averaged horizontal TKE in the mixea Layer.,

The time scale <for the terms on the left nanc siae oL
(2.3) and (2.4) is approximately 100 seconds for the oceanic
pPlanetary boundary layer under normal circumstances (ae
Szoeke and Rhines, 1976). Since we are interestea in montn-
ly and longer time scales in this stuay, tnese terms wil. pe
neglected. The first term on the rignt hanu siae or /7.3)
is a parameterization of the surface winua stress acrti on
the shear of the mean current, <the proauction due to L K=
ing surface waves ana the transport of horizontal TKE. Ugy
is the ocean friction velocity, given by ui = i"-l'.l/ .1
used as a scale for the rms velocity fluctuations. The sec-
ond term on the right hand side of (2.3) is the momentum
flux associated with the entrainment of nonturbuient fluia
at the base of the mixed layer. The momentum flux due to
internal waves is neglected. The third term is a paramecer-
ization of the pressure rate-of-strain terms which act to
reduce the anisotropy of the cturbulent flow (Rotta,l1951;
Lumley and Khajeh-Nouri,1974). The last term is a parame-
terization of the dissipation rate. The aissipation ratce
can be estimated from the rate at which the large scale ea-
dies supply energy to the smaller scales. As aiscussed in
Tennekes aep Lumley (19721: the dissipation rate is

ee (e . 2,

Ly xj xs T'_

where T& is the dissipation time scale. There are two ctime
scales for the oceanic mixed layer: the time scaie imposed
by planetary rotation, T“"'l/f ana the rtime scale rormea
from the turbulent velocity and the length scale of the
large scale turbulent flow, TT" h/q.. The tirst scale 1is
the characteristic time scale of vortex stretching aue to

the planetary rotation. The secona is the tiime requirea tor
a typical large scale eady to overturn. A reature or Gar-
wood's model is that both of these time scales are incorgo-




L e S diliirte o et s Jhan dalie Mt M gy bone Bai ety “Ruas-s T " w5
ARMERS AR PR i ARSI AN AU NS S N A A AL Al ad S et el Aol s e a e g et e 2o

rated into the parameterization of the aissipation <tiwe
scale by specifying that TS is scalea with the smalier ot T&
or Te. To incorporate both time scales the aissipation time
scale is defined as

T‘!'=T:+T:y'.

In (2.5), the <first two terms on the rignt nana siae
are the surface and entrainment buoyancy fluxes. Tne thira
term is the absorption of solar raaiation with aegth. Tne
remaining terms are identical to those in (2.4). {2.1)
through (2.6) <form a complete set oL equations LOr the ae-
pendent variables <U>, <V>, <B>, <E§_:-;i>, <wd> ana n.

The depth-depenaent absorption of soiar raaiation .s
particularly important in shallow, summer mixed layers. In
these cases the amount of solar raaiation apsorpea 1n the
mixed layer significantly arfects the mixed layer tempera-
ture, while the absorption below the mixea layer arrects the
entrainment rate and, therefore, the mixea layer aeptn. Tne
flux of solar radiation in the ocean €an b- written as

Q;z) = Qs“)g ekw»h dA
where M is the wavelength ana W()) is the optical water type
(Jerlov, 1976). Various parameterizations (see Table 1)
have been proposed for the apsorption of solar radiation.

TABLE 1
Parameterizations of solar radiation in the ocean

Parameterizations Source
Qf2) = quYt Denman, 1973
QéZ) = QgNr NE L€ ra) Paulson and Simpson, 1977
Qfz) = QUE %2 Konao, 1979
Qfz) = '%(l - a tan'(ox)) Zanevela ana Spinraa, 1980
Qlz) = Q,h)(l-r) lzl <1 Garwooa, 1976
= Qure'® lzl > 1 g

t9is the solar raaqiation at the sea surface, tne 8'5 are cthe |
ﬁtlnctlon coefficients and the r's are conbéants (0 <r <1l). ,

The first three of these parameterizations assume tnat a
significant fraction of the solar radiation absorption can
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be modeled by using one, two or many wavelength banus, re-
spectively. The fourth parameterization was obtained euplr-
ically using an extensive data set of absorptance anu trans-
mittance measurements (Spinrad et. al., 1979). Tne con-
stants in the fourth formula in Table 1 aepend on tne water
type. For this study the appropriate water type is Type II
(Zaneveld, personal communication), and the constants are 4
= 0,067 m/s, a = 0.4158, and b = 3.9865 m/s. Simpson anc
Dickey (198l1) comparea the first four parameterizations in
Table 1 and founa that using a single exponentiai mouel 1S
acceptable only at very high winu speeas (U,, > 20 w/s).
They also founa that the empirical rformulation of Zaneveia
and Spinrad (1980) and the double exponential moael or Simp-
son and Paulson (1977) produce nearly identical temperature
profiles, and that the complexity of the spectral aecomposi=-
tion form is not necessary in mixea layer modeling.

The fifth parameterization, used in the Garwooa model,
is a double exponential model for which one of the extinc-
tion depths approaches zero. A fixed fraction (l-r) of Q
is absorbed in the first meter and the remaining f£lux is ab-
sorbed expuaentially for |z| > 1lm. Values of r ana O must
be specified. This parameterization will be comparea with
Zaneveld's empirical formulation,

In (2.4) to (2.6), m, through me are che constants
which must be determined from laboratory and geophysical
data. Of these only four are inaepenaent, and only three (m
and py = mg/m, )

are critical to moaeling the annual cycle oI the upper

ocean mixed layer. In this study, we use heat ana momentum
fluxes derived from the FNOC atmospheric fielas ana cthe
TRANSPAC ocean data over a rangye of latitudes ana longituaes
to estimate the optimal values for m,, Py = mg/m, , £ and .

W

3. DESCRIPTION OF NUMERICAL EXPERIMENTS
Choosing an annual time perioa for this stuay reqguires
that the moael be able to simulate four significant pnenone-
na each of which requires different responses from the moa-
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el, The fall deepening is p¢ “ticularly sensitive to lig (ey.
2.4), the parameterization of surface wina mixing. The win-
ter minimum mixed layer temperature is sensitive to QS (eys.
2.4,2.5), the dissipation parameterization. The sgring
transition depends on the interaction of m ana tne surrace
heat fluxes. Finally, the sumnmer maximum mixea layer temp-
erature depends on r and ¥ in the parameterization oOr solar
raaiation absorption,

A grid covering a large area of the Nortn Paciric rroi
34°N to 46°N in 4° increments ana irom 170%# o 140°w in 1¢°
increments was chosen for this sctuay. This area 1s liarge
enough to encompass various oceanic tnermal structure ana
atmospheric forcing regimes but aoes not inciuade areas wnicnh
are strongly influenced by eastern or western bounuary cur-
rents where horizontal processes (e.g. aavection ana aiver-
gence) are likely to be important. The north-south extent
of the grid incorporates only the area whicn has consistent
data coverage throughout the entire year. Regions to the
north (south) of these latitudes have fewer data points aur-
ing the winter (summer) due to the latitudinal shirt of snip
tracks with the seasons.

The specific quantity chosen to compare the model re-
sults wicth the data is the monthly change in sea surrace
temperature (SST) averaged over an annual time perioa ana
over the grid. The monthly change in SST is more dirficult
to simulate than the SST since the large scale nortn-souti
SST gradient in the north Pacific contains more orf tne vari-~
ance than that associated with the month-to-montn cnange 1n
the SST rfield. Jiee ywallllcy T ve Winimlized cah oe wricten

M N
1 1l
Eg— P N T - 3.1
] Z N Z[AH AT“) (3-1)

where M is the number of grid points, N is the numoer of
months used in the average, ana ATy anu AT are tne montnly
changes in the simulatea and analyzea SST respectively.
This quantity was choosen rather thnan an rms airference
since it allows the study of some additional stacisitical
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The ocean thermal structure fields wnich are used 1in
the initialization of the model ana in the computacion OL
the model error were obtained from the NORPAX TRANSPAC anai-
ysis (White ang Bernstein, 1979). Tne optimal interpgoiation
analysis uses the temperature opservations auring a monta to
estimate the temperatures at each gria poinc. Horizontal
analyses are prepared, independently, at 0, 20, 40, 60, &0,
160, 120, 150, 200, 250, 300, and 400 mecters. These rlieids
are interpolatea to 5m depth intervals using a comoination
of linear ana exponential interpolation (Eisperry, et. ai.,
1982). The model is initialized on January 1l5th anu inte-
grated through December 15th for 1976, 1977 ana 1978. The
model generated monthly SST used in (3.1) 1is a rive aay av-
erage centered on the 15th of each month.

The surface boundary conditions requirea for the Gar-
wood moael are the total heat rlux (Qr)' the solar radiacion
(Qs) and the wind speed (W). These variables are aerived
from fields generated by the FNOC atmospheric preaiction ana
analysis system. Instantaneous vajiues of QT ana Qs are ar-
chivea at 12-h intervals and W at 6-h intervals on a 63 x 63
polar stereographic grid of the northern hemisphere. Bili-
near interpolation is used to map thnese fielas onto a 3% La-
titude by 10° longitude grid chosen for this stuay. The
values are interpolated to 1l-n intervals (Gallacner, 1979)
and Q, 1is corrected to remove a systematic long term bias
(Elsberry et. al., 1982).

The procedure used to find the pest fit of tne noael
simulations to the analyzea fields was to first set r = (.5
and & = 0.1 m' and minimize (3.1) in (mg, pg) sSpace IO
each year. Next, r was held constant ana &, Mg, &NU Py were
varied to achieve the best fit to the 1977 annual cyclie.
This value of 3’was comparea to the optimal X’founq inuepen-
dently by comparison with Zanevela's empirical tormulia. In
the comparison with Zaneveld's formulia botn r anu X are var-

ied.
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4. DISCUSSION OF RESULTS

As a preliminary test, the 1977 annual cycle was useu
to determine the distribution of the model error in (?3' §)
space. A broad but physically reasonable range or g &na Py
was tested using widely spaced values of Mgy Eﬁ' Tnese siu-
ulations indicate a 1local minimum of E in the neiynoornooa
of Ry = 2.0, Py = 4.0. The minima for all tnree years were -
located by testing the region centerea on Py = 4.0, g = 2.0
(Figs. la, b and c¢). For each year the minimum 11es on tne
line Pg= 4.0, Dbut the value of My varies vetween 1.5 ror
1978 ana 4.6 for 1976.

4.1 SIATISTICS OF VARIATIONS IN IHE MODEL CONSTANTS

The student's t-test is used to determine whetner tne
variations in E are statistically significanct. The null ny-
pothesis, Hg, is E(l) - E(2) = 0 where 1 ana 2 represent
any two values of the spatial and temporal average moael -
analysis differences defined by (3.1). The nypothesis is
accepted if

<t K

t t
o/ 2,m+n=-2 o/2,m+n-2

where t is the student variate, olis the significance .ieveil
and m and n are the number of points in the samples (m = 16,
n =10 ; MxN = 160, for these studies). The stuaent variatce
is defined as

E(1) - E(2)

- sp (1/m + 1/n)

’

where sp, the pooled variance, 1s
(m~1) s1 + (n-1) s2
sp = .
(m+n=-2)

sl and s2 are the variances of E(l) ana E(2) respectively.
For the values in 1976 (Fig. 1la), the stuuent's t-test
indicates that all non-adjacent points are signiricantly
different at the 90% confidence 1level (which will be usea
for all cases). Furthermore, the oniy aajacent palrs of (g
’ p,) points which do not differ significancly are (3.0, 4.0
and 3.5, 4.0), (3.2, 5.0 and 3.5, 4.0) anu (3.2, 5.0 anu
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3.2, 4.0). In the 1977 simulations, the resuits are aucla
less sensitive to variations of the paramecers. Tne poinc g
= 1.5 was significantly aifferent from the points g = 2.2
and My = 2.4 with Pg = 4.0. None of the other points were
significantly aifferent for 1977. In 1978, wich By = 4.0,
the point mgy = 1.8 aiffers significantly from Ly = 1.5, 1.6,
and 3.0 and mny = 2.6 1is significantly aifferenc rfrom Ly =
1.4 and my = 1.5. If the constants are set at Py = 4.0, uy
= 2.2, the moael-analysis aifferences are signiricant, at
the 90% level, among the three years. Furtnermore, tne min-
imum in the parameter space for each year is significancliy
different from the minimum in each of the other two years.

The student's t-test assumes that the samples are arawn
randomly from a normal population. Thus the aata points are
assumed to be independent of each other. This assumption
can be tested by pooling the /\T's from two sets or moael
simulations. A probability distribution function (pur) can
be generated by randomly drawing samples from tne new popu-
lation. This pdf can then be usea to determine tne signifi-
cance levels. Using this method does not require that the
samples have a Gaussian pdf or that the points be 1naepen-
dent. An example of this procedure, the pool ana permuta=
tion procedure (PPP) is descCribed by Preisenadorfer ana tioob-
ley (1982). First, the two data sets are pooled into one
set where the first m elements are the first sample of [kT s
and the following n elements are the secona sample, The
next step is to permute the m + n data points to construct a
new pooled data set. The first m elements become a new
first sample ana the following n elements pecome the secona
sample. The test variable t may then pbe calculatea ror
these two new data sets. These steps are now repeatea for a
total of 100 random experiments yielding 100 values of t.
The t are then ordered in increasing value with t(l) Dopeing
the smallest ana t(100) the largest. Then the values of
t(5) ana t(95) now yield the 90% significance levels airecct-~
ly, which eliminates the assumptions requirea to use the
student's t-test.
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A similar method callea 'bootstrapping' can be usec to
generate the pdf (Preisendorfer, personal communicacion).
In bootstrapping, the selections are maae randomly L.iOWw tne
entire data set, whereas only the permutations of tne pooled
population are usea in the PPP, Therefore, since repeti-
tions of the data points may enter into the poolea set using
bootstrapping, slightly broader reference aistrioutions may
be generated. Thus, the null nypothesis woula tena to o€
accepted more often using bootstrapping than using tne PPP.

The critical points for accepting the nuli nygotnesls
may be quite different from the student's t-test Ir tne
original data sets do not have approximately Gaussian pars.
If this is the case, fewer runs will be statisticaliy air-
ferent using the bootstrapping methoa and PPP. Results are
tabulated in Tables 2, 3 and 4 for cases 1n whicn the stu-
dent's t-test rejected the null hypothesis at tne 90% conrii-
dence level. Variations 1in My and 93 within a given year
(Table 2) do not leaa to any significant differences except
using the PPP between mg = 2.0 and My = 3.5 for 33 = 4.0 in
1976.

TABLE 2
Comparison of PPP and Bootstrapping

PPP Boocscra¥§ing
Year (mgrpPg) (m,,p’) T t(S) t(95) £(5) c©(95)
1976 3.5,4.0 2.0,4.0 -11.49 -11.05 &6.66* -12.58 9.72
1976 3.2,4.0 3.2,5.0 - 3.09 ~-11.96 10.01 -16.27 10.69
1976 3.2,4.0 2.2,4.0 - 8.11 -12.31 8.02 -12.15 5.62
1977 105'400 2.4'400 1.86 - 6-91 8.97 - 8.3§ 7-9_3
1978 1.5,4.0 3.0,4.0 - 5.78 - 9,46 7.73 - 7.65 7.73

Student variate and 90% confidence limits as ueterminea oy tne .
bootstrapplng methoa and by PPP rfor the cases ror wnlcn the stuguent's
e

t-test rejectfed the null nypothesis at the 90% level withlin each

particular year. The entry markea with an asterisKk was the only
case for which either test determined that tne points were
significantly different.

Holding the parameters constant (93 = 4.0, mg = 2.2) ana
testing between years (Table 3), the PPP test leaas to tne
conclusion that the results for 1976 ana 1977 are signiri-
cantly different, but the bpootstrapping tecnnigue ala not.
Both procedures found 1976 and 1978 to pe signiricantly air-
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= 4.0 but not for hg = 2.2, Pg = 4.V
(Table 3). Results for 1977 ana 1978 are not statisticaldiy
different. Testing for differences between minima Or eacn
year (Tabnle 4), both techniques found that the 1976 resuits
are significantly different from 1977 ana 1978, out 1977 ana
1978 are not significantly different.

ferent for My = 3.0, Py

TABLE 3
Comparison of PPP and Bootstrapping Between Years

PPP Boo;stragging
Years (mysPy) t t(3) t(95) t(5) t(35)
976 vs 1977 2.2,4.0 - 8§.01 - 7.13 9.38* - 8.82 9.21
R Ry SR Sl g SRR T
1376 ve 1378  %:4:4:8) ud:Pd 19:eh 1833 - 48 gl
Student variate and 90% confidence limits as aeterminea by thne

bootstrapplng method and by PPP for the cases tor wnich tihe student's
t-test rejected the null nyEOthe51s at the 90% levei. The entries
marked wi asterisks were the only cases for which either ctest
determxned that the points were s1gn1:1cantly dirfrerent.

TABLE 4
Comparison of PPP ana Bootstrapping Between Minima

PP B

Years t t(9

5)

976 vs 1977 -17.49 47* -
379 ve 1378 2:33 3
gu

P
(3)

9
2
8

NN ot
coden u»

dent variate and 90% confidence limits as determinea by the
otstrapping method and by PPP for the minjima oetween eacn ot
he three xears. Thesge é B.) mlnlma are: 1976 (4.6,4.0);

17 0); and 197 1135,

entrlgs marked witch asterlsks were cases for which the test
tezmxne that the points were significantiy airrerent.

1
1
1
S
b
t
1
T
de

For most cases, the bootstrapping methoa ylelas swmaller
values of t(5%) and larger values of t(95%) than does the
PPP. In adaition, both techniques yield smaller values Of
t(5%) and larger values of t(95%) than the student's t-test,
Again, this implies that the bootstrapping methoa and the
PPP will fina two cases to be significantly aifrerent less
often than will the student's t-test. This large airterence
in the critical values used for the dirfferent types of tests
indicates that the assumption of a normal gopulation 1s not
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valid and the data points are not indepenaent. Thus chne
student's t-test is rejecting H, when it shoula be accepted.

4.2 EXAMINATION OF SOLAR RADIATION MODEL

Two approaches were used to determine optimal vaiues
for the constants, r and Zﬂ in Garwood's solar rauiation pa-
rameterization. In the first method, regression analysis
was used to determine the values of r ana & that proviaea
the best agreement between Garwood's ana Zaneveld's parame-
terizations, Then r and % were changea ana mg ana 33 were
varied to minimize E for 1977.

Since Garwood's parameterization is an approximacion to
a two bandwidth model of solar raaiation absorption, a non-
linear regression was performed to compare Zaneveld's param=
eterization with that of Paulson and Simpson (see Taonle 1).
Zaneveld's model of solar raaiation absorption is an empiri-
cal representation of the extensive absorptance ana trans-
nittance data set collectea by Spinrad et. al. (1979); tnus
it is assumed that agreement with Zaneveld's model is tanta-
mount to agreement with the data set. The values whicn Gave
the best agreement in the upper 10m were (r = 0.4, 8; =
0.08m') and (r = 0.6 and & = 3.0m'). The assumption that
one of the two extinction depths is much smaller than the
other is verified in that a& is approximately two orders of
magnitude larger than 8:. The upper 10m was chosen since
the absorption of solar raaiation above the extinction
depth, is most critical to the mixed layer heat ana buoyancy
budgets. Linear regression analysis was also used to com—
pare the logarithm of Garwood's parameterization to tne log-
arithm of Zaneveld's empirical rformulation for -10m < 2 <
-lm. That is, the equations

ln(r) + ¥ 2
and

z+ 1n(l - a tan (bx))

were compared to obtain the values of r ana x'wnicn gave the
best agreement. The best agreement was obtainedu tfor (r =
0.4, ds 0.08&4), which again verifies that Garwooa's param-
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eterization approximates the double exponential moaei, wnicn
was found to adequately describe the absorption of solar ra-
diation with respect to mixed layer dynamics (Simpson &and
Dickey, 1981).

We are concerned with the effects of the parameteriza-
tion of solar radiation on the heat budget of the mixea iay-
er. With this in mind, Zaneveld's and Garwooa's parameteri-
zations were compared by calculating the cnange 1in
temperature of an initially nomogeneous water coiumn aue tTo
the absorption of solar raaiation, The initial temperature
of the water column was 1ZC ana the equation

3T 1 dQfz)

9z ]S 9z

was integrated for 12 hours. The surface solar raaiation
had a cosine dependence in time with a peak at local noon.
The temperature profiles after 12 hours for three cnoices of
r and o are shown in Fig. 2a. The results for (r = 0.4, ¥ =
0.08m") and (r = 0.45, & = 0.095x") both overestimate tne
temperature at lm, underestimate the temperature at 2m ana
slightly overestimate the temperature from 4 to 10m. Tne
set (r = 0.5, & = 0.11&“) estimates the temperature at 1lm
and 2m well but overestimates the temperature from 2 to 1l0m.
The change in heat content is best estimatea by (r = 0.45, &
= 0.095d"). since the underestimate of the temperature in
the first 2m 1is approximately balanced by the overestimate
of the 2 to 10m temperatures, Next, che value of r, tne
fraction of solar radiation whicn penetrates 1 m, was nhela
constant and o was varied. For r = 0.5 ana 0.45, & = 0.11lm "

and o = 0.095m™, respectively, gave the pbest agreement oe-

tween Zaneveld's and Garwood's parameterizations. In Fig.

2b, profiles are plotted for r = 0,50 ana & = 0.l0m ),

0.15m ', and 0.20m™’. Fig. 2c is similar to Fig. 2b, but for

r = 0.45. In both of these figures, all three choices of &

give good agreement near the surface wnere the gradient with i
depth is very large. Compared with Zanevela's curve, tne
curve for which & = 0.20d" turns too soon, wnich implies
that the scale depth for absorption is too aeep. The curve
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for which X = 0.10d4 has approximately equal area above ana
below Zaneveld's curve; which makes the integratea neating
in the upper 10m the same.

The annual cycle for 1977 was simulated with r = 0.50
and & = 0.10&4, 0.15uf‘and 0.20m.'for a range orf values of mg
and py. The values of E were higher for & = 0.15m " ana ¥ =
0.20m™ than for & = 0.10m ' and the minima were aisplacea to
higher ny values for higher ¥ values. The change in mg can
be explained since larger & values imply shaliower extinc-
tion depths. Therefore, more solar raaiation 1s aosorpea
near the surface and larger surface stresses are reguirea to
mix the moce stable water column. Using the obootstrapping
method or the PPP, there is no significant aifference amony
results for ¥ = 0.10m , & = 0.15x" ana & = 0.20m "' at the 90%
confidence level, where (m3= 2.5, 93=-4.0).

4.3 COMPARISON WITH PREVIOQUSLY CALCULATED VALUES

The optimal values of the model constants found in this
study are quite different from the values previously used
and emphasize the need for careful evaluation of the con-
stants in different conditions. The values of these con-
stants determined by Garwood (1976) were mg = 7.6, Py = rqs/ml
=1, r =0.5and &= 0.1m". The Garwood model has previ-
ously been tested with OS Papa data by Garwood ana Aaamec
(1962), who specified my = 0.75, py = 1.0, £ = 0.5, ana ¥ =
0.2m . The ocean thermal structure and surface flux infor-
mation used in the present study is quite aifferent from
that used in the OS Papa simulations. The ocean thermal
structure used in the OS Papa cases was aerivea from XBT oo-
servations taken at the same site approximately every two
days. The thermal structure for this study was ootainea
from monthly objective analyses of XBT observations on hori-
zontal surfaces of constant depth. Also, the XBT observa-
tions can resolve temperature dgradients with [}z < 5m,
whereas the TRANSPAC analyses do not resolve graaients with
[&z < 20m. In the OS Papa simulations of Garwooa anu Aaamec
(1982), the surface stress and the heat rfluxes were calcu-
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lated from 3-n observations of SST, air temperature, uew
point temperature, cloua cover, wind speed anu ulirectiol.
The wind speed and direction were aajustea to 10 . For
this study, the surfaée stress is calculatea <Irom & aouel
produced surface wina speed adjustea to 19 ri. Tune total
heat flux and solar radiation flux are calculated LrCid woOuel
heat and moisture fields.

Model sensitivity to variations of cthe values Of tune
model constants may be juuged by comparing time series or
SST generated using difrerent values of the constants with a
time series of the analyzea SSTs. The inprovement 1n wouel
performance using the values geterminec in tnis sStudy Cou
pared with either the Garwooa values of tne constants or tie
OS Papa values is illustrated in Figs. 3a, b ana ¢. In Fig.
3a, using values which are typical for tnis study (m3 = 2.0,
ps = 2,0, £ = 0.5, d=0.1 d*), the moael accurately simku-
lates the annual cycle of sea surface temperature. Using
the 0S Papa values (m, = 0.75, Py * 1.0, £ = 0.5, g =
0.264), the maximum summer temperature is too inlyh aue to
too little wind stirring (my = 0.75) and aue to tne snaliow-
er extinction deptn (¥ = 0.2m') used in apsorption Or the
solar radiation (Fig. 3b). Further tnere is less variaoili-
ty in the summertime mixea layer depth ana tne rate Oor tne
fall mixed layer deepening is less than in Fig. 3a. In Fig.
3c, using the values ceterminea oy Garwooa (ms = 7,06, Py =
1.0, ¢ = 0.5, ¥ = O.lnfﬁ, the mogel qoes not warm enougn in
the summer. This is due to tne (ract that mg 1S TOO large,
causing the effect of the wind stirring to oe too great aia
keeping the mixed layer mixed too deep. The variaoclility 1n

the summertime mixed layer gepth anu tne race of tne rail
deepening is much greater than in Fig. 3a. Also the winter
mixed layer is too deep compared to Fig. 3a., Another 1mpor-
tant difference among the three simulations 1§ aeptn or tre
summer mixed layer and the time of the occurence of ctne
spring transition. The spring transicion, wnicn 1is cthe
abrupt and severe retreat of the mixea layer, occurs near
the end of February for the simulations using the constants
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determined in this study and the OS Papa constants. How=-
ever, in the simulation using the Garwooa constants, tue
transition is delayed until mid-April ana the upper ocean
never achieves the shallow mixed layer ana strongly straci-
fied seasonal thermocline that are characteristic or tae
summer mixed layer in mid-latitudes.

5. SUMMARY AND CONCLUSIONS

The optimal values of the constants for any turoulence
model are expected to vary for different specifications or
the atmospheric forcing ana the ocean thermal sctructure. We
have shown that the values of the moael constants estimatea
from laboratory data, and Ocean Weatner Snip observations
yield quite different results, when appliea to the same sii~-
ulation (Figs. 3a, 3b and 3¢), than the "optimal® values ae-
termined here. Whether it woula be better to alter tne val-
ues of the exchange coefficients ior the surrace riuxes
rather than the values of the closure constants is largely a
philosophical question. Knowledge of surface fluxes ana
geophysical turbulence is not yet adequate to aistinguish
petween the two approaches. We nave chosen the seconu ap-
proach largely <for its inherent simplicity anu to demon-
strate the importance of understanding the potential inter-
actions between the model and the aata usea t©oO initialize
and force the moael.

The optimal values may also change ror aifrerent atmos-
pheric and oceanic regimes, because all possible pnysical
processes are not parameterizea in the model. We have snown
that the Garwood model is relatively insensitive <tTo varia-
tions in the model constants within a rfairly broad region ot
parameter space. However, the year-to-year variations in
the optimal values of the model constants are signiricant.
In particular, 1976 was found to be significantly dirrerent
than 1977 and 1978 by all three statistical tests employea
in this study. This reflects the fact that tnhe atmospheric
forcing and the response of the ocean thermal structure were
guite different among the three years (White, et. al., 1980;
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Haney, 1980; ana Elsberry, 1983). An improvement in HUGEL
skill could be achieved by calculating the optimal values or
the model constants for each year, Because tne atmospneric
forcing and the ocean thermal structure are calcuiatea in
the same manner for all three years, cthe variacions in cne
optimal values of the constant: probably representc the er~-
fects of physics not incorporated in the moael anu hoise in
the analyses of ocean thermal structure anad the surrace
fluxes. For these reasons, the same values wilill oe usea ror
all experiments using this type of forcing in the dorth Pa-
cific, The values, 93 = 4.0, My = 2.0, £ = 0.5, ana 8’= 0.1
d”, were chosen as being representative ot the swarms or
points from the three years that 4o not cirrer significantly
at the 90% confidence level.

Three statistical tools, the pool ana permutation pro-
cedure, the bootstrapping technique and tne stuaent's t-
test, were used to determine whether different paramecer
values gave statistically dirfferent moael resuits. In gen-
eral, the bootstrapping technigue generated slightly broaaer
reference distributions; however, it influencea thne infer-
ences arawn from the tests in only one case (1976: mg = 3.5
vs. mgy = 2.0). The student's c-test, on thne otner nana,
lead to rejection of the null hypothesis in far too many
cases, This points out the nazard of assuming Gaussian
pdf's for this type of data. We concluue cnat statistical
tests which put less weight on the indepenuence of the aata
points are more useful for stuaies Orf thls nature.

The absorption of solar radiation wich depth 1S 1ot
considered one of the funcamental aspects Of geopnysical
turbulence modeling. However, we have shown that 1ts proper
specification is important for simulations of the annual cy-
cle and crucial to simulations of the summer mixea layer.
The parameterization employed in the Garwooa moael reproduc-
es the results of more complicated formulations ana, witn
optimized coeifficients, improves the summer ana annual simu-
lation of the upper ocean temperacure.
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Y 1, JFig. 1la Mean model-analysis temperature airrerence (
- ®C) " for 1976 computea using (3.1). Tne mlnimum 1S
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v . 2. Fig. lb Similar to Fig, la except for 1977.
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> 0.15, ana 0.20).,

6. Fig. 2c Similar to Fig. 2b except for r = .45,

sg 7. Fig. 3a Time series of caily mixea layer temperature
“ and depth as predictea by the model for 1977 ac (38°
- N, 160°W). The X's denote the analyzea SST ror tnatc

A% month. The model constants aiperm1ne9 in this stuay
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i cogstants (mg = 0.7 ,gp, = 1.0,pr = O.g, ¥ = 8.2m9).
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