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20. continued

The lsothermal modelinag calculations revorted herein are per-
formed with the *Teachina Elliptic Axisymmetrical Characteristics
Heuristicallv® (TEACH) Code. Present calc lations have emploved
the standard features of TEACH-tvoe numerics; these include the use
of primitive variables (velocity components and pressure) instead
of the stream function-vorticity approach, "hybrid" upwind dif-
ferencing, eddy-viscosity approach based upon the k-¢ model, the
Semi-Implicit Method for Pressure-Linked Equations (SIMPLE)
algorithm for the pressure field, line-by-line relaxation and tri-
diagonal matrix algorithm. Additional features that highlight the
present calculations are the power-law differencing scheme which
retains the diffusive effects for a larger cell-Peclet number
range, viz., =10 < Pe < 10, than the "hyvbrid" upwind scheme; and
the streamline-curvature correction in the kx-¢ model which involwves
a curvature-dependent (and thus nonconstant) ¢y (a parameter in the
"standard" k-e¢ model havinc a value of 0.09). As part of the
numerical investigations of the centerbody combustor flowfields,
the oredictions of the modeling without and with these additional
features are compared.

Present-numerical results show the influence of the annular and
central jet” flow rates on the distributions of the mean and rms
velocity fields and the centerline locations of stagnation points.
Moreover,~the sensitivity of the predicted results to several
aspects of the modeling is considered.. These include the dif-
ferencing schemes, inlet turbulence lencath scales, streamline
curvature and k-¢ model parameters.

.. =The predicted results demonstrate the complex ‘nature of the
flowfield interactions in the near-wake region and refine the
understandinc of the centerbody combustor flowfields. The
character of the recirculating flowfield emergina from the
numerical predictions when the near-wake is dominated by the
annular jet is in conformity with the experimental observations. ~
In the reverse~flow region behind the bluff body, the present
numerical results show good agreement with the recent velocity and
concentration measurements and with the annular-jet data in the
literature. Also, the results demonstrate that despite the com-
vlexity of the centerbody combustor flowfield, it belonas to a
wider class of recirculatinc turbulent flowfields which obey
certain similarity considerations for the mean axial velocity.
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SECTION 1
INTRODUCTION

This three-ocart [{inal rsoort Hdocuments th

§ee
1]
51

2search nr

o)

aram
dserformed for the Alr Force Wright Aeronautical Laboratnrias,
Aero Propulsion Laboratory, by the University of Dayton. The
rasearch had two overall objectives: (a) oroviding profile data
that can be used to evaluate combustor and fuel combustion modals
and (b) evaluating the performance of combustor models and 4dif-

ferant diagnostic technigques in various combustion environments.

The technical efforts dealing with the design and develoo-
nent of a two-dimensional laser Dopbpler anemomneter and the
ex2erimental data collected ars described in 2art 1. The analv-
sis and modeling tasks inyolvipq the numerical flowfield oredic-
tions and thelr comparisons with the experimental data are
described in this volume, Part II. Part III describes the
design, develgpmen: and performance of a two-channel time-

resolved laser Raman spectroscopy system,
1.1 BACKGROUND

The need to predict complex, recirculating turbulent
flowfields 1n combustors under both nonreacting and reacting flow
conditinns has provided a strong incentive for the develooment of
mathematical models and numerical oprocedures. These involve
finize-difference calculations of the time-averaged Navier-Stokes
equations and furnish the steady-state predictions of the
flowfields. The predictive modeling activities have made use of
several computer programs such as the "Field Relaxation Flliptic
Syscedura" (FREP) codel and the "Teaching Elliptic Axisymmetrical
Characteristics Heuristically" (TEACH) code?, Manv of these
modeliny inwvestigations have be . n diracted at the centerdody
27mibusor 1n 2Speration at the Alr Force YWright Aernnautical
1N

3
Zaoorazorias, Aders Prooulsion Laboratorv (AFWAL/POY,3=3 T
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availability of centerbody combustor experimental daza from
ongoing research orograms, involving both intrusive and
nonintrusive diagnostlic technigues, has greatly facilizated un2

evaluation and validation of these comcuter zodes.

The Aero Propulsion Laboratory (3PL) centardody Comdustor
configuration represents confined dual coaxiial jet mixing in the
near-waxe ragion downstream of a cylindrical bHluff nody.

HYowever, the interjet separation is much largzer than that

oy

encountered in tvoical coaxial e con-

(-]
1)
o

mixing, since ¢

figuration lnvolves an annular - the confining

@D
r

(flowing betwee:

n
outer duct of 0.254 m diameter and the centerhodv 2f 9.14 n
diameter) and a central jet of 4,3-x-10-3 2 diameter. This wide
a separation between the jets and the concomitant dresence of the
pluff-pody wake in the mixing region have not been 2ncountersd
previously in numerical modeling. Thus, the APL configuration
provides a stringent test to evaluate the predictive capability

of several candidate modeling codes.

One such code that received considerable scrutiny with
respect to the centerbody flowfield was the FREP code, which was
evaluated in earlier modeling research studies sponsored by
AFWAL/PO.3=5 oOne of these orevious studies clearlyv established
the complex nature of the near-wake flowfield interactions under
different annular and central flow rates.> The character of the
centerbody flowfield emerging from the isothermal »redictions
when the near wake was dominated by the annular (air) jet or the
central (COj3) jet was founc to conform to the APL experimental
observations and with the heuristic flowfield descriotions
sugaested therefrom.? Although the predicted vresults
demonstrated the capability of the FREP code to vrovide
qualitatively correct trends in the flowfield beravior, a
comparison of the predictions with the measured valocitv:? and
the concentrationll data revealed only failr to ®vcor Juantitative
agreement. The najor shortcoming of the FREP mcdeling which

contributed to the Door agreement detween the predicted and

[38)
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measured results was Known to be in the turbulence model. The
numerical calculations3 had emploved the obviously crude nodel
which assumed a constant value of turbulent eddy viscosity, since
the FREP code had encountered serious numerical difficulties wish

the well known two-equation (XK-¢) turbulence model.

The challenge inherent in the centerbody configuration and
the availabilitv of APL diagnostic datal2 thereon evoked the
interest of a number of modelers (e.g., at AIRESEARCH,13
NASA-Lewisl4 and Pratt and Whitney®s8) in examining the ceater-
body configuration with their computer cocdes. These codes are
based upon or variants of the TEACH program, originally Aeveloned
oy Gosman and Pun? and subsequently tested and validated by a
number of 1nvestigators.15‘19 Therefore, the TEACH code apoear=4
to be an attractive candidate for use in our model validation
studies with resovect to the centerbody combustor flowfields. A
version of the computer code, TEACH-T, was made available to us
by the Aero Propulsion Laboratory, Ramijet Technology Branch
(AFWAL/PORT) .20 Since this code contained an operational k-e
turbulence model, it became of interest to test this code for the
centerbody configuration.

1.2 OBJECTIVES

The analysis task was concerned with providing the necessary
theoretical framework for the interpretation of the diagnostic
data on the velocity and concentration fields made available from
the ongoing APL experimental program. This required numerical
predictions of the flowfield variables (for both mean and
fluctuating components) for various experimental conditions and
their comparison with the experimental data. This procedure was
also expected to facilitate the evaluation of the performance of
combustor models and diagnostic techniques. The availability of

computer programs that are reasonably successful in simulating

-
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the desired flowfields was essential to the comoletion 2f the

analysis tasxk.

It was recognized at the outset that the FRIP2 ode was
deficient in terms of the turbulence model and =Znat rac
be made to other finite-difference codes avallaole 1n the D
domain. The availability of the TEACH-T program from AFWAL
essentially determined the course of the research proaram.
Accordingly, the implementation oI the analysis =«

considered in terms of the following spveciiic ot

a. Modify the AFWAL/PORT version of the TZACH-T odrogram £o¢

the centerbodyv combustor flowfield, make 1t oper

Y]

tionrnal, and
&

ields.

D

verify its capability to predict the isothermal flow

b. <Carry out performance assessments of the code through
parameter optimizations, modifications and improvements, in
comparison with other model predictions as well as experimental
data.

¢. Provide the numerical predictions of the velocity and

concentration fields for the desired experimental conditions.

The successful accomplishment of these objectives
necessitated a close and continuous involvement with the APL
experimental program. It 1s easy to recognize the need for such
interaction for the comparison of model predictions with
exoerimental data. In addition, the numerical modeling reguired
input parameters appropriate for the desired experimental
conditions. The selection of these input reguirements (in terms
of the geometric, fluid dynamic, and chemical parameters, and of
the boundary conditions involving velocity, temperature,
pressure, and species mass fractions) would have to be based upon

data made available from the experimental program. Thus,
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fulfillment of the above objectives depended on the timely

availability of appropriate experimental data.
1.3 SCOPE OF PRESENT WORK

After a successful modification of the AFWAL/PORT version of
the TEACH-T code for the centerbody combustor flowfield early in
the program, preliminary computations of the isothermal mixing of
2 kg/s annular air flow and 2.22x10-3 Xg/s (8 kg/hr) central COj
flow revealed numerous numerical instabilities, convergence
failures, and nonphysical flowfield features. Since the code was
written explicitly for the reacting-flow computations and also
required the correct specifications of the excess air'ratio to
determine the air flow rate from the specified fuel flow rate,
substantial changes were needed to employ the code for
nonreacting calculations. Therefore, the initial phase of the
modeling research was devoted to making the code operational for
the isothermal predictions of the centerbody flowfields.

When the required changes were implemented in the code, the
numerical computations were found to proceed smoothly, resulting
in physically acceptable solutions. Converged results of the
calculations for 2 kg/s air flow and several CO; flows (such as
1.11x10-3, 2.22x10-3, 3.33x10-3, 4.44x10-3, and 5x10-3 kg/s) were
obtained and compared with the available experimental data on the
velocity field.l0 In addition, calculations were made for the
extremely small CO, flow rate of 2.8x10-7 kg/s (1x10-3 kg/hr) and
the results were considered to be a good approximation of those
of the zero CO, flow rate case. (This approach was necessary
since the initial programming of the code did not allow the
specification of zero COp flow rate.) These results were
compared with the experimental data for zero CO; flow rate.

These comparisons showed good qualitative agreement for the mean
axial velocity and turbulence intensity profiles along the
centerline, The quantitative agreement for the centerline

locations of the stagnation points, however, was inadequate.
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Investigation of the causes of this discrepancy required a series
of sensitivity tests and optimization, since the modeling
depended on a number of factors. These were the spatial
resolution of the computational grid, the specifications of the
inlet velocity profile, turbulence intensity and length scale,
the prescription of the values of the constants in the turbulence
model, and the specification of the location ¢f the exit boundary
of the computational domain. The last item is always arbitrary
and subject to a trade off between the available computer
resource and desirable soiution accuracy. Therefore, the next
phase of the modeling research examined the guestions of

parameter sensitivity and optimization.

Concurrent with the experimental program on the APL center-
body combustor, investigations have been underway on a centerbody
combustor of roughly 1l/5-scale model of the APL configuration at
the Combustion Laboratory of the University of California, Irvine
(UCT).21/22 gsince experimental data were becoming available for
this combustor, it was of interest to obtain the numerical
oredictions thereon with the TEACH code. It was expected that
such calculations would provide information on the question of
combustor scaling (as between the large-scale APL and the small-
scale UCI configurations). Moreover, these calculaticns also
served to examine additional sensitivity tests and the gquestion
of similarity’ of the radial distribution of the mean axial
velocity. Accordingly, these aspects represented ancther phase

of the modeling research.

The sensitivity influence and parameter optimization did not
appear to reduce the disvarity between the predicted and
measuredl0 centerline stagnation point locations. Moreover,
while the model calculations® at Pratt and Whitney also resulted
in the underprediction of the forward stagnation point and the
overprediction of the rear stagnation point, our results
indicated greater degrees of under- and over-prediction. The
search for an explanation of this somewhat disturbing anomaly led
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to a reexamination of the influence of the inlet length scale and
also to the question of incorporating a correction in the
turbulence model to account for streamline curvature. These
aspects formed the final phase of the modeling research within

the scope of the present program.

The several phases of modeling research outlined above
conformed to the first two specific objectives indicated in
Paragraph 1.2. The AFWAL/PORT version of the TEACH code may now
be said to be operating satisfactorily, with suitable parameter
optimizations and improvements having been implemented. As seen
in Section 4, the present status of our predictive modeling is
good. However, the modeling research remains an ongding
activity, particularly with respect to the third obijective.
Extensive experimental data have become available recently from
the UCI combustor.23 These data as well as the isothermal LDA
data of the APL combustor (seen in Part I of this report)
necessitate further computational efforts for the comparisons
with the numerical predictions. These additional computations
would serve to examine the question of combustor scaling and help
elucidate the distinctions between the small- and large-scale

configurations.
1.4 OUTLINE OF REPORT

The governing equations and the solution procedure of the
TEACH~T program are discussed briefly in Section 2. Aspects of
the two~-equation turbulence model, the numerical algorithms,
converjence criteria etc. are highlighted in that section. 1In
Section 3 the preliminary computational case studies are
identified and the modeling details are discussed. The results
of the refined computations are presented and discussed in
Section 4. The numerical predictions are compared first with
the earlier LDA data.l0 These comparisons facilitated the
implementation of a number of computational refinements. With
the availability of the newer results documented in Part I,
additional comparisons thereof with the computed results are
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oresented and the differences between the two sets

tal data are noted., Finally, Section 5 outlines th

~ed

of the present modeling research program and offars
dations for further activity.
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SECTION 2
GOVERNING EQUATIONS AND SOLUTION PROCEDURE

The numerical solution of a system of partial differential
equations describing the conservation laws of mass, momentum,
energy, and chemical species forms the basis of the predictive
modeling of the turbulent, recirculating flowfields in the cen-
terbody combustor configuration. This is accomplished in the
TEACH code by a finite-difference computational procedure to
solve the time-averaged Navier-Stokes equations. A brief
discussion of the theoretical and computational aspects of the
TEACH code is given below. Further details are available in
References 2 and 15.

2.1 DIFFERENTIAL EQUATIONS

The TEACH-T computer program is written for steady-state
flowfields in two-dimensional (planar or axisymmetric)
geometries. The formulation entails an elliptic system of
equations for properly describing the recirculating flows. The
code has been extended by a number of investigators to apply to
three-dimensional geometries and can also be easily medified to
include parabolic flows. However, only the axisymmetric geometry
and the elliptic formulation are of interest in the present <
program. Furthermore, since the present computations are con-
cerned only with isothermal flowfields, the governing equations

do not take the chemical source terms into account.

The numerical treatment of the Navier-Stokes equations in
the TEACH code involves the primitive (pressure and velocity)
variables instead of the stream function-vorticity formulation
employed in the FREP code.l Therefore, a direct solution of the
velocity and pressure fields cannot be avoided. The code uses a
special orocedure called the Semi-Implicit Method for

Pressure-Linked Equations (SIMPLE)2%4 algorithm to solve

-

.




explicitly for the velocity and pressure fields. Further details
concerning the underlying theory and the computational procedure

are available in References 15, 24 and 25.

For the axisymmetric configuration of interest here, we
write the governing differential equations in the cylindrical
polar coordinates. In view of the notation adopted in the APL
experimental program, our present nomenclature for the coor-
dinates and velocity compcnents is different from that in the
original TEACH code formulation.l3 Thus T, ¥ and @ are the time-
mean velocity components in the radial (r), azimuthal (8), and
axial (z) directions. For the axisymmetric (in the mean)
flowfield, the flow variables have no explicit dependence on 9
and for the case of no swirl considered here, V is zero. The
governing equations for all the dependent variables can be

expressed in the general form

@

1 |s - 3 - == 3y 3 3o .| _
T E{F (prUs) * 37 (prWe ) - 37 (rI‘¢ B—f) -5z (T-'Fq, g—z')] = S¢ (1)

where $ denotes any dependent variable (time-mean value). 1In
Eq.(1) Sy is the source term for the variable ¢ which includes
true source terms (such as those due to chemical reactions) as
well as the terms not covered by the first four terms
(representing the convective and diffusive contributions). Ty
is the effective exchange coefficient for the transport of the
variable ¢ and is given by

r¢ =ueff/0¢ (2)

where uerf is the effective viscosity in the flowfield and o4 is
the appropriate effective Prandtl/Schmidt number for each 3.

10
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In a general formulation of the problem dealing with three-
dimensional, reacting flowfields, the dependent variable s de-
notes U, V, W, the stagnation enthalpy H, fuel mass fraction Ygp,
oxidant mass fraction Y5, mixture fraction £, turbulent Xinetic
energy K, 1ts dissipation rate ¢, the mean sguare fluctuations of
concentrations ({such as ETi, ;37 and Eg—), and any other variable
such as Y;Yg (e.g., see Reference 26). DPresent calculations,
however, deal with the nonreacting flowfields (as arising in the
turbulent mixing of the annular air stream and the central Co,
stream in the centerbody configuration). Therefore, for the spe-
cies conservation equation dealing with the variable Yy (which is
now a passive scalar), the source term due to chemical reaction
vanishes. For the energy conservation equation in the AFWAL/PORT
version of the code, the dependent variable is the static
enthalpy. For the isothermal flowfields under consideration
here, it is not necessary to compute the static enthalpy.or the
temperature. Thus, the dependent variables of present interest
are G, W, o, ¥p, k and €. The last two variables are discussed
in detail in Paragraph 2.2. The appropriate values of gy and the
details of Sy for the dependent variables of interest are shown
in Table 1. The one remaining unknown variable is the pressure
o, for which there is no additional governing equation. The
SIMPLE algorithm24 provides a special procedure for obtaining the
pressure field in the TEACH code. Briefly, the momentum
equations are first solved by estimating a pressure field, and
then the computed velocity field is used to correct the pressure
field by ensuring that the continuity equation is satisfied.

The effective viscosity uefg, appearing in Eg. (2) remains
to be determined. In our formulation, ugoge is the exchange coef-
ficient for the transport of momentum in the turbulent flowfield.
Thus, f£or the dependent variables T and W, Ty is given by ueff,
which is di1fferent from and much larger than the molecular

viscasity 4 of the fluid of interest. Since we deal with the

11
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TABLE 1
GOVERNING EQUATIONS

Zquation » F° So
Continuity 1 0 0
. = 1) 3 3 13
Axial (Mean) W U ee ~ * -~ (1 ) *+ = — (r
vomen tum efs 32 3z eff 3z r ot
Radial 'Mean)| T il 35 3 %] 1 5
Momentum eff S 57 Cerr W Ot T w
Species 7 ) /3 0
(Passive F| "eff’ %p
Scalar) Mass
Fraction
Turbulence -
Kinetic ko1 Hage/ % P = »¢
Energy
Turbulence
Energy & ueff/ce Cl(a/k)Pk
Dissipation |
g % g Cl C2
1 1 1.3 1.44 1.92
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time-averaged equations, the process of time averaging introduces
correlations of fluctuating velocity components as unknowns in
the mean momentum equations. Also, the numerical solutions
involve computational cell sizes that are much larger than the
length scales of importance in the actual turbulent motion. The
method of approximating the unknown correlations in terms of the
known guantities gives rise to turbulence modeling. This aspect

is discussed next.

2.2 TURBULENCE MODEL

The effective viscosity uegf¢ appearing in Eg. (2) is
expressed as the sum of the molecular (or the laminar) viscosity

v of the fluid and a turbulent eddy viscosity wg, i.e.,

Haff = U + ut. (3)

The TEACH code employs the so-called two-equation turbulence

model which relates uy to two scalar properties of turbulence, k

and ¢ as

be = ¢ o k&/e (4)

where <, is usually taken to be a constant equal to 0.09. The
above procedure involves the introduction of two partial dif-
ferential equations for k and ¢ which are solved together with
the conservation equations for mass, momentum, and energy. We
note that the inclusion of these additional equations has been
anticipated in the general formulation of Eg. (1) and in Table 1.
It is stressed here that the pressure fluctuations are not con-
sidered and that the source terms Sy for W, U, k, and ¢ in Table
1 are those appropriate for incompressible flow, since the
AFWNAL/PORT version of the code is explicitly written for that

case. Therefore, overbars for p and p are superfluous. The

13
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} required modifications to compressible flow may be found in
) References 26 and 27.

;' Formally, the turbulence kinetic energy k is taken to

characterize the intensity of turbulent fluctuations, i.e.,

k = uiui/Z (5)
where uj's are the fluctuating velocity components in the three
orthogonal directions. In Eg. (5) the familiar convention of
summation on repeated indices is adopted. A number of authors
have modeled the transport equation for k (see e.g., Launder and
Spaldingzs). The modeled equation appropriate for the axisym-
metric geometry without swirl considered here is shown in Eg.
(1) and Table 1.

The rate of viscous dissipation of turbulence kinetic energy
is the second turbulence scalar of interest., For large Reynolds

numbers, this variable may be defined as

au . au.

- i i
£ = V(w) (Tx—') (6)
] ]
where v is the kinematic viscosity (= w o), the Xj'S are the

distances along the coordinates r, 3 and z, and the summation
convention is used. The modeled form of the transport equation
for = given by Eg. (1) is that appropriate for high=-Reynolds-

number, axisymmetric recirculating flows without swirl.

The standard k-t model discussed in the foregoing enables
the calculation of the turbulent eddy viscosity through Egq. (4).
However, the knowledge of k and ¢ alone does not describe the
structure of the turbulence. Still it is possible to deduce some

information on the characteristic length and time scales of

14
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turbulence from k and e. Thi. procedure is facilitated by the
use of the Prandtl-Kolmogorov relation,

He N ; 1 (7a)
from which the length scale 2] is related to : through £g. (4) as
11 = k3/2/¢, (7b)

The corresponding time scale t) which is given by Ll/kl/z is
obtained from

£ = k/«. (8)

The formulation illustrated by Egs. (7a) and (7b;) has found
application in some earlier studies (e.g., see References 29 and
30). Often, instead of Egs. (7), an alternative formulation is
employed (e.g., see Reference 31), according to which

_ = .1/2
e = p k 22 (9a)
and
io=c k2/¢ . (9b)
2 u

We note that the AFWAL/PORT version of the TEACH Code
employs the former formulation, while the recent calculations of
Sturgess and Syed6 are based upcn the latter formulation. An
inspection of Egs. (7) and (9) reveals that the length scales 3
and 13 differ by a factor of c,. This distinction must be taken
into account when the inlet boundary condition for ¢ (see
paragraph 2.4) is specified through the prescription of the inlet
length scale. 1Indeed, this is the only circumstance when the
length scale comes into play in the calculations, since u¢ is
calculated by Eg. (4) for the distributions of X and ¢ obtained
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by solving Eq. (1) and the set of Egs. (7) or (9) is not directly
involved in the computations.

2.3 CORRECTION FOR STREAMLINE CURVATURE EFFECT

It is well Xnown that the streamline curvature has a stronrg
influence on the shear-flow turbulence. This topic has been
extensively discussed by Bradshaw,32 whose review of some experi-
mental studies shows that the turbulent shear stress and the
degree of anisotropy between the normal stresses are very sen-
sitive to curvature. Numerical predictions of the size of the
recirculation regions encountered in such turbulent recirculating
flows as the centerbody and sudden expansion geometries also
appeared to depend strongly on the turbulence activsity in the
curved shear layers bhordering the recirculation region. The
standard k-c= model‘discussed in Paragraph 2.2 does not account
for streamline curvature effects. It can therefore be expected
that this failure may be partly responsible for the discrepancy
between the predicted and measured recirculation lengths.

Curvature modifications to the standard k-e¢ model have been
attempted by a number of authors (e.g., see References 33 through
35). All these corrections are ad hoc, and their physical basis
and range of applicability are open to doubt. Further research
is needed to provide a more rigorous framework for the incor-
poration of curvature correction in the turbulence models. 1In
our present program, however, we have introduced a curvature-
dependent (and hence nonconstant) c, into the standard k-e¢ model,
along the lines suggested by Leschziner and Rodi.33 This modifi-

cation is briefly described below.

The streamline curvature modification in Reference 33 is
based upon the algebraic stress model of Gibson3® which essen-
tially consists of a set of algebraic equations resulting from

the deletion of all transport terms in the differential equations

16
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governing the transport of the Reynolds stresses.3’ These

equations can be shown in a general form as

+-§-55.

. 2 .
- oijk) + 3 (Pij - 7-0..?‘) i3

ij %

where Pjy is the rate of production of the turbulent stress Ujuj,
Py (shown in Table 1) is the generation of turbulence energy by
the interaction of mean velocity gradients and turbulence

stresses, djj is the Kronecker delta, and a and 3 are constants

having the values of 1.5 and 0.6 respectively (as in Reference

37). With the assumption of local equilibrium of turbulence
energy between production and dissipation (expressed by Py = <),
Eg. (10) takes the simplified form
u,u. s -
i - 1-3 _ 2 "ij _
-1 == Pig = F—5F (l-o=3) . (11)
Equation (1l) reveals the effect of curvature on the
stresses if (i,j) are taken as the streamline coordinates (s,n)
where s is the coordinate along the streamline and n is the
coordinate along the local normal to the streamline. Then Pij
becomes
= QUS BUS US
Pss = =2 U =5 ~ 2 ugu, (a + ﬁz) (l2a)
— 33U U
= - 2 n s
nn = 2 Un -gn— + 4 Unus -R-c— (le)
U — U U
_ "2 %s 2 2 s r ,
Psn = s U (2uS un) F: *uug . {12¢)
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In 2g. (12) Re is the local radius of curvature, r is the radial
distance from the axis of symmetry (for the axially symmetric
flow considered here) and Ug, U, and U, are respectively the
velocity components along the s, n, and r directions. e can
determine the stresses qu Gz'and Upug from Egs. (11) and (12) if
the mean-velocity field, k, and ¢ are known or determinable.
However, the shear stress ujpug is the dominant stress term in the
momentum eguations in a curved shear laver. Therefore, it would
suffice to focus our attention on ugup, obtain an expression
which relates this term to the respective rate of strain (3Ug/in
+ Ug/Rg), and thereby extract a curvature-dependent c,. This
result is shown as

2 U, uU_ U

_ . - w2 K 3 S s -
CU z - K1K2/“l+8‘(l —:Z(T + -?;) -Tc ; (13)
where Ry} = (l-3)/a and Ky = (2/3) (l-a-3)/a.

Equation (13) shows that ¢, is no longer a constant but is a
function of streamline curvature. 1If the terms Ug/%n and Ug/Rc
are known along with kX and &, ¢, is evaluated from £g. (13). 1In
Reference 33 3Ug/3n and Ug/R. are evaluated from W, U and their
derivatives in z and r directions, as part of the main solution
algorithm. These details are not included here.

Before we conclude this topic, it is worthwhile to emphasize
the ad hoc nature of the ¢, correction deriveZ here. According
to the specified values of a and 3, KjKp = -0.13. Thus, when Eq.
(13) is used with the k-t model and for negligible correction for
curvature effects _the denominator in £g. (13) approaches unity |,
¢, reduces to 0.13, in contrast with the standard value of 0.09.
To avoid this inconsistency, Reference 33 assumes -KjKp/c, =1
(instead of 1.5) in the actual calculations., But the value of
BK% in the denominator of Eg. (13) is determined from the spe-

cified values of x and 3, This inconsistency clearly introduces

13
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certain arbitrariness; as indicated in Reference 35, a more con-
sistent approach would be to determine 8K§ from the condition
-K1p = 0.09. Another feature in Eg. (13) that deserves comment
is that ¢, may become negative when (3Ug/3n)/(Ug/Re) 1s negative
and sufficiently large in magnitude., This will pe physically
absurd in view of Eg. (4). Thus, the actual computational algo-
rithm imposes an arbitrary positive lower hound on c,. This

aspect is discussed later in Paragraph 4.4.
2.4 FINITE-DIFFERENCE EQUATIONS

The differential equations describing the conservation laws
are represented by Sg. (l). The solution of these equations is
obtained numerically. This procedure consists of specifying a
computational grid distribution for the flow domain, obtaining a
set of finite-difference algebraic equations derived from discre-
tizing the differential equations on all the grid nodes and
solving the algebraic equations by standard numerical methods.
The finite-difference equations can also be directly obtained
from a control-volume analysis of the conservation laws (see
Reference 15 for details). The accuracy of the numerical
solution depends on how closely the set of finite-difference
equations approximates the original differertial equations. 1In
general this is governed by the number of computational grid

nodes which represent the flowfield.

Figure 1 shows the computational domain and the grid-point
distribution initially adopted in the numerical calculations,
) The chosen grid consists of 41 axial nodes and 34 radial nodes,
ES and viewed in the r-z plane, is regular and rectangular with
: nonuniform grid spacing in both axial and radial Adirections. As

pointed out earlier, the location of the exit boundary is

arpitrary and the present location of 30 cm from the face of the
centerbody has been based upon extensive computational
experience. To ensure adequate spatial resolution in flowfield
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Figure 1, Computational Domain and Grid Point Distribution
(GRID A4).
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regions with large gradients of the flow variables, the grid-
point distribution is more densely populated toward the center-
body face and the axis of symmetry than toward the exit boundarvy
and the duct wall. All the salient locations such as the axis of
symmetry, the central-tube boundary, the centerbody top boundary
and trailing face, duct wall houndary, and the exit-plane

boundary are located midway between the adjacent grid nodes.

Figure 2 shows the schematic of the grid arrangement
employed in the formulation of the finite-difference equations.
All the dependent variables, except T and W, are referred to at
the grid nodes (e.g., the node denoted by P). T and W are calcu-
lated at locations midway between the grid nodes, as illustrated
by the dotted lines. In other words, a staggered-grid arrange-
ment has been employed. This has the advantages of (a) eval-
uating the pressure gradients (which drive the velocities 0 and
@) at the locations where the velocities are calculated and (b)
determining the velocities where they are needed for the calcula-
tion of the convective fluxes into and out of each cell (viz., at’
the cell boundaries).

The set of finite-difference equations for Eg. (1),
excluding the continuity equation which receives special treat-
ment, is derived by integrating Eg. (1) over a control volume
surrounding each grid node. This procedure requires appropriate
assumptions to describe the relation between the nodal value jp,
the rate of creation/destruction of ¢ within the control volume,
and the transport of convective and diffusive fluxes of ¢ across
the boundaries of the control volume. The source term Ss in Eq.
(1) (see Table 1 for the form of Sy for various dependent

variables) can be represented in a linearized form as
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where the control volume around the grid node P is denoted by W
izl In Eq. (14) b and ¢ are in general functions of ;. The represen-
= tation of the convective and diffusive fluxes requires some elab-
oration, esvecially since present research has implemented some
improvements in the original formulation of the TEACH code. We
discuss this aspect in detail later but indicate now the general
form which represents Eg. (1), after the flux values at the
control volume faces are approximated in terms of 4 values at

the neighboring nodes. For the control volume under con-

sideration we have

(a.=b)

P = a I‘ + cl (15)

p

where ap = _ ap, , denotes the summation over the neighboring
n n

nodes 1, E, S and W, and the an‘s and ,'s are respectively

apressr 3y and pyqys-..r ¢y. Note that the a,'s represent the

coefficients for the combined convective and diffusive fluxes
of 3.

Equations similar to Egq. (15) can be written for each of the
dependent variables 3 at every node P in the interior of the com-
putational domain. Appropriate modifications to the expressions
for the fluxes are necessary when the nodes adjoining the boun-

daries of the domain are encountered (see Paragraph 2.5). The

resulting system of equations can be solved for the unknown 3 by
an iterative procedure, if the needed boundary data are
available. A brief discussion of the boundary conditions is pre-
sented in Paragraph 2.5. The iterative procedure yields an
acceptable solution when a certain convergence criterion is

satisfied. Although this question is considered when we discuss
[
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the solution algorithms in Paragraph 2.6, we point out that a
sufficient condition for convergence for each ) is that

| ag=o | > _|a, | (16a)
n

for all equations, and

[ap=b | > .fa_| (16b)
for at least one equation, These conditions are satisfied if all
the a,'s are positive (since | a, = ap) and b is negative. The
latter requires that the linearization in Eg. (14) be such that b
is negative,

The vpressure field is determined from an equation obtained
by combining the continuity and momentum equations. This proce-
dure yields a finite~difference pressure-correction equation
similar to Eq. (15), with c now representing the local mass

imbalance in the prevailing velocity field.

We now return to the question of evaluating the convective
and diffusive fluxes of 3. Following is a discussion of dif-

ferencing schemes.

The derivation of the fluxes in the TEACH code can be better
understood by considering the steady, one-dimensional equation
for the convection-diffusion balance described by

Q
©

a _d
iz (oWo) = az (T ) (17)

[o]]

2

Applying this to the one-dimensional grid points and control
volume, we obtain

b
Qul
N
b
t
3
u.'a
N a<d
11
1}

(W2), - (.on)w + (0 0, (18)
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where the subscripts e and w respectively denote east and west
faces of the control volume. If  and d;/dz are expressed at
control volume faces in terms of the nodal wvalues of P, i.2., g/
o and g, Eg. (18) leads to the algebraic =squation for the

unknown p, Jlven by Eq. (13).

2.4.1 Exponential Scheme

A good starting point of the face-value amproximation is an
analytical solution of Eq. (17), which is easily obtained when
oW = constant and I = constant. Applying the analytical solution
to the intervals E-P and W-P, we obtain the fluxes into the right
and left boundaries of the control volume, given respectively
by,38

. o~ 4y o , - i e =1 -
Je = (oW i dz)e (pW)e19P+(bP pE)/“exP'(P'e) 1. {19a)
and
= y - do = i - r -1 i
J, = (oW I dz)w = (oW)w{ﬁd+(%q ¢P)/hexp(Pew) 1;;, (19b)

where Peg and Pe, are the local Peclet numbers, These are
defined as Pey = (aW)o(3zpp)/ Ty and Pey, = (W), (dzyp)/ Ty, (32
denotes the axial grid interval between adjacent nodes). Note
that for nonuniform p and [, average values nmust be used.
Expressing the local Peclet numbers in terms of the convective
and diffu .ve coefficients C = oW and D = [/3z, we obtain

Pee = Co/Dg and Pe, = C,/D,. Through the use of Egs. (19) and
the foregoing definitions, Eg. (18) can be cast as

apdp = apfg * Avdy (20)

where ag = Co/ @xP(Peg)-l , ay 2 Cue:id(Pa,)/ exp(Pey,)-1l and
ap = ag+ay. In obtaining the last ide~tity, use is made of the
equality Co=Cy in view of the one-dimensicnal mass conservation.
Note that Eg. (20) is just the one-dimensional analog of Zg.

(15), without the source terms b jp+cC.
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The foregoing development describes the exgonential scheme
for the one-dimensioral problem where it provides the exact
solution. In spits of its highly desirable features, however,
the exponential scheme has not been widely used in numericzal
computations, because the exponentials are expensive to compute,
Moreover, the scheme dces not apply exactly in two- or three-
dimensional situations, and for nonzero source terms. Therefore,
the extra computational expense inherent in the exponen*tial
scheme does not justify its extension to the two-dimensional

problem at hand,

2.4.2 "Hybrid" Upwind Scheme

Accordingly, the Jdevelopbers of the TEACH code have exploited
a "hybrid" differencing scheme, in which the face values of the

fluxes are approximated as follows:3?

(Cw/2+Dw)¢w+(Cw/2-Dw)mp, for -2 < Pew < 2

Jw = 1 Cw¢w, for Pew > 2
L prp, for Pew < =2
(21)
gce/2+De)@P+(Ce/2-De)¢E, for -2 « Pee < 2
Je = Cepp. for Pee > 2

P N——

ce°8’ fror Pee < =2 .

We note that in obtaining Eq. {(21), the exponentials in Egs.

(19) have been approximated by oiece~wise linear representations.
The resulting expressions for the fluxes in Eq. (21) correspond
to the central differencing when -2 < Pe < 2 and the upwind d4if-
ferencing (with the diffusive contributions being neglected) when
| P | » 2, thus the designation "hybrid." In terms of the

aduiindandad oo d cobdon g and odh o hon it s




standard formulation of Zg. (20), *the coefficients for the

combined convective and diffusive fluxes in the "hybrid" upwind

scheme become

= £
aE o , for Pee > 2
-C _, for Pe < =2
. e e
\
and
/ -
( b,*C,/ 2, for -2 < Pe < 2
| “
3y = { Cr for Pew 3 2
|
i Q , for Pe < 2.
k\ W

A comparison of the exponential scheme and the "hybrid"

upwind scheme is given by Patankar40Q in graphic form.

comparison is better facilitated by the introduction of the

nondimensional coefficients ag/De and ay/D,. ie obtain

aE/Dn = Pee/\exp(Pee)-lJ

for the exponential scheme and

( l-Pee/Z, for -2 < Pee < 2
a./nD_ = ' o, for Pe > 2
E'"e e
l ~Pe_ , for Pe_ < -2
e e

for the "hybrid" upwind scheme.

(22a)

(22b)
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The use of the ™"hybrid" upwind differencing scheme has bheen
generally accepted by the TEACH-code modelers and little loss of
accuracy has been claimed in following this scheme. 1% should ©h=

noted, however, that the "hybrid" scheme yields, accordinz =0

in
N

L 1)

(22b), a value 0f 0 at Peg = 2 and a value of 2 a3t Pe, = -2 Zor
agp/Da. The exact values from the exponential scheme, accoriing
to £gq. (22a), are respectively 0.3130 and 2.313. Thus, at

| Peel = 2 the devarture of the "hybrid" upwind solution from the
exact (exponential) solution of the one-dimensional convection-
diffusion equation is rather large.4o Furthermore, it is clearly
arbitrarv to neglect the diffusion effects as soon as | Pe |

exceeds 2 (see EZg. (21) .

2.4.3 Power-Law Differencing Schene

A better apmnroximation to the exact solution has bdeen
obtained by the power-law differencing scheme, which is described
in Patankar.4l a comparison of the "hybrid" upwind and power-law
schemes in Reference 40 shows that the solutions become identical

for | Pe | > 10. For example, the nondimensional coefficient
az/Dy for power-law scheme is given by

-Pe , for Pe_ < =10
e e

-

(1+0.1 pee)°-pe, for -10 < Pe_ < O

a /Dp = 5 (22¢)
- (1-0.1 Pee) P for 0 < Pe_ < 10

U}

0o, for Pe_ > 10 .
e

From £q. (22c) it is obvious that the power-law scheme solutions
are much closer to the exponential-scheme solutions than the
"hybrid" upwind solutions, for =10 < Peg < 0 and for 0 <

Pe, ¢ 10. We noted earlier that atl Pee( = 2, the "hybrid"
upwind solution is the farthest from the exponential solution.
On the other hand, Eq. (22c) yields that ag/Dg is 2.328 at
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g
Peg = =2 and s 7.3277 at Pe, = 2, Thus, the power-law scheme
Droviies an axtra2mely 1203 renrasentation of the exoponential

C‘ mehavicr f2r wne Pasla2n-nirner range wherse the "hynrid" scheme is

.¥ ~>r 3a=:s3%3c%or

B Trom o moe Shrorzinl oIomrzarisons, L4 oappears that £or the
one-iimensictnal iiifision-convection eguation the nower-law

schere 13 s:zer.l>r =2 the "hybrid"

upwind schemnme.

Moreover, the

ined in the power-law scheme for a

o a

r Larjer Paclec-nuimber range, 7iz., | Pe | < 10. In view of these
L adwvantages and sinze zne power-law expressions are not par-

!l ticularly expensive %0 compute, we have emploved the two-

dimensinnal 2x%ension of the power-law scheme (due to
Parankar?®) in sur zalculations with the TEACH code. As vart of
our aumerical computations of the centerbody combustor

. flowfields, we have compared the predictions of the "hybrid"
upwind and power-law schemes. This aspect is discussed in

Section 4.

2.5 BOUNDARY CONDITIONS

The solution of Eg. (l) requires the specification of
appropriate houndary conditions for each of the dependent
variables. Since the governing equation is elliptic, the
boundary conditions must be prescribed on all the boundaries of
the computational domain shown schematically in Figure 1. Note
that because of symmetry only the top half of the centerbody
combustor configuration is represented by the computational

domain.

The top boundary of the computational domain is the duct
The left
boundary represents the inflow boundary and consists of the

wall and the bottom boundary is the axis of symmetry.

haaan

annular air inlet, the centerbody face, .. the central fuel

.
,

inlet. The right boundary is the outflow boundary, the location

. 1 M

of which is unknown a priori. Therefore, the specification of
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the location of this boundary is essentially arbitrary and, as
discussed in Section 1, it is essential to ensure that the
sensitivity of the computed solutions to the specification of
this boundary location is not significant.

The boundary conditions selected in our computations are
shown in Table 2. Some general observations can be made with
respect to the conditions at the four boundaries. Along the
bottom boundary representing the centerline, symmetry con-
siderations require that 3%/3r = 0 for all 3: in addition,
because of symmetry, the radial velocity U vanishes on the cen-
terline. Along the top boundary representing a rigid impermeable
wall, the velocity components are set equal to zero (due to the
no-slip requirement on W and the nonmoving wall for U). However,
to minimize the computer storage and run time, the dependent
variables at the wall are linked to those at the grid node
adjacent to the wall by equations which are consistent with the
logarithmic law of the wall. For the tangential velocity (W in
this case), this results in a condition on the wall shear stress
T, in the calculations. Wall-function formulations also govern
the boundary conditions of k and e. For the species mass
fraction ?F, the impermeable boundary requires the normal
derivative (23¥p/9r at the top boundary) to vanish. 1In the code's
finite-difference formulation, this is accomplished through .
setting the coefficient apy to zero for the cell whose north boun-
dary coincides with the top boundary. Along the left boundary,
similar considerations apply to the rigid impermeable boundary
representing the centerbody face: for the U velocity the law of
the wall is employed to express rt,. For k and =z the wall func-
tions are used. The vanishing of a?F/az along this boundary is
implied by setting the coefficient ay to zero for the cells with
the west boundaries coinciding with the centerbody face. Along
the inlet ports in the left boundary, the conditions are spe-

cified through experimental measurements. The inlet profiles of

30

[ PP W U L. SIS . S| - A b Aeadiale

(W Y S WU |

R P S P P U P I W T WU W PRy W A W W D . g e



2 o S e o et e S A S A A N b ST
a
‘ TABLE 2
: 3OUNDARY CONDITIONS
- Top Bottom cemoz-n--z8ff_3oundary _____ 4 Rigne
PO 3 Boundary Boundary Inlets Centerbody 3oundary
— (Duct Wall) (Axis of Face (Dutflow)
l Symmetry)
: = Law of the . = e = . Overall
m w Wall to %‘:- = 0 : ifeCLfled Ww=20 Mass
T Relate the in Conservation
" Wall Shear
[ Stress T,
= = & = Law of the 30
1§ U =0 Uy =0 U =20 Wall to ;%ao
Relate the ?
Wall Shear
Stress Ty
¥, Wy . ¥, . (f.__,fssegifiedl Y, . ¥ ,
= = s} ntra —_—= — =
ST EI and 0 for 92 32z
Annular Inlets)
3 3k k Specified 3k
w0 =(TURBIN) (Win)? 7z - °
Given by Given hy
wall wWall
. . ™ i
c Functions 3c _ 0 e Functions je 0
3t (see Table 13) Sz
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W are obtained from experiments. For well-designed inlets, the
radial velocity T is typically close to zero. Any nonzero radial
velocity distribution, 1if specified, must satistfy the continuity
equation at the inlet, The inlet distributions of species

mass fraction ?p are usually assumed %o be uniform across the

respective (central) fuel and (annular) oxidant ports.

The distributions of kX and ¢ remain to be specified at the
inlet. The specification of k entails the prescription of
appropriate value oOf the parameter TURBIN (FORTRAN variaole 1in

the TEACH code). The inlet profile of k is obtained from
2
k = TURBIN x W, _, (23)
in

where Wi, denotes the mean axial wveloci-y at the inlet. A value
of 0.03 is considered typical for TURBIN. Note that experimental
data on the turbulence intensity measurements in the inlet pro-
vide a basis for selecting the appropriate value of TURBIN. Of
course, in the absence of the turbulence intensity measurements
in all three orthogonal coordinate directions, recourse must be
made to the assumption of isotropy in determining X from the

turbulence intensity results in one or two directions.

The specification of the inlet distributions of ¢ 1s not yet
vossible from the measurement of the dissipation rate. As
discussed in Paragraph 2.2, 1t becomes necessarv to introduce
certain assumptions on the turbulence length scale in the inlet.
Depending on the choice of the length scale 2] ' see Eg. (7b).
or 1, ~see Eg. (9b)}, appropriate values of the parameter A
(denoted by the FORTRAN variable ALAMDA in the TEACH code) must
oe selected. Table 3 shows some examples of the length scales
used oy different authors. It is clear that the length scales in
different flow configurations differ considerably. This obser-
vation should hardly 2e surprising, since no single length scale

2€ turbulence can be expected to represent all types of turbulent
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flows. What is crucially important, however, is to determine how
strongly the flowfield oredictions depend on the inlet length
scale, Our numerical results discussed in Sections III and 17

address this question.

For the centerbody configuration, the rate of dissipation at
the inlet is given by Eg. (7b), with the length scale 1ij given by

1= a3, (24)

where 3 is a characteristic reference length (see Table 3). For
the central port, the reference length is the tube radius Rg.
For the annular port, the reference length is the so-called
hydraulic mean radius which is given by Ryp-R;, where Ry is the
duct radius and Rj 'is the centerbody radius. We note that the
value of 0.03 for i used by Sturgess and Syed6 corresponds to a
value of 0,3333 when Egs. (7a) and (7b) are used (as in the
present study) instead of Egs. (9a) and (9b).

2.6 SOLUTION PROCEDURE

Writing Eq. (15) for each node in the domain of our
interest, systems of algebraic equations for each dependent
variable p are obtained. The resulting large nonlinear coupled
systems naturally require an iterative solution procedure. This
involves:

(a) solving the system of equations for one dependent
variable with linearization (inne. iteration), and

{b) connecting properly the inner iteration for all 3's
until the converged solution is obtained (outer

iteration).
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The outer iteration loop consists of the following
sequence:40

(a) gquess the pressure field p,

(b) solve the momentum equations to obtain W , U,

i . (c) solve the pressure correction equation (based on mass
conservation) to obtain the correction to the pressure
field ’

* .
(d) update W* and U" based on the pressure correction and

update p* to get W, U, and p,

IR~ G LTI

(e) solve the systems for other 3's,

treat ¢ as p* and return to step (b), and repeat the

Rt i o 4
—
m
~

whole procedure until convergence is achieved.

The inner iteration loop employs a line-by-line solution
procedure, for which the well known Tri-digonal Matrix Algorithm
(Thomas Algorithm) is used. For each ¢, the number of sweeps is
specified. One sweep is composed of an east-west sweep and a
north-south sweep. The number of sweeps for each variable 3 is
set in the main program by the user.

Currently, the number of sweeps for pressure correction is
set at 4, while that of all the other variables is set at 2.

It should be noted that the specification of large number of
sweeps is not desirable, since the solution is only tentative
after all.

2.6.1 Underrelaxation

Underrelaxation is usually employed for nonlinear problems

to avoid divergence in the iterative solution process.

For all the dependent variables other than pressure, the
underrelaxation comes through the modification of the coef-
ficients of Eg. (15), that is, the underrelaxed equations are
solved by the line-by-line solver,
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l.et a be the underrelaxation factor. It can be readily

] shown that the underrelaxed form of Eg. (15) is given as
al al
P _ - p *
T T 5 e T I
l where a! = a,-b. This is the equation which is actually solved

P P
by the line-by-line solver.

The pressure density and viscosity (effective viscosity) are
underrelaxed via

= ayp + (l-a) 51a

In the present calculations, all the underrelaxation factors are
set at 0.5.

2.6.2 Convergence

d
o
.
N
l-
N
L
[

The convergence criterion is somewhat arbitrary and is
supplied by the user. The present code uses the discretized
Eq. (15) to derive the convergence criterion., From Eg. (1l5) a
residual R is defined as

Hence, if the discretized equaticon is satisfied, R will be zero.
Presently, the sum of all | R| 's over the interior grid points is

normalized by appropriate reference value for each 3, and the

resulting values are used to test convergence. All the residuals
are monitored to see the convergence history. HNumerical calcula-
tions reported here are based on the criterion that the maximum
of the normalized residuals be less than 10~4 for flows involving
a single species, and be less than 10~2 for flows invelving two

species,
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SECTION 3
PRELIMINARY NUMERICAL CCOMPUTATIONS

As indicated in Paragrach 1.3, the numerical modeling of the
centerbody combustor flowfields rapresented several vhases ang
addressed a number of aspects. These ranged from preliminary
computations directed toward the familiarization and examination
of the AFWAL/PORT version of the TEACH-T program to full-fledqged
numerical simulation and comparison with experimental data. A
summary of the preliminary calculations completed in the nresent
modeling efforts is presented in Table 4. In this section we
discuss the details of these preliminarv computations. Further
modeling refinements and selected results are discussed in the

next section.
3.1 APL CONFIGURATION

The initial computations for the isothermal flowfield
with 2 kg/s air and 8 kg/hr CO; flows resulted in numerical
instabilities, convergence failures, and nonphysical flowfields.
These computations used the two-equation turbulence model in
the code. Careful examination of the code revealed that the
AFWAL/PORT version of the code was written only for the reactina-
flowfield computations. At the suggestion of Dr. Roguemore, we
contacted Mr. Russ Clausl? of NASA/Lewis who had been operating a
version of the "TEACH" Code to predict the APL combustor
flowfields. It turned out that this version was specifically
written for nonreacting-flowfield computations involwving

one-component fluid.

Accordingly, we decided to modify the AFWAL/PORT version to
perform the nonreacting-flowfield computations., For this
ourpose, we resorted to the artifice of specifying zero heat of
formation for the "fuel" (i.e., CO3). This resulted in the

desired isothermal flowfield as evidenced by the computed
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temperature field. Also, the value of the underrelaxation
: factors (see Paragraph 2,6.1) for all the dependent variables was
‘ changed to 0.5 to ensure better convergence. However, the
computed fields of axial velocity and COp mass fraction revealed
nonphysical characteristics. Further examination of the code
h . became necessary to determine the source of these uncertainties.
l We found that the AFWAL/PORT version requires correct
specification of excess air to determine the air flow rate from
the specified "fuel" flow rate. Thus, even when nonreacting
calculations are performed, depending on the flow rates of air
and CO, used in the computations, the appropriate wvalue of the

excess air must bhe determined and furnished as input to the

D - R

orogram., Once this requirement was satisfied, the mass-£flow

Ll
¥

calculations became consistent with the inlet wvelocity profiles

and the numerical computations proceeded smcothlv.,

:

3.1.1 Vvariations of Annular and Central Jet Flow Rates

The appropriately modified version of the TEACH Code was
used to compute the isothermal flowfields of the centerbody
combustor for different combinations of annular and central-jet
flow rates. Thus, the completed predictive modeling calculations
correspond to (a) zero annular flow and 4, 8, 12, and 16 kg/hr
central CO; flow; (b) 0.05 kg/s annular air flow and 4, 8, 12,

. and 16 kg/hr central CO, flow; (c) 0.5 kg/s annular air flow and
0 (actually 1073), 1, 2, 4, 8, 12, and 16 kg/hr central CO, flow;
(d) 1 kg/s annular air flow and 0, 2, 4, 6, 8, 12, and 16 xg/hr
central CO,p flow; (e) 2 kg/s annular air flow and 0, 4, 8, 12,
16, 18, 20, and 22 kg/hr central CO, flow; and (f) 3 kg/s annular
air flow and 4, 6, 8, 12, 16, and 18 kg/hr central CO, flow.

In (b) above, calculations were also made for 1 x 1072 kg/s
annular air flow and 4 kg/hr CO, flow. These calculations

vielded results identical with those of the zero annular flow and

4 kg/hr central flow. Finally, reacting flowfield modeling was

E done for 2 kg/s air flow and propane flow in the central idet,
-

!
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Only the case of 2 kg/hr propane resulted in converged s3°lutions
that were physically acceptable.

All these modeling calculations were conducted for the
41-x-34 computational qrid with nonuniform grid spacing in hoth
axial and radial directions. The axial extent of the
computational domain was 0.3 m. In both the annular and
central-jet inlets, only uniform axial velocity profiles were
used. In the two-equation turbulence model, standard values £for
the various "constants" were used. Finally, for the
spvecification of the values of the turbulent kinetic enerqgy and
the dissipation rate (through the specification of the inlet
length scale), only the default wvalues (TURBIN = 0.03 and ALAMDA
= 0.005) in the code were used.

The computed flowfields for the two-iet flows (2 kg/s
annular air flow and several CO; central-jet flows) exhibited
trends that were in conformity with the earlier Laser Doppler
Anemometer measurements., Quantitatively, however, the
calculations underpredicted the centerline forward
stagnation-point distances and overpredicted the rear
stagnation-point distances. It appeared that better agreement
between the predicted and measured results could be obtained by

varying the inlet turbulence length scales.

Some of the calculated results were plotted. These included
the axial nrofiles of the centerline mean velocities, turbulence
intensities, and CO; mass fractions. The radial profiles of the
axial velocity at an axial location of 12 ¢cm from the centerbody
face were plotted for the central flow rates of 0, 8, and
16 kg/hr. All these profiles showed the trends observed
experimentally. The axial profiles were, with respect to the
axial distance, normalized by the centerbody diameter. The
centerline mean velocity profiles were also obtained by
normalizing the axial distance with the centerline rear
stagnation point distance. However, the guantitative agreement

between the prediction and measurement was Dpoor.
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The single-jet calculations (with zero annular flow) showed
that the results correspond to those of a free jet, The cen-
terline axial velocity orofiles (velocity normalized by the 3et
exit velocity and the axial distance normalized by the initial
jet diameter) exhibited on a log-log plot clearly indicated the
fr=e turbulent-jet behavior. The results for the four central
flow rates of 4, 8, 12, and 16 Xg/hr correspond to a single curve
which showed a potential core up to 5 diameters, a slove of -1
between 7 and 55 diameters, and an axial velocity decaying to 10
percent of the initial welocity in 55 diameters. The axial
variation of the centerline turbulent intensity was also plotted.
iThen the turbulence intensity was normalized with respect to the
initial jet velocity, the axial profile showed an initial decay
in the potential core, a rapid rise between 5 and 10 diameters,
and a rapid decay beyond. However, when the normalization was
with respect to the local values of the centerline mean axial
velocity, there was a slow decay (from 8 to 10 percent to 2 to 4
percent) up to four diameters, a rapid rise to 30 percent
{between 10 and 20 diameters), and a gradual rise to 32 percent
beyond. While it is not clear if the initial decay is real, the
rapid rise and the plateauing are consistent with the earlier LDA
results. Because of the boundary condition representing the con-
£ined duct, in the absence of annular air flow the centerline
CO, mass fraction did not show any significant decay downstream
of the jet exit., C=lculations for 4 kg/hr CO, flow with 1

10-3 kg/s annular air flow showed identical results.

To examine the concentration decay at small annular air
flows, two-jet calculations were made for 0.05 kg/s annular air
flow and 4, 8, 12, and 16 kg/hr CO, flow. The computed results
for this set also showed the free-jet behavior for the centerline
axial velocity (normalized with respect to the initial velocity)
and the centerline CO, mass fraction. Indeed, both profiles
appeared to be identical (with the results of the four flow rates

coinciding).
41
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showed that the centerline wvarlation oI mean axial velocitv, =ir-
bulent intensity, COz concentraction, and tamperaturs was Con-
sistent wtih the exzecta2d trends., Hizher Zentral Ilow rasoas 404

Cur orelinminary exoeriance wizh the TZACH 2
reasonably correct trends 1a oredicting the centerbhody combu
flowfields, Further computations of the isothermal flowiialis
with diffarent 3rid spacings, with nonunifosrm inlec wveloscizv z=ro-

£iles, and with approporiate inlet lenqgth scales were necessarvy
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cefora imorovements in Juantitative pradictions and scalin

teria could be ootained. Accordiinalv, Juestions razlatina Lo 4ne
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qrid inievendence 2f the computad solutions, boundarv-laver

r

ieveloaoment 1n the inlets, and inlet turhbulence intensicy and
l2ngth scales were addrassed in several sensitivity tests,

3.1.2 Sensitivityv Tests

Qur calculations with 2 kg/s air flow rate and 4, 3, and
12 kg/hr CO, flow rates examined each of the above guestions

separately, as discussed in the following paragrapns.,
3.1.2.1 Grid Independence of Solutions

Numerical experiments were carried out with the uniform
inlet velocity profiles and default values for the inlet kinetic
energyv and length scale parameters; however, nonuniform grid
intervals 50 percent larger than the earlier ones were emploved,
The results of the centerline stagnation points (distances in

meters) are shown in Table 5.

The earlier results with finer grid svacings had underora-
dicted the locations of the forward stagnation poilnts anA?
overvredicted those of the rear stagnation ooints. The use o
cruder grid intervals, however, decreases both stanmnatcion 3is-
tances, thereby maxing the disagreement hbetween neasurement 3

nraediction for the forward staqgnatinn distance worse (2xcedt th-2
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TABLZ 3
INFLCENCE OF GRID SPACINGS
ON {APL) CENTERLINE STAGNATION DISTANCES
'CENTRAL JET CENTERLINE STAGNATION DISTANCES, a1 \
FLCW RATE TORWARD STAGNATION 7 REAR STAGNATION -
| kg/hr ! 30% LARGER | { ]
j INITIAL GRID | (CRUDER) . _INITIAL GRID | 50% LARGER !
: /
i 4 0.0198 0.0185 ’ 9.184 , 0.176 ;
| 3 9.0562 0.0543 | 9.139 i 3.180 I
{
| 12 0.0854 0.0871 ' 9.191 f 0.183 (
| ] I |
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12 kg/hr case)., All the same, the changes due to the cruder grid
intervals are only on the order of five percent. Thus, it would
seem that the computations do exhibit adequate grid independence

in the range of grid intervals investigated in the computations.
3.1.2.2 1Influence of Inlet Velocity Profile

The effect of the boundary-layer development in the inlets
is shown in Table 6. For this purpose, the inlet velocity pro-
files employed were uniform everywhere except at the grid nodes
adjacent to the inlet walls where the velocities were 95 percent
of the uniform values. The older grid intervals and default
values of TURBIN and ALAMDA were used.

The boundary-layer growth in the inlets tends to increase
both stagnation distances. While this is in the desired dirsc-
tion for the forward stagnation distance, it makes the departure
from the measurement for rear stagnation distance worse.
However, the change in the latter case is only on the order of
three percent, thus showing that the effect on the rear stagna-
tion point is very small. In the case of the forward stagnation
point, the change is about seven percent for 4 kg/hr, four per-
cent for 8 kg/hr, and five percent for 12 kg/hr, It may be
recalled that the departure of the prediction from the measure-
ment is also higher at lower central flow rates. Thus, it
appears that the use of the nonuniform inlet velocity profiles
would result in better agreement bhetween measured and predicted
forward stagnation distances, without causing significantly

greater disagreement £for the rear stagnation distances.
3.1.2.3 1Influence of Inlet Turbulence Parameters

Computations that examined the influence of inlet turbulent
kinetic energies and length scales emploved the values of 0.06
for TURBIN and 0.05 for ALAMDA (). These are respectively twice
and ten times the default values for these parameters. Flat
inlet velocity profiles and finer grid intervals were used.

Table 7 presents the results.
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‘; TABLE 6

INFLUENCE OF INLET VELJICITY PROFILES
ON (APL) CENTERLINE STAGNATION DISTANCES

]

{ CENTRAL JET | __ CENTERLINE STAGNATION DISTANCES, m

[ FLOW RATE . FORWARD STAGNATION REAR STAGNATION

L kg/hr "TLAT SROFILE | 958 PROFILE | FLAT PEOFILE | 958 DROFILE

| ] | | !

‘ 4 | 0.0198 { 0.0212 0.184 0.189 ;
|

! 8 i 0.0562 ! 0.0582 0.189 0.193 :

) 12 | 0.0854 i 0.0898 0.191 L i
|

J | | ! |
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TABLE 7

INFLUENCE OF INLET TURBULENT INERGIZS AND LENGTH 3CALZS
ON (APL) CEINTERLINE STAGNATION DISTANCES

CENTRAL JET CENTERLINE STAGNATION DISTANCES, m
FLOW RATE FORWARD STAGNATION REAR STAGNATION
kg/hr 0.03/0.005 0.06/0.05 0,03/0.005_ T 0.08/0.05
( 4 0.0198 0.0205 0.184 0.185
i 3 0.0562 0.0574 0.189 i 0.191 : ‘
; 12 0.0854 0.0861 0.191 ’ 0.193 %
| il

R A .ufrvvlr."ﬁ,'
. . e
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. It is clear that the effect on the rear stagnation distance
- is on the order of only one percent. For the forward stagnation
3’ distance, the change decreases from about 3.5 percent at the
o lowest central flow rate to about 0.8 percent at the highest.

o Again, the perceived changes favor the forward stagnation dis-
. tances. To isolate the influence of the length scales from that
li of the turbulent energies, calculations were made for different
ﬂi values of TURBIN and ALAMDA for the central flow rate of 8 kg/hr.

- These results are shown in Table 3.

It is seen that doubling the length scale increases the for-
ward stagnation distance by 0.9 percent and the rear stagnation
distance by 0.5 percent. However, doubling the turbulent kinetic
energy (although at the larger length scales) increases the for-
ward stagnation distance by 1.4 percent and the rear stagnation
distance hy 1.6 percent. Doubling the kinetic energy and
increasing the length scales by ten times appear to be better
than doubling both the kinetic energy and the length scales in
the sense that, in the former case, the increase in forward
stagnation distance is accompanied by a lesser increase in rear
stagnation distance. However, it must be reiterated that the
perceived changes are too small to bhe significant, especially at
higher central flow rates.

3.1.2.4 1Influence of the Exit Boundary Location

A single computation for the central flow rate of 4 kg/hr
was made with flat inlet velocity profiles and default values of
ALAMDA and TURBIN but with an axial computational extent of
1.2 m. This corresponded to the 39-x-39 computational grid of

Sturgess and Syed.6 Since the radial extent is fixed by the duct
radius (of 12.7 cm), the radial grid intervals were Xkept the same

:3 as our earlier (finer) grid but the axial grid points were those
- .

F! of the 39-x-39 grid. This resulted in a forward stagnation

b distance of 0.0209 m and a rear stagnation distance of 0.18 = (as
- compared to our benchmark values of 0.0198 m and 0.184 m). To

b .

-

-
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i TABLE 8

INFLUENCE OF ALAMDA AND TURBIN TCR 3 Xg/hr COZ FLOW

T , : TENTERLINE }

TYRBIN | ALAMDA | CLENGTH SCALES., mm | STAGNATION DISTANCES, m |

| [~ CENTRAL ANNULAR | TORWARD RESR

|

0.03 0.005 0.012 0.285 0.0562 0.189 i
0.03 0.01 0.024 0.57 0.0567 6.190
0.06 0.01 0.024 0.57 0.0575 0.193
0.06 0.05 Q.12 2.85 2.0%74 0.191

-
2
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:f investigate this computational grid further, flowfield com-

;t putations were completed for the three central jet CO, flow rates
of 4, 8, and 12 Xg/hr. Nonuniform inlet velocity profiles of the

type used earlier and the values of 0.05 and 0.06 respectively

for ALAMDA and TURBIN were employed in these calculaticons. The

centerline distances of the forward and rear stagnation points

are as follows: 4 kg/hr : 0.0216 m and 0.188 m; 8 kg/hr :

0.0634 m and 0.195 m; 12 kg/hr : 0.0964 m and 0.196 m. Thus, it

became clear that all these computations predicted centerline

Yﬁ'ﬁ-. e
TR et e
B L e »

IS
¢
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rear stagnation distances typically 50 percent larger than the
measured distances.l0 Perceived influences of changes in grid
intervals, inlet velocity profiles, inlet turbulent energies and
inlet length scales did not result in better agreement between

the predicted and measured values,

3.2 U0CI CONFIGURATiON

A centerbody combustor of roughly 1/5 scale model of the APL
configuration is being operated at the University of California,
Irvine, Since some experimental data were available for this
combustor,21 it was of interest to obtain the predictions with
our TEACH code. For this purpose, the computations have employed
values of 50.8 mm, 28 mm, and l1.27 mm respectively for the
diameters of the duct, the centerbody, and the fuel tube.
Subsequently, we were told that the actual UCI dimensions were
slightly different, viz., 51 mm, 30.5 mm, and 1.3 mm. It is
noted that neither set exactly corresponds to a 1/5 scale model
of the APL combustor. Our computations were carried out with
respect to the former set of dimensions.

3.2.1 vVvVariations of Annular and Central Jet Flow Rates

The slight difference in the dimensions of the configuration
indicated earlier meant that a reference duct velocity of 7.5 m/s
corresponds to an annulus velocity of 11.7 m/s in the UCI experi-

ments and an annulus velocity of 10.77 m/s in our calculations.
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All the calculations for sensitivity tests were done for the
‘ annulus air velocity of 10.77 m/s. The UCI experimental results
2! were reported in terms of the overall equivalence ratios. Thus,
- for an equivalence ratio of 0.02 and annular air velocity of
EQ 10.77 m/s, the central CO, inlet velocity was 11.04 m/s. For
- this value of CO, velocity and an equivalence ratio of 0.05, the
I: annular air velocity was 4,31 m/s. Accordingly, the predictive
‘ calculations corresponded to (a) annular air velocity of
10.77 m/s and central CO, velocities of 0, 5, 10, 15, 20, 25 and
o 30 m/s; (b) annular air velocity of 4.3l m/s and central COj
:Il velocities of 0, 2.5, 5, 7.5, 10 and 15 m/s. In both of the
- above cases, the highest COj; velocity cases resulted in the
complete penetration of the recirculation region by the central
jet.

3.2.2 Sensitivity Tests

0

The numerical calculations that examined the sensitivity of

;.
e

model parameters were based upon the annular air velocity of
10.77 m/s and central CO, velocity of 11.04 m/s. The two major
tests related to the turbulence Schmidt number o, for the dissi-
pation equation (see Table 1) and the constant ¢, in the k-¢
model [see Eg. (4)].

u

3.2.2.1 Influence of o

In the TEACH code, the eddy viscosity (the momentum exchange
coefficient) is computed from Eq. (4). The exchange coefficients
for other variables are obtained by prescribing the values of the
appropriate Schmidt numbers, o¢. Thus, as shown in Table 1,
constant values of 1 and 1.3 are used for o and o,
corresponding to the variables k and e. The default value used
for o, in the AFWAL/PORT TEACH version, however, was 1.2l and all
the earlier computations had been performed for this value. We
wanted to find out if the prediction of the rear stagnation point

is influenced by o¢.. For o, = 1.21, the normalized forward and
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rear stagnation distances (normalized with respect to the center-
- body diameter) were found to be N,4565 and 1.2569. Variation of
g, from 0.80 to 1.40 in steps of 0,10 showed that, except for

v -
PR

3. = 0.80 (when both fore and aft stagnation points moved farther
: downstream), the value of o, did not have much effect on the pre-
N . dictions. 1In particular, for o, = 1.3, the fore and aft stagna-
i tion points were at the normalized distances of 0.4508 and
1.2575, In terms of the ratio of the stagnation distances and
the ratio of inlet velocities, this result corresponded to zp/2p
= 0.3585 and Wp/Wp = 1.025. While the results for o, = 1l.21 and
o = 1.3 did not differ significantly, from the viewpoint of com-
parisons with other TEACH predictions all the subsequent predic-
tive results were obtained for o, = 1.3.

3.2.2.2 Influence of cy

To examine the influence of c, a set of computations was

carried out for the same air and CO, velocities as selected

.((fl.

earlier. The value of o was kept at 1.21. The values of

¢, tested were 0.12, 0.15, 0.25, 0.35, 0.90, and 1.20. As seen
in Figure 3, ¢, has a very strong influence on the results.
Increasing the value of ¢ resulted in decreasing both the fore
and aft stagnation distances. Thus, we get for ¢, = 0.12, the

u

values of 0.3745, 1.1308, and 0.3212, and for c, = 0.15, the

values of 0.3308, 1.0509, and 0.3148 as the normalized forward
stagnation distance, the normalized rear stagnation distance, and

their ratios. It 1is interesting to note that an air stagnation
distance of roughly one centerbody diameter can result from a
cy value less than twice the accepted value of 0.09. Since an

increase in c leads to an increase in the turbulent eddy viscos-
ity, it would seem that this can result in an enhanced turbulent
mixing rate in the recirculation vragion, which tends to mitigate
the overprediction of the rear stagnation point. No doubt this

T

is a rather crude explanation, in view of the fact that the
influence of c, is pervasive in the differential equations for
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Figure 3. Influence of c¢;; on the Centerline Stagnation
Points (UCI Combustor).
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axial and radial momentum, turbulent kinetic energy, and tur-

;] bulent dissipation.

3.2.2.3 Other Effects
fﬁ All the above computations were performed with the 41-x-34
;f' grid and with the exit-plane boundary of the computational domain

being located a distance of 6.2 cm from the face of the cen-
terhody. The parameter TURBIN for the inlet turbulent Xkinetic
energy was specified as 0.03 and the parameter ALAMDA for the

L
s e

Lot e
Stata

inlet turbulent length scale was specified as 0.005. A limited
number of sensitivity tests were conducted to ascertain the
influence of grid size and of the length-scale parameter ALAMDA.
The value of ALAMDA employed for this purpose was 0.05 and the
coarse axial grid intervals corresponded to roughly 1.6 times the
previous grid intervals. This yielded an exit-plane boundary
location of 10 cm. These tests used o, = 1.3 and ¢, = 0.09. The
general effect of the ten-£fold increase in the inlet turbulence
length scale, or of the cruder grid size, or of the farther exit
boundary was to move both the forward and rear stagnation points
slightly upstream. The changes were relatively insignificant,
and this conclusion conformed to the results of the sensitivity
testing reported in Paragraph 3.1.2 for the APL configuration.

3.3 SIMILARITY CONSIDERATIONS

The preliminary studies of the centerbody configuration
indicated that the numerical predictions resulted in qualita-
tively correct flowfield characteristics. This observation was
essentially based upon the axial variation of the centerline mean
axial velocity and turbulence kinetic energy. For the entire
range of central jet flow rates from the annular jet dominant
regime (where the central jet is completely turned back toward
the centerbody) to the central jet dominant regime (where the
central jet completely penetrates the near-wake recirculation
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region), the numerical results were consistent with the
experimental trends. However, as emphasized earlier, the
quantitative results of the centerline stagnation points were not
satisfactory. In particular, the numerical calculations
underpredicted the forward stagnation points and overpredicted
the rear stagnation points. Since the parameter sensitivity
tests failed to explain this discrepancy between the predictions
and measurements, it was of interest to ascertain whether the
numerical calculations demonstrate internal consistency with
respect to certain well-known characteristics of free turbulent

shear flows.

Of special interest was the radial variation of the mean
axial velocity field. Sufficient experimental evidence exists
for the similarity of mean velocity profiles in free turbulent
shear flows as occurring in jets and wakes. In successive axial
stations in the downstream direction, the mean axial velocity
profile in the radial direction exhibits the more or less
bell~shaped curves under suitahle normalizations of the velocity
field and lateral distance. Since the similarity of mean axial
velocity field is the necessary condition for correctly
oredicting the flowfield behavior, our preliminary numerical
results of the centerbody flowfields remained to be checked Efor
this aspect.

3.3.1 Centerbody Combustor Configurations

The TEACH code predictions of the radial variation of the
mean axial velocity in both the APL and UCI configurations were
examined from the viewpoint of obtaining universal profiles. For
this ourpose, the data of radial coordinates, r, and axial velo-
cities, W(r), were normalized following the suggestion of
Abramovich.4? The normalized radial coordinate is defined as ar
: (r-rg,g)/(rqg,9=rg,1) and the normalized axial velocity is

defined as &W = W(r)-Wpin./ Wmax~"min)- Here, Wp., and Wy, are
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the maximum and minimum axial velocities at any gilven axial sta-
tion. The values of rqg,9, rg,s5s, and rp,)] corresopond to the
radial locations f{at anv given axial station) whera (W-Wqin) is
respectivaly 2gqual 5 90, 350, and 10 vercent Of (Wnqax—='min) {2t

the same axial station).
3.3.1.1 UGCI Configuration

For the UCI configuration, experimental conditicns in
Reference 21 corresponded to a reference velocity in the duct of
7.5 m/s and overall equivalence ratios of 2.02 and 0.05. For
aumerical modeling, two different annular air flow rates were
considered, corresponding to the walues of 10.77 m/s and 4.31 m/s
for the annular air velocities. Ffigures 4(a) through (g) prasent
the rasults for the air velocity of 10.77 m/s. The central-iet
exit velocity for COp ranged from nearly zero to 30 m/s, in steps
of 3 m/s. For all cases except the highest COp flow, reverse air
flow occurred, giving rise to two stagnation polnts on the cen-
terline., As anticipated from the extravclated results for the
centerline peak negative axial velocity as a function of COj exit
velocity which gave a value of 28 m/s for the "breakthrough"
velocity, the centerline reverse flow was completely eliminated
for the 30 m/s case. .

We note that the above results cover the entire range of
conditions from the annular jet dominant case to the central jet
dominant case. With the centerline rear stagnation ocint (when
it exists) being located at normalized axial distances (z/D) of
1.2? through 1.31, the radial orofiles presented correspond o
both inside and outside the recirculation region., Ffinally, in
figure 4(c) through (£f) (for COp exit velocities 10 through
25 m/s), the axial stations considered are upstream and
downstream of the centerline forward stagnation »oint. An
inspection of the normalized radial profiles of the mean axial

velocity reveals the tendency toward a universal similaricy
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Figure 4. Mean Axial Velocity Predictions for the (UCI)
Centerbody Configuration.
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Figure 4. Mean Axial Velocity Predictions for the (UCI)
Centerbody Configuration.
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Centerbody Configuration.
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profile. The solid line in all these figures is the result for a

free jet (reproduced from Abramovich).%4?

It must he noted here that although it is not explicitly
pointed out in Abramovich,4? some care is required in obtaining
the set of radii rg 1. rg,5, @and rg g. It appears that monoton-
icity is a necessary condition in that either of the inequalities
rg.1 > rg.5 > rg,9 Or rg,1 < rg,5 < rg,g must be strictly valid
for the normalization (r-rg, 5)/(rg,9-rg,1) to be unambiguous. It
is easy to see that the former inequality applies for the annular
jet near the confining duct and the latter inequality applies for
the central jet near the centerline. While at some axial sta-
tions and under certain flow conditions a single set of radii may
suffice all the way from the centerline to the duct wall, in
general it has been found that upstream of the rear stagnation
point both inequalities occur. When two such sets of radii
exist, the resulting normalizations conform properly to the uni-
versal profile in their respective regions and deviate from it
in the other. For example, one set of radii is appropriate for
-1.25 < ar < 0 and the other for 0 < ar < 1.25. The results pre-
sented here are the composites of two such normalizations with
the deviant portions of the curve being deleted in the figures.
Although the implications of these observations are not clear, it
seems that jet-like and wake-like behaviors occur in the

appropriate regions.

Furthermore, for the free jet issuing into a quiescent
region, Wpayx Occurs at the centerline and ¥Wgj, (= 0) occurs
asymptotically at the "edge" of the jet. Thus, both & and ar
are unambiguous. The juxtaposition, however, of the confining
duct, annular jet, centerbody-wake region, and central jet does
introduce an essential element of nonuniqueness. For example,
when the central jet still retains its forward momentum, the

centerline axial velocity is positive and is also greater than

(o)
(&)

W WL ) P .




the axial velccities at neighboring off-centerline radial
locations. Thus, the centerline velocities represent Wpay at
those axial staticns. Downstream of the forward stagnation
ooint, the centerline axial velocities are negative and
correspond to Wpjn for the axial locations between the forward
and rear stagnation points. It is also easy to see that upstreanm
of the forward stagnation point there are off-centerline radial
locations where the axial velocities are negative and represent
Amin at those axial locations. Similar off-centerline obser-
vations can be made when the central jet has eliminated the
reverse flow on the centerline. These differences account for
the discrepancies between the normalized curves for the free jet
and the centerbody flowfield.

The above comments are further confirmed when we examine the
behavior of the universal curve as a function of the exit
velocity of the COy jet. With increasing central jet velocity,
the tendency of the predicted data to show greater conformity

with the free jet curve is unmistakable. Also, we notice the

S velocity "overshoot" for 0.25 < Ar < 0.50 for the different axial
' locations (the closer the axial.location to the centerbody, the

larger the discrepancy). An examination of the raw data shows

that this region denotes the entrainment of the COy jet by the
shear layer of the annular jet, Clearly this effect should
diminish as the strength of the central jet increases. This is

evident from Figure 4(f) and (g).

In Figures 5(a) through (f), the predicted results for the
air velocity of 4.31 m/s are shown for the central-jet exit
@? velocity for CO» ranging from nearly zero to 15 m/s. Since the
‘ critical exit velocity for "breaking through" the recirculation
y reaion is found to be 12 m/s by extramolation, the flowfield for

15 m/s COp exit velocity represents the central jet dominant
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Figure 5.

Mean Axial Velocity Predictions for the (UCI)

Centerbedy Configuration,

62

Yo L W ¥ v TR TN Y e




'k F 1
d
X
+
y
y
°
:
4
N
«
i

X Wy = 4.31 mis | ok

o) We = 5.00 mis -
-l o

B ZID

20.19 1.41 O-8F

;R 00.50 v1.62

o 80.78 ®1.83 206

- +1.03 %2.05 3

x1.22
Free Jet

=

L 1 L | 1 1 e
08 -06 -04 -02 0 02 04 06 08
ar
(c)
Wy = 4.31 mis ' OF -
We = 7.50 mis 2
2D 0.8+
90.50 x1.41
00.78 ©1.62
l a1.03 9183 3061
i L2 w05

—Free Jet

1 1 1 1 1 1 )

-08 -06 -04 -02 0O 02 04 06 08
ar
(4)

Figure 5. Mean Axial Velocity Preditions for the (UCI)
Centerbody Configuration.
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regime wherein the reverse flow along the centerline is
eliminated, The normalized profiles exhibit similarity as before
and these data also confirm that the universality of the velocity
profile holds at different annular air velocities as well.

3.3.1.2 APL Configuration

The predicted results for the APL configuration are shown in
Figures 6(a) through (c). Here, the flowfields considered are
those for the annular air mass flow of 2 kg/s and central COj
mass flows of 4, 8, and 16 kg/hr. Although TEACH computations
were completed for other annular air mass £flows of 0.07, 0.5, 1,
and 3 kg/s and for a large range of CO, mass flows in each case,
Abramovich-type normalizations were not done for all these cases.
However, from the smaller subset seen in Figure 6, it is clear
that combustor scaling preserves the similarit& of the radial
profile of the mean axial velocities.

The foregoing observations based upon TEACH code predictions
are strengthened by an examination of experimental data of the
profile measurements in the APL configuration. The normalization
of all the available datal2:/43 for annular air mass flow of
2 kg/s is seen in Figure 7. It is clear from these data that the
predicted behavior is real in the centerbody configuration.

3.3.2 O0Other Flowfield Configurations

In view of the observed universal nature of the radial
variation of the axial velocity in the centerbody configuration,
it is of interest to examine other flowfields investigated in the
literature. Figure 8, which shows the configuration and the
normalized results of Abramovich and Vafin,%2 forms the basis of
our line of inquiry. This confiquration is quite similar to that
of the centerbody combustor. It differs only in the absence of
the central jet and in the much shorter length~to-diameter ratio
of the centerbody. The previously noted departure of
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_ Figure 6. Mean Axial Velocity Predictions for the (APL)
" Centerbody Configuration.
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experimental data from the free jet behavior is clearly observed
here. Furthermore, one notices the large acceleration of the
annular flow and the consequent reduction of the houndary-laver
growth in this configuration. It appears that Zrom the results
of our centerbody configuration, which has a greater propensity
for boundary-layer growth, the similarity of the mean velocity
profiles does not depend strongly on the presence of the
centerbody boundary layer.

The flowfields discussed thus far represent confired flows
because of the presence of the outer duct wall. An example of an
unconfined flowfield is that downstream of an annular nozzle,
investigated by Ko and Chan.%4 while the complete details of
their configuration are not available, the annular jet is formed
oy the flow of a uﬁiform stream over one end of a long cylinder,
with its axis aligned parallel to the direction of the stream and
located concentrically inside a converging duct. The trailing
end of the cylinder is made flush with the exit plane of the duct
(see the upper part of Figure 9). The outer diameter, Dy, Of the
annular jet is 6.2 cm and the inner diameter, Dj, (which is the
diameter of the cylinder) is 2.8 cm, giving a blockage ratio
(= 1 - p2/p2) of 0.80 (the value quoted in the paper is 0.78:.
For the APL configuration, the blockage ratio 1s 0.70.

The hot-wire measurements of the axial velocity as a
function of the radial position at different axial locations are
shown in the normalized coordinates in the lower part of Figure
9. Ko and Chan superimposed the confined annular jet results of
Abramovich and Vafin42 as well as the results of the single jet
and demonstrated the existence of similarity of the mean velocity
profiles for their unconfined configuration. We note that the
farthest axial station of their measurements is at 1.1l cylinder
diameter, just short of the centerline reattachment point

{located at 1.1l cvlinder Aiameter). Our predictions for the
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centerbody confiqurations, however, extend to more than two
diameters of the centerbody (thus, farther downstream of tne
reattachment point) and still retain the similarity of the axial

velocity field.

Although the upstream details of the forebody and the outer
converging nozzle are not provided by Ko and Chan, we may
conclude that their annular jet stream is nearly axial at the
exit plane. While the boundary-layer growth on the inner wall of
the nozzle is expected to be minimal, there can be appreciable
boundary-layer development on the cylinder, depending on how long
it is. An exit configuration exhibiting little boundary-layer
effects but which introduces a radial velocity component at the
exit plane is the annular jet of Dur3ao and Vhitelaw, 43
illustrated in the upper part of Figure 1l0(a). This is again an
unconfined flowfield, downstream of a disk concentrically located
inside a converging nozzle. Laser Doppler velocimetry was
employed to furnish the axial and radial velocity components
downstream of the disk. The exit-plane measurements revealed a
significant radial velocity component. We have presented their
raw data of the radial variation of the mean axial velocity in
the normalized form, as seen in the lower part of Figure 10(a).
The results shown here pertain to the disk of 14.2 mm diameter
{giving a blockage ratio of 0.50) and an exit axial velocity of
26.8 m/s., For these conditions, the centerline reattachment
point is located at one disk diameter downstream. The normalized
results show that the velocity profiles in the near field
(upstream of the stagnation point) do not exhibit similarity.

The deletion of the data corresponding to the first two axial
stations (i.e., at 0.14 and 0.42 disk diameters) as illustrated
in Figure 10(b) clarifies this point. We believe that the
presence of significant outward radial velocity component in the
annular stream very close to the exit plane distinguishes this

configuration from all the other configurations discussed earlier
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Figure 10 (a). Mean Axial Velocity Measurements45 for the
Unconfined Annular Jet Around a Disk.
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\ Figure 10 (b). Mean Axial Velocity Measurements?> for the
F Unconfined Annular Jet Around a Disk.
3

74

RIS WAL TS, VLIPS T DU e b i D




and thereby contributes to the marked departure from similarity.
Farther downstream, where the radial velocity components are
directed inward (toward the centerline), the flowfield begins to
resemble all the near-wake flows considered earlier (presumably,
the downstream flow development no longer retains the memory of

. the initial profile at the exit plane).

The foregoing lends support to our viewpoint that all the
flowfields investigated so far belong to one class of turbulent
flows which obeys certain similarity considerations for the mean
El axial velocity. The composite of all the data (predictiqns and
] measurements) for all the configurations displayed in Figure 11
éf vividly demonstrates this point.

3.3.3 Species Concentration Fields

-
F’ Previous fluid dynamic studies have shown that when
- temperature and species concentration effects are present,

suitably normalized temperature and concentration variables also

exhibit similarity (see Ref. 42, for example). In our isothermal
predictive modeling of the turbulent mixing of air and COjp, the
results of the radial variation of CO, mass fractions at
different axial locations are available. Abramovich-type
normalizations for the mass fraction profiles, however, have
failed to yield the universal profiles. Profiles of variables
such as the mole fractions of CO; or the concentration (in
moles/unit wvolume) of CO, have also been unable to conform to

similarity considerations.

We found these results somewhat puzzling. Having
established the similarity of axial velocity fields, it was
difficult to accept that the species field behaves differently.

A possible source of this discrepancy is the use of unity Schmidt

number for determining the turhulence exchange coefficient for
the species field from the values of turbulent eddy viscosity in

the predictive calculations. However, this effect is expected to
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Figure 1l. A Composite of all the Predicted and Measured
Results.
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be generally insignificant. A more serious pitfall may be the
rather small amount of CO, present (compare a 2 kg/s air mass
flow with an 8 kg/hr CO, mass flow). The numerical results
indicated that the conservation of CO; mass was not satisfied
over the duct cross section at each axial location--the CO, mass
flow was underestimated by as much as 50 percent, especially near
the forward stagnation point., While the velocity field remained
largely unaffected {(as evidenced by the similarity) by the
failure of the CO, mass conservation (in view of the trace amount
of CO, overall), this was not likely to be true of the radial
variation of CO5 concentrations. Clearly this aspect needed
further study. Whether the lack of similarity for COj
concentrations was due to the inadequacy of numerical modeling
may perhaps be ascertained by examining the APL experimental data
(of probe sampling of CO5) for Abramovich-type normalizations.
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SECTION 4
REFINEMENTS AND SELECTED RESULTS

Although the comoputational results reported in the previous
section demonstrated that the TEACH-type numerics and the k-¢
turbulence model possessed the capability to predict physically
correct flowfields in the centerbody combustor configuration, the
comparison with the experimental data found these predictions
wanting. Further computational investigations were necessary for
obtaining improved predictions. Several areas of refinement were

examined and these are discussed in this section.
4.1 INFLUENCE OF DIFFERENCING SCHEMES

Some TEACH code calculations were carried out to study the
effects of dAifferent differencing schemes on the centerline
locations of stagnation points. It had been noted earlier that
the TEACH code results underpredicted the forward stagnation
point and overpredicted the rear stagnation point. While the
latter is expected to be affected by the strong streamline
curvature in the vicinity of the rear stagnation point and the
failure of the standard k-¢ model to include this effect, the
amount of numerical diffusion inherent in various differencing

schemes appears to affect significantly the former.

In the TEACH code, the convective terms have been discre-
tized through the "hybrid" upwind differencing scheme (see
Paragraph 2.4.,2). We completed some calculations by replacing
this scheme with the power-law differencing scheme (see Paragraph
2.4.3). For the case of 2 kg/s air flow and 8 kg/hr CO; flow,
the centerline locations of the forward and rear stagnation
points (in terms of the centerbody diameter) were as follows.
Forward: 0.401 for "hyorid" upwind with fine grid, and 0.428 and
0.44 for power law wizh fine ard coarse grids respectivelv.

Rear: 1.347 for "hybrid" upwind with fine grid, and 1.340 and
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:f 1.314 for power-law with fine and coarse grids respectively. We
- note that the power-law scheme results in 7 to 10 percent

1! increase in the forward stagnation point distance and 0.5 to 2.5
percent decrease in the rear stagnation point distance. Both
these changes are in the desired direction but, as pointed out
b- earlier, the rear stagnation point is less sensitive to the

!I change in the differencing scheme.

4.2 CO9 MASS CONSERVATION

f Additional computations were carried out to examine the mass
entrainment of one jet by the other. For the ducted flows
exemplified by the centerbody combustor configuration, the con-
cept of entrainment is different from that of unconfined (frese)
jet flows where additional mass is entrained from the ambient
fluid. Here, the confining boundary implies that there is no
additional mass being entrained, but due to turbulent convection
and diffusion, there is a redistribution of the air and COQ mass
fluxes at different axial and radial locations. This is readily
seen in Figure 12, We note that when the annular air flow
dominates the flowfield (encountered typically at air flow rates
of 2 kg/s and CO; flow rates of 4 or 8 kg/hr), the central CO,
flow is brought to rest on the centerline by the reverse flow of
air, carried radially outward, and entrained by the inner region

of the annular air.

Before these local redistributions can be quantified, it was
necessary to assure ourselves that the global mass conservation
was satisfied. Unfortunately, our integrated mass-flow results
revealed that while the annular air mass flow is conserved at all
axial locations, the central CO, mass flow failed to satisfy mass

conservation. At axial locations in the vicinity of the cen-
terline forward stagnation point, the integrated (O, mass £low
was underestimated by as much as 50 percent. Our preliminary
results indicated that this discrepancy arose in bhoth "“hybrid"-

upwind and power-law differencing schemes.
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An examination of the code showed that the mass conservation
was satisfied only for the air/COjp mixture through the overall
continuitv equation in the so-called SIMPLE procedure24 for
pressure correction. Note that for CO; mass flows of 38 kg/hr and
less, the ratio of CO, mass flow to air mass flow is of the order
of 10~3 when the air flow is 2 kg/s. Thus, it appeared that the
failure to satisfy CO, mass conservation might be traceable to
the insignificant contribution made by the CO, jet to the total
mass flow. Figure 13 shows the integrated axial mass flow of air
and CO, (per unit radian of the cross section) at different axial
locations, Our first set of TEACH code computations employved the
value of 0.05 for the inlet turbulence-length-scale parameter i
and the computational grid denoted A. The nodal distribution of
this grid is shown in Figure 1. Figure 13 shows that air mass
flow satisfies the conservation requirement very well. The COy
mass flow, however, increasingly diverges from the conserved
value and is off by nearly 20'percent (of the inlet value) at the
exit boundary of the computational domain. At the cross section

corresponding to the centerline forward stagnation point, the
integrated CO, mass flow attains a minimum.

It seemed to ! -hat the observed discrepancy in CO, mass
conservation may be due, at least in part, to poor spatial
resolution of the computational grid. 1In Figure 1 we see that
the grid A is characterized by densely populated grid nodes near
the centerline and centerbody face and rather sparsely populated
nodes near the duct boundary and exit. In particular, the
annular region has only eight interior grid points in the radial
direction. Although the spatial resolution is quite good toward
the bottom left of the computational domain, which is normally
the region of interest for the CO, jet, under the annular
dominant regime considered here the COj; jet 1s turned into the
annular region. Thus, the calculations for the (D; mass fraction

and the integrated mass flow are greatly affected by the poor
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spatial resolution in this vegion, especially in view of the
rather small value of CO, mass flux. Therefore, a distribution
0of grid nodes showing better spatial resolution in the annular
region can be expected to result in less discrepancy with the
conservation reguirement. This conjecture also seemed plausible
in view of the calculations for the central jet dominant regime
(wherein the C0O, jet "breaks through" the bluff-body
recirculation region) which satisfied the mass conservation

requirement.

To test this hypothesis, we completed calculations with the
grid denoted B shown in Figure 14. By a redistribution of the
grid nodes in the radial direction, grid B resulted in thirteen
nodes in the interior of the annular reginn. The results for
this case (for X = 0.05) seen in Figure 13 indicate that our
conjecture is essentially correct. The conservation of CO, mass
flow is much better everywhere, except near the forward stagna-~
tion point. That the spatial resolution of the computational
grid may not be the only factor contributing to the guestion of
mass conservation was confirmed by the results shown in Figure 13
for X = 0.3333 (the rationale for specifying this value is pre-
sented subsequently). However, unlike the grid distribution
whose influence is largely numerical, the increase in A implies
large inlet turbulence length scale which results in enhanced
turbulence activity in the flowfield. This is expected to
augment the turbulent Aiffusion near the forward stagnation
point, thereby reducing the discrepancy in mass conservation in

that vicinity.

From the above discussion it would seem that the predictive
results would benefit by increased spatial resolution and thus by
the use of a greater number of grid nodes than have been employed
in our numerical experiments. The observed minimum at the for-

ward stagnation point and the peak between the jet exit and the
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forward stagnation point, however, do not seem to he entirely

related to the question of spatial resolution.
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To explore this aspect further, we have shown in Fi
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the relative contribution of the diffusive and convective S
to the integrated CO, mass flow at different axial locations.
This shows that at the cross section near the forward stagnation
point, the influence of diffusion is the highest, and that while
the CO, mass flow in the axial Adirection is largely due to con-
vective transport in a large pvart of the flowfield, there exist
regions where Aiffusive contribution is no longer negligible.
Neglect of diffusive flux can result in a large discrepancy in
the CO, mass conservation, and was seen to result in as nmnuch as
50 percent underpredicticn of the integrated CO; mass flow near
the forward stagnation point, as mentioned previously. The
results in Figure 13, however, include the diffusive contribution
to the total C0O, mass flow. Thus, the peculiar trend observed
upstream of the forward stagnation point remains unclear, except

for possible spurious effects arising from numerical diffusion.

4.3 INFLUENCE OF INLET TURBULENCE LEMGTH SCALES REYVISITED

A number of recent turbulent recirculating flowfield
calculations have underpredicted the extent of the recirculation
region, the degree of underprediction depending on the
configuration, and the turbulence model employed. Our isothermal
flowfield modeling of the centerbody configuration with the
version of the TEACH code available to us, however, has resulted
in an overprediction of the centerline loucation of the reattach-
ment point due to the annular jet around the centerbody. At the
same time, a second stagnation point located farther upstreanm,
due to the introduction of a weak central jet, has been generally
underpredicted, The numerical results reported by Sturgess and
Syed6 also exhibit this overprediction of the rear stagnation

point and underprediction of the forward stagnation point. But
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the degree of overprediction of the rear stagnation point
location was much less than that seen in our results. Since our
preliminary sensitivity tests (discussed in Paragraphs 3.1.2 and
3.2.2) with respect to several parameters of the numerical model
had not explained the source of the discrepancy, it was of

interest to examine this question further,

Our subsequent examination of the code and the k-: model
therein revealed that the answer to the above difficulty lay in
the specification of the inlet turbulence length scales. This
subject has bheen discussed at length in Paragraphs 2.2 and 2.4
and it was essential that the distinction between the length
scales 2; and 2%, [see 7Ags. (7b) and (9b) respectively  be taken
into account in the proper specification of the inlet length

scale.

It was reported by Sturgess and Syed6 that the rear stagna-
tion point location on the centerline is very sensitive to the
inlet length scale and hence the value of i. The value of X used
in their calculations was 0.03. Our earlier sensitivity tests
examined the range of 0.005 to 0.05 (see Tables 7 and 8) for the
value of A and discerned very little influence on the stagnation
point location. However, as noted previously, different for-
mulations (21 or 2;) have been used in these studies. Since 2y =
22/u [and 29 = 0.03 (Rz—Rl)], our previous parametric range of
0.005 through 0.05 was very much smaller than a value of A =
0.3333 which arises from the requirement for consistency i.e.,
21 = A (Rp=Ry) = 25/0.09 = 0.03 (Rp-Rj)/0.09 = 0.3333 (Ry-Ry) ,.
Accordingly, the problem of centerline axial velocity charac-
teristics and stagnation-point locations was reexamined, in
anticipation that the TEACH predictions would show better
comparison with the experimental data.l0

Mumerical experiments were conducted with different values
of A, wiz., 0.05, 0.3333, and 0.5556. Note that these

88

PO UL WP W S SO S g




Ve e e et Aatafatata atatala tatat tatatala el el b

corresponded respectively to the arbitrarily small value used in
our earlier studies, the "standard" value of Sturgess and Syed6
and the value used by Leschziner and Rodi. 33 Furthermore, with
cy = 0.09, X = 0.3333 corresponds to the length scale of three
vercent of the reference length and i = 0.5556 corresponds to
five percent of it (0.05/0.09 = 0.5556).

Figure 16 shows the results of the centerline forward and
rear stagnation points for a fixed annular air flow of 2 kg/s and
a number of central CO, flow rates. Identical values of ALAMDA
and TURBIN (0.03) in our numerical experiments and those of
Sturgess and Syed6 facilitate the comparison. The grid systems A
and B in our experiments are those denoted in Figures 1 and 14 (B
displaying a more dense grid in the annular region than a). We
note that our results with the grid system A show good agrzement
with those of Sturgess and Syed.® It would seem that their grid
system is very similar to ours. However, it should be noted that
their results are based upon the computational domain with the
exit-plane boundary located at 0.8 m from the centerbody face.b
However, this bhoundary is only 0.3 m away in our calculations.
Therefore, it appears that the computed results are not
significantly affected over this range of exit-plane locations,
so long as the exit boundary 1is located sufficiently downstream
of the rear stagnation point. To the extent that numerical
predictions show excellent agreement with each other, the degrees
of their underprediction of the forward stagnation points and the
overprediction of the rear stagnation points with respect to the
measured datal0 are similar.

Our results with the two different grid systems indicate the
appreciable grid sensitivity, especially for the rear stagnation
points. Although the choice of grid B resulted in improved COj
mass conservation (see Figure 13), its predictions of the rear
stagnation points are worse than those of grid A. 1In view of the
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fixed number of grid nodes employed in these two grid systems, a
mere redistribution of the grid points over different regions of
the flowfield can only result in different aspects of the
flowfield predictions displaying varying degrees of "success."
What is clearly established here is that the numerical modeling
could do better with increased spatial resolution everywhere in
the computational domain. That the predictions of the forward
stagnation points by the two grid systems do not significantly
differ from each other is merely a consequence of the fact that
the spatial resolution in the vicinity of the central jet is
essentially the same for both grid systems.

Figure 17 presents the centerline stagnation point results
for different values of i. The grid system B is chosen in this
comparison in anticipation of the subsequent discussion on the
curvature correction (whose performance is better evaluated with
the poorer predictions of grid B). We observe that as A\
increases, the rear stagnation point moves upstream signifi-
cantly. This behavior has been noticed by Sturgess and Syed6
also. The effect on the forward stagnation point is not that
strong, especially since the curvature correction with i = 0,.5556
tends to result in an opposite effect (althcugh in better
agreement with the experimental datal0y, of greater significance
is the dramatic reduction in the overprediction of the rear
stagnation point as A increases from 0.05 (a value used in our
earlier studies) to 0.3333. Thus, a major discrepancy noted
earlier between our TEACH predictions and those reported
elsewhere® has been resolved to our satisfaction.

We note here that the influence of the inlet length scale on
the forward and rear stagnation points recalls our earlier
numerical experiments (discussed in Paragraph 3.2.2.2) to
determine the effect of c,. These calculations were carried out
for the UCI configuration which is roughly a l/5~scale model of
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the APL configuration. These results are shown in Figure 3. We
note that although the values of A and 5. employed in this
experiment are different from those in Figure 17, the trend is
similar to the length-scale experiment, in that hoth stagnation
voints move upstream, with the rear stagnation voint more
strongly affected than the forward stagnation point. However, it
must be pointed out that in the k-¢ model, the equilibrium-
turbulence assumption implies that the two constants cy and cp
vary together, so that ¢, * ¢cp = 0.09 (see Reference 28). Our
computational experiment varied only C e

It seems that larger values of ¢ or larger values of
inlet-length scale imply higher values of turbulence eddy
viscosity. Therefore, the results obtained with the variation of
¢, or i (rFigures 3 and 17) suggest that a higher level of
turbulence activity results in shorter recirculation length.
There seems to be some experimental evidence to support this
conclusion. For example, an experimental comparison 46 of
cold-flow and combusting-flow recirculation lengths revealed that
the turbulence level was much lower and the recirculation length
was much larger in combusting flows than in cold flows. The
centerline measurementsl® of the axial components of the mean
velocity and turbulent intensity in isothermal and combusting
flows on the centerbody combustor configuration, however, do not
demonstrate this behavior. While the recirculation lengths are
indeed larger in combusting flows than in cold flows, there is no
clear evidence that the combusting flows indicate decreased
turbulence activity in comparison with the cold flow.

4.4 STREAMLINE CURVATURE EFFECTS IN TURBULENCE MODELING

That the streamline curvature has a strong influence on the
shear-flow turbulence is well known in the literature. Indeed,
this was the topic in the comprehensive monograph by Bradshaw. 32
Since the size of the recirculation region apoeared to depend
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strongly on the turbulence activity (as indicated in the previous
section) in the curved shear layers bordering this region, and
since the "standard" k-: model (discussed in Paragraph 2.2) does
not account for the curvature effects, it was considered
wcrthwhile to reexamine the discrepancies hetween predicted and
measured results in the light of streamline-curvature corrections
implemented in the code (as outlined in Paragraph 2.3).

Numerical calculations were carried out by introducing a
curvature-dependent c (see Paragraph 2.3 for details) into the
"standard" k-t model, along the lines suggested by Leschziner i
Rodi.33 we emphasized earlier th2 ad hoc nature of these corx
tions. Furthermore, our numerical experiments are not complet
and only a limited parametric range of centerbody-flowfield co
ditions has been considered so far. However, the results
reported here do indicate that the curvature modification we

have incorporated results in changes in the desired direction.

The computed contour of the curvature-dependent c is seen
in Figure 18. It is clear that the constant value of 0.09 for
cy is valid only in a limited region of the flowfield (and
outside the recirculation region). To the right of the ¢, = 0.09
contour, there are local regions of higher values of ¢, (up to
0.18). Inside the recirculation region. however, the constancy
of ¢, is seen to break down dramatically. We note that the
correction leads to a significant reduction in ¢, in the vicinity
of the separated streamline (i.e., in the curved shear layer
bordering the recirculation region). The value of ¢, = 0.025 was
(as noted in Paragraph 2.3) an arbitrarily chosen lower limit
in the computations, without which ¢, would become zero or even
negative within the shaded region (where the concept of local
equilibrium of turbulence, on which the curvature correction is
based, is unlikely to remain valid). Our computed c, contour is

gquite similar to that obtained for the axisymmetric, unconfined
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annular jet of Reference 33, except for the more complicated
nature of the contour near the centerline which results from the

-
s

oF

presence of the central jet in our configuration. ‘lote that

17

centerline location near the forward stagnation point is
characterized by the low ¢ region, This appears £o confirm our
suspicions that the underprediction of the forward stagnation
point is traceable to too high a cy value (see Figure 3) emploved

there under the constant cy model.

The centerline stagnation point results with the curvature
correction are seen in Figure 17. For the two data points (viz.,
CO, flow of 4 and 8 kg/hr) shown in the figure, the effect of
curvature correction is somewhat masked by the increase in the
inlet length-scale parameter A from 0.3333 to 0.5556. However,
the effect of increasing i (without curvature corraction) is to
move monotonically both the forward and rear stagnation points
upstream. This results in much greater underprediction of the
forward stagnation point. When the curvature correction is
introduced, the forward stagnation point is moved farther
downstream and closer to the measured value. Clearly, the
orediction with i = 0.5556 is better than that with i1 = 0.3333.
In the case of the centerline rear stagnation points, the effect
of the increase in XA and the curvature correction is to reduce
the degree of overprediction and to lead to better agreement with
measured values, This observation becomes clearer from an
inspection of Figure 19 which presents the centerline decay of
the mean axial velocity. For the case of 8 kg/hr CO, flow, we
see that the mean axial velocity profile shows better agreement
between prediction and measurement with curvature correction (for
A = 0,5556) than without it. Also noticeable is the reduced
underprediction of the forward stagnation point and the reduced
overvrediction of the rear stagnation point due to the introduc-
tion of the curvature correction. Of course, in the reverse-flow

region, the uncorrected profile seems to be in hetter agreement
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with measurements in the vicinity of z/D~0.6. This emphasizes

the ad hoc¢ nature of the curvature correction.

The other notaworthy feature of Figure 19 is the excellent
agreement between the measured and predicted profiles for the
C0y flow of 16 kg/hr. As seen in Figure 17, this flow rate is
oredicted to result in the occurrence of centerline reverse flow
(with both stagnation points being present) for A = 03.3333 and
without curvature correction. However, in Figure 19 it is seen
that for A = 0.5556 and with correction for curvature effects,
the 16 Xg/hr CO, flow just achieves "breakthrough" of the
recirculation region. Since the experimentsi? implied a
“breakthrough"” flow rate of 14.7 kXg/hr, the curvature-corracted
resules exhibit better agreement with the experimental data than
did the uncorrected predictions. Indeed, the present LDA results
(e.g., see Figure 32 of Reference 47) show that the centerline
flow reversal is still present at the CO; flow rate of 16 kg/hr.
Thus, the earlier implication that the “break;hrouqh" occurred at
a flow rate of 14.7 kg/hr is incorrect. 1In the light of the
recent experimental data, it also appears that the "standard" x-¢
model (i.e., without accounting for streamline curvature effects)
predicts the APL flowfield better than the comparison with the
earlier measurementsl0 had indicated. This becomes clear in the

following discussion.

4,5 COMPARISON OF PREDICTIONS WITH THE NEWER EXPERIMENTAL
RESULTS

In the previous paragraphs the influence of the differencina
schemes, inlet turbulence-length scales and streamline-curvature
effects on the numerical predictions was Adiscussed. Before we
conclude this section, the numerical oredictions ares examined in
terms of the recent APL data on the velocity47 and COj

concentration48 fields.
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: 4.5.1 Centerline Variation of the Mean and rms Axial Velocity
[ | Fields

e The normalized profiles of the canterline mean and rms

< axial velocity components for three different O, flow rates are
ii . shown in Figures 20 through 22. The predictions were based upon
. the (41 x 34) computational grid, the "hybrid" upwind dif-

gf ferencing scheme and the "standard" k- model., The wvalue of i
' was 0.5556 for the case of zero COp flow and 0.3333 for the other

two cases.

The experimental data for the mean axial velocity for the
COy flow rates of 0, 6 and 16 Xg/hr differ from the previous
results.l0 The locations of the rear stagnation opoiat are at a
2/D of 1 in Fiqure 20, slightly greater than 1 in Figure 21 and
slightly less than 1 in Figure 22. The measurements in Figure 22
for 16 kg/hr also indicate that for 0.75 < 2z/D < 0.975 the
centerline-flow reversal is present. The earlier results,10,43
on the other hand, indicated that the rear stagnation point was
at a z/D of 0.9 (e.g., see Figure 16) and that the minimum
centerline mean axial velocity at 16 kg/hr was a finitely large
positive value (e.g., see Figure 19). Thus, the newer
experimental results show better agreement with the present
predictions and those of Reference 6.

The agreement between the measurement and prediction for
the mean velocity is generally good upstream of the rear stagna-
tion point, except for the underprediction in Figures 20 and 21

between the location of the veak negative velocity and the rear
stagnation point. Because of the very small region of flow

reversal in Figuve 22, there is much less disagreement at the

Dt

nhighest COy flow rate. 1Indeed, a comparison of Figures 19 and 22

Pie Af
Q-

reveals that the predictions with and without curvature effects

at 16 kg/hr do not differ significantly. This should not boe

v v
st

surprising since the central jet essentially "breaks through" the

o
Al

g

Pﬁ: recirculation region and consequently does not suffer the large
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2 kg/s Air Flow and Zern I32; Flow. Measuremaen:
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streamline curvature 2ffects associated with the recirzulating
]! flow. Finally, the measured recovery of the mean axial velocity
downstraam of the rear stagnation point is greater than that
o jiven dy the prediction for all the thr2e COy flow rates, Twis
- feature seems to %e characteristic of the "standard" x-¢ model,
presumably reflecting that the isotropy assumption in the model
may be invalid and that the curvature effects may %e significant,
This difference between the measured and predicted recovery rate
is also consistent with the difference noted hetween the measurad
and predicted rms axial velocity component in Figures 20 and 21.
The experimental results show a pec ing and a suhsequent more
rapid decay of the turbulence intensity, while the predicted
results indicate a continuously decreasing trand at a slower

rate,

Figure 21 shows that the measured forward stagnation point
occurs at z/D = 0.28. Although the calculation still underpre-
dicts this location, the recent measurement shows better
agreement with the present predictions and those of Reference 6.
For example, according to the earlier measurement 10 (see Figure
16), the forward stagnation point at 6 kg/hr occurred at a
z/D ~ 0.4 which indicated considerable underprediction hy the
calculations. The much closer agreement between the predictions
and the recent measurement may be attributed, at least in part,
to the crucial difference in the central-jet exit configuration
in the two measurements. The recent experiments employed a
well-designed nnzzle with a contraction ratio of 2,56 (e.g., see
Figure 16 in Part I of this report), thereby ensuring A nearly
uniform exit-velocity profile and thus conforming more closely to
the assumed uniform profile in the calculations, The earlier

experiments43, however, involved a straight tube 15 diameters in

length upstream of the exit plane, thereby resulting in a

nonuniform exit-velocity profile. (learly, the latrter

T

configuratioan leads £» a larger centerline axlal wvelsclity than

4

the former (under identical mass flow rates) and consequently to
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a larger value for the location of the forward stagnation point,.
While this difference in the central-jet jeometry accounts for
the appreciable decrease in the location of the forward
stagnation point, it is unlikely to have contributed to the

observed increase in the location of the rear stagnation point.

The quantitative agreement between the measurement and
prediction for the rms axial wvelocity in Figures 20 through 22 is
generally poorer than for the mean velocity. For all three COj
flow rates, the predictions show the observed trend (exceot for
the peaking near the rear stagnation point in Figures 20 and 21).
For example, in Figure 2] we see that bo:ch measurement and
orediction show the sharp peak in the rms component in the
vicinity of the forward stagnation point. Likewise, in Figure 22
there is reasonable agreement for the location of the sharp peax
(indicating, perhaps, the transition to turbulence) between the
prediction and measurement. As noted earlier, the assumed
isotropic turbulence and lack of accounting for curvature effects
in the turbulence model, among other things, suggest that the
agreement between the prediction and measurement of the
turbulence structure in the centerbody flowfield is unlikely to
be as good as that noted for the mean velocity field.

4.5.2 Centerline Variation of COj; Concentration

Figures 23 and 24 show the comparison of the predicted
centerline mole fraction of CO, with the APL (intrusive) gas
sampling measurements.48 The agreement bewteen the prediction
and measurement for the overall trend in both COy flow rates is
good. The gquantitative agreement for 16 kg/hr is better than
that for 6 kg/hr. This behavior appears consistent with that
noted for the mean axial velocity in Figures 21 and 22.

We note that the earlier anticipated trends3 of the cen-
terline COj concentrations showing a rapid decay first and an

equally rapid approach to uniform values subsegquently in the
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annular-flow dominant condition have been confirmed by the

Furthermore, as can ove
and 24,

intersection obtained by extrapolating the portions of the

present predictions and measurements.48

seen by comparing Figures 21 and 23, and 22 the voints of

orofiles that denote the rapid decay and the approach to
uniformization in Figures 23 and 24 £fall very close to the

forward stagnation points of Figures 21 and 22 respectively. 1In

-

view of the rationale presented in Reference 5 for expecting the
turning of the centerline concentration profile to occur in the
vicinity of the forward stagnation point, the internal
consistency demonstrated by both the predictions and measurements

is gratifying.

4.5.3

Comparison of the Measured and Predicted Streamlines

It is instructive to examine the time averaged contours?d
The

the inlet annular air mass flow

of the normalized stream function shown in Figure 25.
normalization is with respect to
of 2 kg/s.
function contour which separates

The contour labelled 1l denotes the zero stream-
from the centerbody surface and
meets the centerline at the rear stagnation point. The contours
labelled 1 through 10 denote
the (nonrecirculating) annular stream. The closed contours
labelled 12 through 18, : the

centerbody face and the zero stream-function contour, represent

{outside the separated streamline)

confined between the centerline,

the time-averaged recirculating vortex.

The upper part of Figure 25 corresponds to the measured
contours, reproduced from Figure 30 of Part I of this report.
the contours in Figure

The

Unlike the smocoth contours of Figure 30,
25 were obtained by AFWAL/POSF through computer graphics.49
lower part of Figure 25 corresponds to the predicted contours
obtained from the TEACH-Code computations performed on the
MODCOMP computer system at AFWAL/POSF by Mr. J. S. Stutrud.+9
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The compariscon of the measured and oradicted contours
reveal several interesting features. The axial extent of the
recirculation region is slightly underpredicted., This confor=ms
to the earlier experience of several investigators., There is 2
progressive degree of underprediction of the reverse-mass flow
contours. The strength of the vortex expressed in terms of the
veak negative mass flow is measured to be 6.5% of the inlet mass
£low (the contour labelled 13 is taken to represent the vortex
center which corresponds to the negative maximum). The vredicted
value is about 5.1% of the inlet mass flow. The FREP-Code
calculations (which employed a constant eddy-viscosity model) in
Reference 5 oredicted the strength of the vortex to be 5.87%.
This indicates that the "standard" k-¢ model tends to
underpredict the strength of the vortex. Since Ffigure 19 shows
that the prediction accounting for streamline curvature effects
results in a higher peak negative axial velocity (and
consequently a higher vortex strength), it would seem that the
interior of the recirculating region is significantly influenced
oy curvature effects.

The above conclusion is also borne out by an examination
0f the location of the vortex center. The measurement in Figure
25 indicates that the axial and radial coordinates (normalized by
the centerbody diameter D) of the vortex center are respectively
N.42 and 0.35. The predicted results from figure 25 are 0.26 and
71.35. The predicted values reported in Reference 5 are 0.3 and
J.35. The very good agreement seen in Figure 25 between the
oredicted and measured radial coordinate 1s surorising,
especially when there is significant underprediction of the axial
coordinate., Also, the identical value predicted by the constant
eddy-viscosity model3 and by the more realistic k-e turbulence
model here implies that the details of turbulence model do not
nave much effact on how far the vortex center is radially
displaced from the centerline. 1Indeed, as notad in Reference 3,

the radial coordinate in terms of the duct diameter 1is 0.19 and
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vorcax centar is
2s83entially indepanis~= S %n2 momentzum flux of rthe annular
{and thus the prassur2 31vailanle for entrainment henhind the
centerbody Zace), it appears that the radial coordinate is

r

determined more by the geometry than by the flowfield details.

The disagrzement noted for the axial crnordinate (hetween the
measurement and orediction in Figure 25 as well as hetween the
previous> and prasent predictions), however, indicates that the
axial coordinate does depend on the flowfield structure. A
possihle line of speculation in this regard is suggested Dy the
rasults of Xo and Chan?4 which show *that the axial coordinata
decreases with increasing nondimensional momentum £lux of the
annular jet and consequent increasing entrainment hehind the
centerbody face. The present discussion is not concerned with
the variation in the annular momentum flux. Nevertheless, we
speculate here that the predictions overestimate the entrainment
by the annular jet as compared to the measurement, Likawise, the
present k-e¢ model overpredicts the entrainment when compared to
the eddy-viscosity model. > Extending this line of speculation
further, it would seem that the streamline curvature correction
to the k-e model tends to diminish the entrainment and thereby
move the axial coordinate of the vortex center further
downstream. This conjecture can be verified when the entrainment

characteristics of the flowfield are examined through measurement
and prediction.

Refore concluding this discussion, it is worth mentinning
that there are some differences between the MODCOMP pradictinns+?®
seen in Figure 25 and the predictions seen in Figures 20 thr~ugh
22. For example, the calculatinns*? employed a (41 x 39)
computational grid, a computational domain nf A0 cm in the axial
direction, power-law differencing scheme and a1 wvalue of 1.5356%

for A. Accordingly, Figure 20 for the case »f zern CN) €low
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shows a larger wvalue than Figure 25 for both the axial coordinate
of the vortex center (which 1s close to the axial location of the
centerline peak negative mean axial velocity) and the rear

stagnation ocint. However, the underprediction (wilits respect to
the measurement in Figure 25) of the axial coordinate remains and

our speculative arguments still hold.
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- SECTION 5

i CONCLUSIONS AND RECOMMENDATIONS

N In this section the major conclusions £rom the numerical

K Elowfield modeling of the centerbody configuration arz dresentad,
. . followed by recommendations for further research,

o 5.1 CONCLUSIONS

a. The numerical modeling has successfully demonstrated the
capability of the TEACH-T computer program to drovide dhysically
corract predictions of the isothermal turbulent recirculating

£lowfields of the centerbody combustor configuratinn.

5. The performance of the "standari" X-¢ turbulence model
in the TEACH code has been free from the numerical convergence
difficulties with the FREP code in earlier modeling activities,
Thus, the present modeling avoids any arbitrariness inherent in

the assumption of a constant eddy viscosity model.

¢. The numerical calculations of the flowfields in ooth the
APL and UCI configurations predict flowfield features that
conform to the experimental observatinns.

4. The present predictions of the APL configuration are in
good agreement with the numerical results of this €flowfield

revorted in the literature.

e. In the annular-flow dominant regime where two stagnation
points occur on the centerline, the present predictions show much
better agreement with the measured results of stagnation points
than do the FREP predictions. As in the case of the predicted
data available in the literature, the underprediction of the
forward stagnation point and the overprediction of the rear
stagnation are present to a small extent. This appears 0 be due
to the "standard" x-e turbulence model which does not include the

effects nof streamline curvature and the "hyhrid" uowind
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differencing scheme which retains diffussive effects only for
cell Peclet numbers less than or equal to 2.

f. In the central-jet dominant regime (when the annular air
flow is wvery small or when it is completely absent), the
Q{ centerline decay of the mean axial velocity resembles that of a
. free jet. Both the normalized velocity data and CO, mass
Ii fraction data reduce to a single curve which has the
characteristic slope of -1, when displayed on a log-log plot.
The distinction between small annular flow and zero annular flow
in the FREP calculations is not observed in the present work.

LT, e Ty
. . A
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g. The present study shows that the radial distributions of

NN

the mean axial velocity field exhibit self-similarity when

v
.
«

Abramovich-type normalizations of the axial velocity and radial
distance are employed. This behavior is noted for both the UCI
and APL configqurations, for different annular and central jet
flow rates (when either the annular jet is dominant, or the
central jet is dominant, or neither jet is dominant), and for a
range of axial locations (within and without the recirculating
region). This similarity is also observed for the measured
velocity data in the APL confiquration, the unconfined annular
jet configuration (Ko and Chan44), and the unconfined flow
downstream of a disk (Durao and Whitelaw43). Although the
similarity may remain incomplete in certain cases due to other
factors (such as the nonvanishing mean radial velocity component
at the inlet for the flow past a disk), it does appear that the
measured and predicted results exhibit the tendency toward
similarity., We bhelieve that this flowfield similarity may well
be a necessary condition for the correctness of the measured and
predicted data.

h., With the nonuniform grid spacing adopted for the 41
axial x 34 radial grid-point distribution and the exit plane of
the computational domain located at least more than twice the

b 114
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centerbody diameter from the inlet plane, the present results
generally appear to be grid-independent. Sensitivity tests
involving grid spacings that are 50% larger and exit plane
location that is 50% farther have resulted in centerline

stagnation point predictions that vary by less than 10%.

i. Sensitivity tests for the influence on the predicted
results of boundary-layer thickness in the inlets, turbulence
intensity in the inlets, and the Schmidt number for the
dissipation equation do not appear to result in significant
variations in the parametric range tested.

j. Sensitivitv tests for the influence of the inlet
turbulence length scales and the k=-t¢ turbulence model constant
¢, show that the predicted results of the centerline stagnation
points are greatly affected by the assumed values of the inlet
length scales and c.

k. Modifications of the TEACH code implemented in the
present program by the replacement of the "hybrid"” upwind
differencing with the power-law differencing scheme result in

improved numerical predictions, in the limited parametric testing

completed.

1. Ad hoc modifications to the "standard" k- model for
incorporating the effects of streamline curvature through the
introduction of a curvature-corrected and hence nonconstant
c, appear to result in predicticns that show better agreement
with the experimental data than the predictions with the
"standard" k-e¢ model.
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5.2 RECOMMENDATIONS FOR FURTHER ACTIVITY

Based on the foregoing conclusions, we offer the following

recommendations for future research in nurmerical rmodeling.

a. For isothermal flowfield modeling with the TEACH code,
additional improvements in the differencing schemes (e.g., the
skew-upwind differencing scheme and the quadratic, upstream-
weighted differencing scheme) are possible, and this aspect

deserves study.

b. In view of the ad hoc nature of the streamline curvature
correction to the "standard” k-: model implemented in the present
program, a more systematic approach and rigorous formulation for
including the effects of streamline curvature must be

investigated.

c. Isothermal flowfield calculations of the APL and UCI
configurations must be carried out with the viewpoint of

establishing scaling criteria.

d. Isothermal flowfield calculations of the APL
configuration must be performed to establish the influence of
annular flow rates and blockage ratios on the location of the

vortex centers and the strength of the recirculation region.

e. Modification of the presently available version of the
TEACH code or the use of any refined version, if available, must

he considered for the modeling of reacting flowfields.

f. When the reacting flowfield predictions are available,
the implication of the vortex center on flame stabilization must

bhe studied.

g. Time-dependent flowfield calculations must be verformed
to investigate the temporal characteristics of the centerbody

configuration.
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