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Our text generation research has produced a large systemic English grammar, which is embedded in
a computer program. This grammar, which is called Nigel, generates sentences. It is controlied by a
semantic stratum which has been added to the basic systemic framework.

This paper describes the program, which also is called Nigel. 1 identifies augmentations of verious
precedents in the systemic framework, and it indicates the current status of the program. The paper
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environment, it shows reasons why Nigel is easily embedded in a larger experimental program.

Although the paper does not focus on Nigel's syntactic scope, that its scope is non-trivial is indicated
by the fact that all of the sentence and clause structures of this abstract are within that syntactic

scope. %




qf Southern

William C. Mann .

S  AlLinguistic Overview
of the Nigel

. T A A TSN P By R TR

: Text Generation Grammar
.
3
; o
g ' PRV I
\\ gj M :” :’
3 1 -8 i —
%; e ¢ o e
f' )
; LFS 1 A o . .,.._._,.._.-:’
Avaiiant. tey ,VA A i

TiAvail adfer
21st \ Speulak
!

M

21372221511
4576 Adwmiraity Way / Martna dél Rey 7 California 90292
e00reh was Supperind by e Alr Peres Oise of Seleriiic Ranesreh sortrast

sontained % Wip Susument ove iees of e suther end shouls Nt B0 DN ':m..-.}'..':‘a‘.‘.‘-.u..
- s Moy o e Ul Spvenmen.




{
'
»
e — e o I

Sy

I1S! Redxint Series

This report is one in & series of regPints of articies writien by !SI research
staft and published in professional journais and conference proceedings. For:
. a complets list of IS: reports, write to '
\\

|
|




—
. - - - -~
" T —— e o . ) -
i '
Contents ]
4 1. Progress in Immunology: Synthetic Vaccines 1 i
7 2. Penman: Constructive Research in Linguistics 1
% 3. Nigel: Penman'’s Grammar 2
£ 31Llexicon - 2
£ 4.2 Realization 3
§ 3.3 Choice: Systems and Gates 4 :
; 3.4 Choosing 4
; 35 Inquiry 5
N 368 Environment ] ‘
5 4. The inquiry Stratum as a Semantics L 1
¥ 8. State of Development s
v References 8

S S S AN SV




1. Progress in ‘lmmunology: Synthétic Vaccines

in February of this year, Scientific American described a breakthrough in medicai science, the
laboratory synthesia of vaccines against flu and other virus diseeses [Lerner 83). Ever since vaccines
were conceived, ressarch on vaccines and immunology has focused on natural substances and their
oifects. Now it has become possible 10 synthesize vaccines to fight many common dissases.

In synthesizing vaccines, sclentists had to supplement the established methodologies. In
particular, they had to develop methods of vaccine construction to supplement existing methods of
vaccine identification and description.

When the work on synthesis began, there was a substantial amount of evidence to suggest
that the task would be overwheimingly complex, and, in a practical senee, impossible. The Scientific
American article describes how they did . They worked with models at the molecular level, a finer
level of detail than that of most of the preceding work. One of the key stages in the process came
when they diacovered how to cause synthesized vaccine elements to express the many abstract
attributes by which vaccines had previously been described (without reference to the molecular
lovel.)

"{We found that] ...synthetic peptides can mimic the distinctions revealed by serologic
studies; in designing synthetic vaccines, one will be able to take advantage of serologic
evidence..."

The key evidence of success, of course, is that the vaccines work. Out of voluminous and
detalled reasoning sbout molecules, their shapes, and their interactions, come chemicals that
actually prevent the infections that they are supposed to prevent. The success of the vaccines
validates the work at the molecular level, and also validates the particular theorige at higher levels on
which it was based. When a synthesized vaccine is ineffective, it poinis to inadequacies in the

So, work asimed at creating synthetic vaccines has also created a powerful new tool for
scientific inquiry. its worth can be fully justified on its scientific benefits alone, or on its practical
benefits alone.

2. Penman: Constructive Research in Linguistics

The work deecribed in this paper is another variety of scientific work in a constructive
methodology. in this case, the Rems being conetructed are texts rather than vaccines, and the test of
effectiveness involves reading the texts rather than resisting a disease. Despite the differences, the
work on synthetic vaccines heips us to understand current work on fext generation. .

in sext generation, the focal task is o Create a text, in fluent natural language (often English),
in response 10 some particuler need. The trick is to do 80 wsing only the explicit knowledge of
language specified by one’s linguistic theories, rather than using the sikills of a person. Resserch of
this sort has been carried out in & scatiered fashion for over a decade, generally using & Computer as
the she of synthesis and as the repository of the most detalled level of theory [Davey 78, Menn

T¥ive report s & rei of & pRper that sppears in he procesdings of The Tenth LACUS Forewm, hald in Ouebbec In August,
9403. ™he Yerth Forum is published by Hombeam Press.
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2 A LINGUISTIC OVERVIEW OF THE NIGEL TEXT GENERATION GRAMMAR

81, Mann & Moore 80, MciKeown 82, Mann & Matthiessen 83a). Computers here fili the role of
molecular genetics for the vaccine work: they are a relatively new technology, enabling the work in a
practical sense but not in any way fundamental to it.

Text generation research uses a constructive methodology, but it is vitally dependent on prior
descriptive work. Because it is a constructive approach, voluminous detal is required; descriptive
research, with its heavy reliance on processes of abstraction, eliminates details. Descriptive research
can proceed in several independent directions to unreconciled conclusions; constructive research
requires exiensive reconciliation of the contributing theories. Just as for the vaccines, the best
validation of the constructive theory is the observable effectiveness of the synthesized results.

Several years ago, we began work on a new text generation systsm, named Penman, designed
to write texts a few paragraphs long. A previous round of research had led to a computer program
whichmabhbwﬂhaﬁmibdmngeofmmnphmbmmlchhdmm
shortcomings, especially in the narrew rigidity of its grammar. .

‘Wothenfonwamodwheludelnhnmm asignmcmt. linguistically justified grammar. Now,
several years later, we have such a grammar, named Nigel after Halliday’s learner [Hallidey 75]. This
paper passes over the parts of Penman devoted to invention, to text planning and to retrospective
improvement of the text, and concentrates entirety on Nigel, the grammar.

3. Nigel: Penman’s Grammar

Thegnmmﬁcdfnmeworkof?enmnhﬂn%mbkmﬂgbegunbymmﬂdny
in the late 1850’s." It draws on a wide range of prior work, including [Helliday 78, Hudson 786, Halliday
& Martin 81, Fawcett 80, Berry 75, Berry 77, Halliday & Hasan 76} and others. In order to reconcile the
various fragments of grammar and to augment them, all of the prior work has been aitered in some
way, sometimes by a simpie notational shift, and sometimes by thorough re-representation.

| will describe Nigel in a series of stages, in effect working backward through the generation
process from the level of lexical items to the level of conditions in Nigel's environment which affect
the particular text produced. The whole discussion will be about Nigel's role in generating single
sentences, because Penman is designed to plan text down to the sentence level, including the
relations that each sentence will express, andtlwntohavomoelmwhuchmm
independently.

3.1 Lexicon

Nigel's lexicon is deliberately oversimplified, bscause we feit that the Rmiting technical
problems were eisewhere. It is 2 lexicon of independent lexical tems, without morphology. The
lexicon is well elsborated for lexical features: there are over 100 distinct lexical features, and the
lexicon hes items representing over 500 distinct combinations of lexical festures. However, thess
figures are nOt particuiarly significant, since the lexicon has not been extensively developed or tested.

“1me work on Nigsl would not have besn possidis without the ective partioipalion of Chrisien Matthisssen, and the
parscipation end pest convutions of Michas! Halidey and other systemioiats.

s m——
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3.2 Realization

Nigel buiids syntactic structures by a set of activities usually called “reslization” in the
systemic framework. They are distinct from activities which specify the characteristics of a syntactic
unit, formally termed grammatical festures. Each syntactic unit is first developed as a set of
grammatical features, which realization converts to a syntactic structure. All of the control over what
is built is exercised during the creation of the feature set; there is no optionality or syntactic variability
in realization.

In Nigel, all re paturag, Each grammatical feature may have one
or more realization ﬂatmm:mmmmowhwwngoflnﬂmmm“
a number of operands. Each realization statement makes some change or introduces some
restriction on the structure being produced.

There are three groups of realization operators: thoss that build structure (in terms of
grammatical functions), those that constrain order, mmmmmm
grammatical functions.

1. The realization operators which build structure are Insert, Confiate, and Expand. By
repeated use of the structure-building functions, the grammar is able to construct sets of
function bundies, also calied fundies. None of these opontors are new to the
systemic framework.

2. Realization operators which constrain ordormhnmon, Order, OrderAtFront, and
OrderA(End. Partition constrains one function (hence one fundie) to be realized to the
left of another, but does not constrain them to be adjacent. Order constrains just ss
Partition does, and in addition constrains the two to be realized adjacently. OrderAtFront
constrains a function 10 be realized as the leftmost among the daughters of its mother,
and OrderAtEnd symmetrically as the rightmost. Of thess, only Partition is new to the
systemic framework. :

3. Realization operaiors that sssociate features with functions are Preselect, which
associates a grammatical feature with a function (and hence with its fundie); Classify, -
which associates a lexical feature with a function; OutClassily, which associates a
fexical feature with a function in a preventive way; and Lexify, which forces a perticular
fexical item to be used to realize a function. Of these, OutClassify and Leuily are new,
taking up roles previously filled by Classify. OutClassify restricts the realization of a
function (and hence fundie) to be a lexical tem which does not bear the named feature.
This is useful for controlling items in exception categories (e.g., reflaxives) in a localized,
manageable way. Lexify sliows the grammar to force selection of a particuiar item
without having a special lexical feature for that purpose. it is Preselect which makes the
grammar recursive, since Preselect requires choosing a particular grammatical festure in
& lower-ranked pess through the grammar.

In addition to these realization operators, there is a set of Default Function Order Lists.
These are lists of function. which will be ordered in particular ways by Nigel, provided that the
functions on the lists occur in the structure and that the realization operators have not siready
ordered thoss functions. Awmmdwmam«bmmunmd
these lels.

Published duscriptions of the use of ordering in the systemic framework leave substantiel
room for inerpretation. Programming the ordering operations of Nigel has convinced us thet
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systemic ordering is in fact a fairly complex matter. The (as yet unpublished) ordering algorithms of
Nigel constitute a definite and testable proposal for the meanings of the realization operators for
ordering.

3.3 Choice: Systems and Gates

Nigel has systems of alternatives, called systems as in the systemic tradition (to the
confusion of the computational tradition.) The alternatives are grammatical features. Each system
also has an entry condition, a logical expression of grammatical features. The entry condition must
be satisfied in order to enter the system, i.e., to have the set of alternatives available for choice. When
a system has been entered, one of the alternative features must be chosen.

in addition to the systems there are Gates. A gate can be thought of as an entry condition
which activates a particular grammatical feature, without choice. These grammatical features are
used just as those chasen in systems. Gates are most often used to provide a feature to be realized,
in response to a collection of features.?

3.4 Choosing

The systemic literature has many discussions of the oppositions of language, the direct
alternations represented in systems. There is much less discussion of which aiternative is most
suitable in particular cases. Of course for text generation, making good individual choices is an
mgalacﬁvﬂy.mdsoMmustbesomreprmnuﬁon,ofhowchoicesinmegmmmmwbe
made. :

in order to specify explicitly how choices are made, a new definitional stratum has been added
to systemic notation. For each system, a formally defined process called a chooser or choice
expert is created. Each such process consists of steps, potentially of several kinds. The principal
kinds of steps are information gathering, discrimination between kinds of conditions, and choice.
When a system is entered, the corresponding chooser process is axecuted, yeliding a choice among
the system’s alternatives.

By defining choosers in this way, we can make explicit what particular choices depend upon,
and we can examine whether particular natural examples conform to the conditions of choice which
have besn defined. '

The activity of defining choosers often reveals regularities (or irregularities) which the
grammar does not represent. Several choosers may depend in the same way on the same
determinative condition. Or a notion such as markedness may turn out to represent very different

‘Mnmmmmmnmm‘mmummmnmm
function realization ruilss. The gates faciltate sliwninating this category of rulss, with a net effect that the notstion is more
homogensous.

Swe find R sl 10 equivecats on e term “grammar,” wsing R sometmes 1 represent e usual veristies of enstes
vepreseniad by syuiends notation, end sometimes 10 include a well the mesheniums dencribed below. Context will slwage
Goambiguate.




NIGEL: PENMAN'S GRAMMAR ' s

S A e— .

conditions in its various grammatical systems. Defining choosers typically ieads to local refinement of
the grammar, along with strengthened justification for the particular form used.

3.5 Inquiry

it would be possible to silow chooesers to have some sort of unrestricted access to the
knowledge which surrounds them, but this wouid be unsatisfactory as theory and unmanageablie as a
practical taxt generation resource. instead, Nigel hes a very simple, highly restricted method for
choosers to gain access to the information they need. Choosers gain information to guide their work
only by issuing Inquiries stated in a simple inguiry lenguage. '

The boundary of the grammar separates two nearly independent symbo! systems. Outside of
the boundary, in the environment, there is knowledge of what needs to be said, including botr
general knowledge and the text plan. inside the boundary are grammatical features, grammatice-
function symbols, chooser definitions, system and gate definitions, and realization statements. All ¢
these are beyond the reach of the environment and cannot be designated for manipulstion by it
Conversely, the symbol system outside of the environment is not directly availeble to the gramma
When the grammar nesds a symbol to use in some later inquiry, such as a designation of the agent ¢
a process 80 that it can inquire whether the agent is multiple, it asks for a temporary symbol for thk
purposs. Thuesymbolsaredbcardodmhomnmbmmwmmdm\bd
sysiems is thereby maintained. -

(Lexical items are exceptions to these remarks about symbol system separstion. The
chooeers assume that associations are maintained between the relevant knowledge and lexical ems,
80 that, for example, Mmmmmdhﬂamdwmmmumb
serve as the head of a nominal group.)

mbmammmmmmwmgAmmmmmw
bencs. Rt permits development of the grammar and Rs semantics while avoiding two traps:

1. defining the grammar's semantics in terms of partizular conventions of knowledge
representation; -

N 2. defining the grammar’s semantics relative to particular syntactic structures, rather than to
' their funciional import.

Avoiding the fivst of these traps is perticularly important if Nigel Is to be used in other artificial
inslligence ‘essarch projects. Since Nigel can be independent of particular knowledge
WMNWWMMhWMwM
MMMM :

3.6 Environment
m‘mum-nmam”mum.
boundiry. lmammmmam lnbm‘y they are

1. he Kaowiselpd Bose: mmmmnummmwu
being gonerated; and




6 A LINGUISTIC OVERVIEW OF THE NIGEL TEXT GENERATION GRAMMAR

2. the Text Plan: information which is created in response to that demand.

Nigel leans heavily on both. It presumes that the text plan contains definite intentions about
the ideational, interpersonal, and textual functions of the unit being generated; much of the ideational
information comes from the: knowledge base.

4. The Inquiry Stratum as a Semantics

Although definitions differ widely, the term “"semantics” is usually used to represent some sort
of specification of correspondence between elements of a linguistic system and elements of another
system distinct from it. Taken this way, there are two senses in which the inquiries of Nigel constitute
a semantics.

First, given a grammar of a language, including choosers, the collection of inquiry operators
used in the choosers constitutes a specification of what can be expressed in syntactic structure. For
example, multiplicity, intention to emphasize, and time precedence are identifiably expressed in
Nigel's grammar of English. And we can also say, on the basis of the collection of inquiry operators,
that English tense is indifferent to the contrast between moments and intervals. In this sense, the
collection of inquiry operators provides a semantics of the collection of syntactic structures.

in the second sense, given the particular choosers, systems, and reaiization statements of a
grammar, we can construct the mapping from particular conditions, i.e., particular collections of
environmental responses to inquiries, to strings of symbols which they yield. This is a semantics of
the grammar of particular utterances.

Note that, in both cases, a semantics of the grammar is specified, rather than a semantics of
the language as a whole. Lexical aspects are specified in only a very rudimentary way, and the
semantics above the level of the largest grammatical unit is likewise only slightly constrained. T..ese

limitations can be regarded as advantages, because they provide a principled factoring of a very"

complex field of inquiry.

5. State of Development

The generation mechaniams of Nigel have been programmed and tested. Choosers for about
two thirds of its 200-odd systems have been defined. Whenever a new cluster of choosers is defined,
there is an inevitable reexamination of the systems of that region, and of their justification. As a
result, Nigel as a whole Is evolving toward an increasingly home eneous grammar in a fairly
consistent definitional style.

When there are choosers for all of Nigel's gsystems, many new tests will become possible.
They will invoive generating units on demand, attempting to imitate natural examples, and
characterizing syntactic units by the demands for which they were produced. Such tests, while vital
and informative, are local 10 the grammar. Thqmnﬂmwhmmmmmmbum
element of a text generator.

e ———
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We look forward to eventually mating Nigel with a programmed text planner, and later with i
programmed search processes (for invention) and text improvement processes as well. Only then
can Penman be tested as a synthetic vaccine is tested--by judging its operational results. Seeing the
products of other text generators, we expect that Penman will eventually generate very high quality
text, and‘that the process of defining the generator will be filled with exciting and informative
research.

‘WHMNmmdhmmquhmmwm Penman’s
design: [Mann 83a], Chooser definition: [Mann 82], Nigel's processss: (Mann & Metthiessen 83b], inquiry ssmantics: [Mann
&3}, Extended sxampies of Nigel's operation: {Mann & Matthiessen 83a).
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