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Permanent CPU Errors and System Activity: Measurement and Modelling

Ravishankar K. lyer and David J. Rossett:

CENTER FOR RELIABLE COMPUTING
Computer Systems Laboratory
Departments of Electrical Engineering and Computer Scrence
Stanford University
Stanford, California 94305 U.S.A.

This paper describes the measurement and anaiysis
of permanent CPU related errors and system activity
at the Stanford Linear Accelerator Center computa-
tion facility. Betueen 13 and 18 percent of all
errors aftecting the CPU were estimated to be per-
manent. The manifestation of a permanent error was
found to be strongly correlated wui1th the level and
type of warklioad prior to the manifestation of the
error. Ffor example. it is shoun that the risk of a
permanent error ncreases 'n a non-linear fashion
with the amount of nteractive processing. The
observed tendency 1s present 1n three years of load
data. This observation s significant because a
load-error relationship found at the CPU level
must, 1n our vied, be considered fundamental. In
addition, in a majori1ty of the observed errors, the
latency betueen the occurrence and the manifesta-
tion of the error uas estimated to be insignmificant
for the purposes of our anslysis. Thus the detec-
tion of the error also provides an estimate of the
occurrence of the error.

Xeywords: Workload and error measurement, data
analysis, statistical models.

IMTRODUCTION

The highly i1nteractive and diverse nature of modern
day systems has made high reliability a central
1ssue 1n computer gystem design. 1t 1's not. n
qeneral, feasible to guarantee a perfect system,
eirther 'n hardware or 'n softuare. Accordingly,
depending on the nature of the application., 1t s
important to design i1nto the system the ability
erther to continue operation 1n the event of a

farlure or to react to & farlure 1n a predictable
manner.

Theoretical models can only deal with a
restricted class of problems. Most often 1t 13 the
problems outside the range of theoretical models
which cause the most severe malfunctions. Accord-
ingly, at this stage there 13 no better substitute
tor results based on actual measurements and exper-
1mentation. An experimental study provides not
only a view of the end product but also gives some
insi1ght into persistent problems. This information
can be very valuable 1n designing new systems.

This peper descridbes the measurement and anaiy-
s1s of permanent CPU related errors and svstem
activity at the Stanford Linesr Accelerator Center
(SLAC) computation facirlity. The authors’ approach
has been to start with a substantia) body of empir-
1cal data on system load and errors. The measure-

ment process 1s automatic: tt captures a detsiled
internai view of the system, especrally under error
conditions. from the measurements., a completely
new data base of errors and uworkload was estad-
lished in order to match errors with workloads at
the times of error. On the basis of these measure-
ments several experiments were conducted to examine
the dependence of all CPU related errors on systea
activity. A CPU related error 1s defined as one
which affects the normal operation of the CPU; 1t
could originate 1n the CPU 1tselt, 1n the main mem-
ory or 1n a channel. The present study concen-
trates on permanent CPU related errors. Betueen 13
and 18 percent of all (CPU errors uere estimated to
be permanent.’

The measurements and statistical experiments
clearly demonstrate a non-linear incresse in the
risk of observing permanent CPU related errors due
to 'ncreased values of workload variables. Exam-
ples are CPU utilization. inputzoutput rate, and
interrupt rates.

A representative measurement is
Fig. 1, which shows how an i1ncrease 'n the systems
CPU usage., SYSCPU, (a measure of the system over-
head: a fraction betueen 0 and 1) can result n
higher risk of permanent errors 1n the CPU and main
memory. The horizontal axis 18 the workload var:-
able: the vertica) axis ts the risk of error. Mod-
eling details will be given later 1n this paper.
He estimate that in a majority of the observed
errors the latency betueen the error occurrence and
1ts manifestation was insignificant 1n comparison
With the time required to produce a measurable
change in the average workload values used in the
analysas. Thus, as far as the measured workload
values are concerned, the manifestation of a perma-
nent error almost coincides with 1ts occurrence.

illustrated n

Related Research and Hotivatien

There 1s now considerable experimental evidence to
show that computer relrabylity 1s a dynamic func-
tion of system activity (as measured by the work-
load). A number of studies [Butner 80), llyer
82a.b) and [Castillo 80. 81] provide statistical
evidence on 8 number of machines to support this
observation. Even though the exact nature of this
dependency 18 not tully understood, 1t would sppear
that that computing systems, which need meximum

——————————————eeeera

' Betueen 75 and 35 percent of all errors were tem-

porary (transient or intermittent) and are dis-
cussed 'n [lyer 82b) and [Rossett: 81).
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Figure 1: Risk of error vs. system CPU usage
(fraction),

relvabirlrty at their peak load, require a re-evalu-
ation of their reliability projections.

An important, and as vet unansuered, Qquestion s
whether an increased level of system activity
results 1n an increased level of harduare farlures.
In particular, it is important to determine uhether
permanent farlures in logic elements (CPU and stor-
sge) are also workload dependent y.e.. whether
higher system activity results in a higher level of
CPU and memory farlures.

Some evidence to this effect was available from
an early analysis of failures on the SLAC Triplex
(lyer 82a). The study found a strong correlation
betueen the occurrence of harduare failures and the
losd on the system, as measured by variables such
as the paging rate and the jobstep processing rate.
All failures were considered, not simply Lhe ones
which led to system service interruptions. Most
importantly, the effects uere such that the average
tarlure rate for various system components varied
cyclicly over & band of signiticant width as deter-
mined by the daily load varrations. Fig. 2 s a
representative histogram, from that study., of all
permanent CPU failures plotted by the hour of day,
averaged over 1978,

In a majority of the cases, the time betueen the
occurrence of & failure and 1ts manifestation was
estimated to be insignificant, This also matches

with the observation and experimental results
reported in [Lala 83).7

————— .

! The study reports extremely small latency times

(less than | second) for detectable faults. Less
then 20 percent of injected faults were not
detected and a vast majority of these were due to

unused gates or on signals wuhich uere aluavs !ow
ar high.

Subsequently a more detarled and accurate study
was pertormed on all CPU errors {lver 82bj.
found that all errors attecting the CPU correlated

It was

stronaly with system activity, however the large
majorsty of these errors (75 to 85 percent) were
temporary. More recent studies conducted on the
IBM 308t at SLAC found a similar behavior with
softuare retated fairlures on VMs/370 [Rossetty 82)
Additional substantration of these results came
from experimental studies on DEC systems reported
1n (Castitlo 80).
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Figure 2: CPU failures by hour of day (SLAC
Triplex).

There has been some effort at modelling the
observed load/fatlure relationship. Possible
cause-effect scenarios are discussed 1n {Butner 20]
and [lver 82al. Castillo and Srewrorek [Castillo
31.32) have proposed the use of a doudly-stochastic
Poisson process to model the cyclic load-fariure
relationship. The model assumes that the i1nstenta-
neous farlure rate can be described by a cyclosta~
tionary Gaussian process. In {Gunther 80) a novetl
theoretical! model for an apparent cependency of
tarlures on load, based on a random walk formula-
tion, s described. There 1's no doubt that more
detailed experimental results are necessary before
a clear understanding of the observed behavior 1s
possible.

The next section discusses the error and work-
Yoad measurements taken and brieily presents the
organization of the data. Subsequent sections
describe the procedures employed to analy2e perma-
nent errors and present new results finally, the
paper summarizes the 'mportant results and high-
lights the conclusions t*at can be drawn trom them




frroc Meagsurement

As stated earlrer., the present study uses the most
detailed data from the log maintained by the oper-
ating system as errors are detected by the harduware
and recorded by the softuare. High level system
behavior, as seen by the computer operator and
users, 18 not directly measured. Instead, there ‘s
much 1nformation on harduare errors, both recovera-
ble and non-recoverable, as they occur n the
detailed operation of system components.

The SLAC system, during the period of our study,
consisted of tuwo I1BM 3704168 wmainframes and an [BM
360791 connected 'n a triplex mode. The data for
our study., which consisted of three years of meas-
urements (1979, 1980, and 1981), came from the two
18M 370168 mainframes. The log referred to above
1s commonly called SYSI.LOGREC or the EREP log.,
from the Environmental Recording Editing and Print-
tng program used to accumulate and format 1t for
maintenance (I8N 79]).

Errors 1n 18N 370 systems are classified into
three major types:

1. CPY Errors - In the central processor and stor-
age.

2. gthanne) Errors -~ In 170 channels and assocrated
interfaces.

3. Qutbogrd Errors - In any device beyond the
channel-control wunit interface, 1.e, all
errors in 1/0 devices.

For each error, whether recoverable or not. the
operating system creates a time-stamped record
describing the error and providing relevant nfor-
mation on the state of the machine. As an example,
for a CPU error, the state 11nformation might
include the contents of all internal registers and
diagnostic nformation colliected by the harduare
(such as parity indicators and error flags). At
SLAC this information is coliected on a daily basis
and archived for many years.

Since the LOGREC data does not specifically pro-
vide information on permanent faslures, 1t s nec-
essary to estimate this information from the data.
1t was noticed that those errors which commonly
occurred 1n large bursts within a short period with
the same error symptom were almost always due to a
permanent hardware failure. The vast majority of
these errors were i1n mawn storage. The tollowing
rule was therefore used to estimate a harduare
tarlure: It the machine-check condition 1nter-
rupted the CPU and recurred four times or more n
rapid succession, the error was considered to be a
permanent error 1n the CPU or main memory. Discus-
sions with SLAC systems and maintenance people
shoued that this policy corresponded reasonably
well with their expervence. A typical example 13 a
permanent single bt failure in marn memory. The
system typically hits this location frequently
(from a few milliseconds to 10-15 minutes, depend-
wng on the worklioad), corrects the error and con-

tinues processing.? Each correction results in an
error log resulting in a cluster of errors with the

same symptom. In many cases 1t was found that this
caused a2 system termination. A sample of the hard-
ware error data obtained on this basis 18 shown n
Table 1, The number of errors 1n a cluster
(NPOINTS) and the time span of the cluster (SPAN)
are also included n each record.

TABLE 1

Sample error data (LOGREC)

S
S $ T € T
'] ¥y 1 Y 1 x ] R
H S \ 5 P S nr 1 3 [ ]
[} P b 0 0 R 0 0 G € E 0
£ A L] non E mnnH R R cn
L N € 6 G € 66 0 R Y G
S 371 19APRT9:12126:40 [ 14 UNCORR MWRCY PROC
4 505 22APRT9:08:48:5% RCYY UNCORR HWRCY PROC
11 323 27APR79110110:01 EOMG  UNCORR MMRCY PROC
5 1 JOAPR79:03:125:112 EOrG UNCORR NMRCY PROC
4 126 02MAY?9110107135 REVY HWRCY PROC
$ 79 O2MAYT9I11131:25 RCvY HWRCY PROC
o 333 O3MAY79:18:22:35 RCYY UNCORR MWRCY PROC
4 99 17MAYT79:103:59105 101G UNCORR OSTER RL3TR
8 316 3JOSEPT9:103:47:55 oG UNCORR OSTER RLSTR
24 19 Q26FEBT9117108:02 LorG MMRCY PROC
7 244 15AUGT9:102:57:08 RCYY KWRCY PROC
6 21 16SEP79:113:21118 RCYY UNCORR MWRCY PROC
4 & 21M0V79:08:35:09 acvY KUNCOR HMRCY PROC

Horkload Measyrement

Since errors in processors occur fairly infre-
quently (on the order of once a day for our meas~
urements), correlation with workload regquires long
term worklioad #tigures. The wuworkload data comes
from tuo sources: the butlt-in system utilization
facility, and a software monitor written specifi-
cally for this study. They are discussed belom.

The operating systems in the processors measured
use 1B8M’s System Management Facilities (SMF) for
usage accounting. SMf was originally designed to
provide accounting i1nformation, but i1t has evolved
over the years to 1nclude more general performance
measurement 1nformation. SMF 1s discussed exhasus-
tively elsewhere (see [1BM 73], (Butner 80)) and
will not be detailed here.

In general, SMF data consists of records giving
resource utilization figures for jobs, files, 1/0
devices, and a potpourrt of statistics gathered and
written on a periodic basis. For this work we use
the type 4 (Step) record, which holds statistics
for each job step as 1t completes execution, and
the type 1 (Wai1t) record, written roughly every 10
minutes, which summarizes global system utitrzation
during that !0 minute pervod. With careful pro-
cessing, SMF can provide excellent workload statis-

tics, especially when high resolution resuits are
not needed.

To obtain more detailed 1nformation sbout tran-
sient behavior n the CPU we 1mplemented an inter-
rupt rate monitor. called INTRACK. There are four

3 it the error 1s more serious, the system can
recover by retrying the nstruction or by abort-
ing the current task.




classes of interrupts '1n the 18M 370 architecture:"
1. €External (EXT) — Used by the operating system

tor clocks and inter-CPU communication.

2. Supervisor
instruction,
ces, such as:
tron, /0,

call (Sve) — Caused by any SV¥VC
Used for operating system servy-
memory allocation., synchroniza-
timing, etc.

3. Program (PROG) — Program traps due to
metic conditions (e.g. diyvision by
invalid operations, or page faults.

arith-
zerol,

4. Inputs/Qutput (1-/0) -— From completion of (/0
operations.
The 1nterrupt monitor (INTRACK) archived the
interrupt data along with the SMF oaata cdescribed
above.

Table 2 summarizes the sources of data for
the workload nformation.

TABLE 2

Input data for workicad variables.

fecord wWhen generated fontents used
Stes At end al each batch job Accounting and ob usage
step data, 9. CPU time, no  of
1708, memary usage
wart Agpres. every 10 minutes CPU wart time during preced-
ing 10 s'nute period
INTRACK  Normally every 10 ainutes

Contents of tour cumulative
interrupt counters lor
(xternal. S¥C, Program. (/0

(but settadle)

QVERVIEW OF IME MEASUREMENT SYSTEM

An obj)ective of the measurement system uas to make
data management as asutomatic s possible so that 1t
1$ unnecessary to know the particulars of operating
systems, softuare monitors, record formats, and the
Tike. The Statisticsl Analysis System (hereafter
called SAS) [SAS 79] provided a rich environment
for data handling, n additron to its procedures
for statistical analysis. Once a few programs uere
uritten to capture and reduce the rau data, the
information was immediately burit into SAS data
bases (called SAS data sets). on whych the full
power of SAS could be used to sort. select, nmerge,
and extract information. More than S0 SAS pro-
grams, some very simple, were written to perform a3
variety of data handling operations on the data
bases. This section discusses the system as 3
who'le. describing the flow of data in general

% Machine check nterrupts are
because they are already
data.

not considered here
collected in the LOGREC

terms. Later,
clustering
getarl,

important components such as errof
and workload smearing are covered n

The
data

transformation of raw workioad and error
into usable data bases for analysis s per-
formed by a tollection of programs, some written n
PL/1 and many written 1n SAS. Refer to Figure 3
for the organization of these processors and the
flow of data through them as they are described n
the following sections.
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figure 3: Detailed data flow 'n the measurement
system.
Processing the Workload Data

Workload processing begins with

8 program writ-
ten to select

and condense a specified set of SKHf
record types. Thys program 13 used to process the
thirty reels oi tape comprising the archived SMF
data from 1979 to the present.

Five minute intervalg and smearyng.

A number
provide

of workload variables are defined to
estimates of various characteristics of
system load throughout the three vear measurement
period. They are summaryzed 1n Table 3. The work-
load time granularity was defined to be five min-
utes, meaning that for each five-minute perrod from

January 1979 a vector of 13 workload variables was
created. The process described below 1s applred to
each of the variables. Essentyally,

the process

takes what 'h a record and

information

18 avarlable




distributes 1t
describes.

1nto the time slots the record

TABLE 3

Oetinitions of workload variabies.

Name Units Indicates

COREQ KBytes 8atch memory requests
COREY KBytes Batch memory usage
VOLWALT sec. Batch 1/0 wart time
EXCP 1s7s5ec Batch induced 170 load
PAGEL /sec B8atch paging (in)
PAGEQ 1s75ec Batch paging (out)
BATCPY fraction Batch CPU usage
SYSCPU {raction Honbatch CPU, Ovhd., etc.
Torceu fraction Overal!l CPU load
£xT 1/sec Timer and clock activity
Sve 1ssec Overall 0.S. activity
PROG 1ssec Pagings/prog. exceptions

L_Aifo 1/sec Overall (70 activity

fach 1nput record provides a starting time., an
ending time, and a value for one or more load meas-
ures. Each of these measures 15 "smeared”™ 1nto the
five-minute bins defined by the starting and ending
time of the event, either on a proportional basis
(for vari1ables representing counts or times), or
directly (for "level™ variables, such ss memory
usage). The algorithm also takes care of the sub-
tie handling of partial bins at the interval end-
points, 1n addition to the case where both end-
points lie somewvhere 1n the same bin. for these
cases the amount accumulated 1nto the bin 18
uerghted by the fraction of time spent 1n the bin.
figure 4 presents an actual numerical exampie with
tour jobs overlapping 1n various ways. Notice that
the height of each bin is the sum of the Lime aver-
aqed values of nput values entering that bin.
This averaging s similar to appronimations that
occur 1n numerical integration problems.

As stated earlier,

the smearing 18 done one

month at a time, with approximately 8640 bins per
month, depending on the number of days in the
month. Finally, the est:mates are concatenated
into one-vyear groups to form the “Five-Minute
Smeared Data.™ for example, a

complete day of
smeared points (the 288 {ive-minute bins)

for two varivables 1s given 1n Figure 5. Efach small
step 'n the figure is a five-minute average; the
sol1d upper line represents percent CPU busy, the
dotted lower line 1s batch CPU. The plot shous the
tamiliar early morning 'ull betueen S and 8 am with
a dramatic climb to full wutilization at about 10
am. Notice that 'n the evening, from about 10
o’clock on. batch work forms most of the CPU load.
while during the day 1t 18 only n the 3§ to 40X
range with the remainder gowng to timesharing and
overhead. It 18 also interesting to note that at a

faample Smearing af ine CPy Limge of four «003

Start Cry Llapaed (1]
A28 lisg Limg Line Lieg Leysilanacd
A [ 8 ) 7 a? 1.0 0«
] 3} 95 62 1 e (IS
€ 40 5.8 t.7 1.2 6.5
] bAR 7.4 0.? 0.3 0.4 (0.30)e

® Since job 0 13 completely within 3 iR, 118 value 18
precated nto that din's sum
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figure 4: Example of Smearing Algorithm

January 5. 1981 Smeared Batch/Total CPU
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DOTS . Smeared Batch CPU Tume (Percent)
SOUD Smeared Totel CPU Tune (Percent)
Figure S: One Day of Batch CPU/Total CPU Data

feu rare points batch CPV
the total. This 18 due
1thm’s smearing of a jJob’s CPU usage evenly over
the job’s duration while the tota) CPU  figure s
derived from a 10-minute global system total.

To study longer-range loading effects we also
built a data base of one-hour smeared workload vec-

seems to be greater thaen
to the averagwng atgor-




tors. fach one-hour point s derived from the
five-minute smeared data by averaging the tuelve
five-minute points in that hour and tagging the new
point with the starting time of that hour. There
are 8760 such vectors 'n s non-leap vear. Another
reason for creating the one-hour data 1s to test
whether system crashes occurring soon after C(PU
errors cayse the five-minute averages in the period
preceding the error to be artificrally decreased.
Thys could happen because )obs executing at the
time of the crash would not contribute to the
smeared totals as they should. A prelyminary anal-
ys1s shoued this not to be a problem.

2rocessing the Lrcor Data (BYILD)

This section presents the method used to process
raw errors 1nto the data base used for analysys. A
SAS program, called BUILD, performs the following
steps:

(1) Select: The raw LOGREC data ncludes CPU,
channel, and device errors for all equipment 1n the
installation. Oniy CPYU (Machine Check) errors on
the two 370/168s are selected for analysis.

(11) Degcode gand Clgssify: In each MCH record there
are a nymber of bits describing the type of error,
1ts severity, and the result of hardware and soft-
ware attempts to recover from the problem. These
bits are decoded into classes meaningful to thas
analvsys and analyzed 'n later processing. General
machine check status indicators are provided by the
narduare are described fully in the Systems/370
Principles of Operation [18M 81)).

(viv) Sort By and lime: Yo facilitate
clustering n the next step 't 's necessary to sort
the data by CPU id (ser:al number) and time of
error within CPU 1d.

(1v) Clyster: Errors occurring mithin % minutes of
each other were coalesced. for each error point,
the folloning test was performed:

IF Cerror type> = (type of previous error)
AND (time auvay from previous error) ¢
utes
THEN (fold error 1nto cluster being burit)
ELSE (start a new cluster).

S min-

The result is a set of clustered errors for each
year. Assocrated with each cluster 13 information
consysting of error classitications, number of
points 1n the cluster, time of first and last
errors 1n the cluster, and a varrety of status data
provided by the hardware and operating svstem.

Summary error statistics for our data (all
errcrs and perm.nent errors) are given n Table ¢
The number of points in s cluster (NPOINTS) and the
time spanned by & cluster (SPAN) are ealso shoun.
The cluster statistics on all errors clearly shous
that the clustering algorithm s having an efiect
by gathering long bursts of errors into a few large
clusters, ndicated by the wmaximum 192 points and
1310 second time span. The tadb'e also shous that
Yone errors predominate, with mediran cluster sice
of one and time span of 2zero, showing that the

clustering algorithm 18 not artrficrally torcing

o et a4

them together. Notice the ditference 1n the
clustering statistics (SPAN and NPOINTS) for perma-
nent errors in comparison to those for all errors.
Since permanent errors are defined by repeated
yvdentical errors., the clusters are larger. Clus-
tering 1s 1mportant n the error analysis to avoid
brasing the results with repeated errors from the
same failing component.

TABLE 4

Error and Cluster Statistics

Error Statistics
Period of Study: Jan. 1979 - Dec. 1981
All CPU Errors: S07

Permanent CPVU Errors: 85 (16.7X of

total)

Mean Time Betu. Perm. Errors: 289.8 Hours

Cluster Statistics (ALL)

NPOINTS SPAN (seconds)
Mean 4.2 20.4
Mediran 1.0 0.0
30th Percentiie 5.0 8.6

Cluster Statistics (Permanent)

NPOINTS SPAN (seconds)
tMean 21.9 175.6
Median 9.0 319.0
90th Percentile 59.6 505.0

Combining Worklgoad and frror Data (MATCH)

The fi1n31 and most 'mportant step of the data base
building process 1s the matching of errors and
workload. 8y matching we mean the comdbining of
each error point uith 1nformation on system work-
load at the time of the error. The clustered error
points are processed sequentially and tor each
poynt: (1) The time of the five-minute i1nterval
preceding the error 1s calculated, and (2) wused as
a kev to locate 1ts corresponding workload observa-
tion. Then (3) the vector of workioad variables
trom that observation s merged 1nto the error
observation,

In order to determine the load at the time of
error, the S-minute load averages (wuhich ue refer
to as smeared averages) were merged with the error
fog. The load at error was taken to be the foad i1n
a five minute 1nterval prior to the error to elimi-
nate perturbations from system error recovery or a
system crash. The matching 's shown 1n figure 6.
Note that the interval gontagining the error 1s not
used because of the measurement distortion that can
be caused by error reccvery activities, and the
fact that the system may not continue to run after
the error. Also. the exigencres of a system crash
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Figure 6: Merging of Load and Error Data

may prevent the operating system from gathering
workload and accounting statistics.

In the case ot one-hour averaged workload meas-
urzments, the algorithm i1s the same except that the
previous hour’s load s used.

symmary ¢t the Daty Base

Summarizing the above presentations, the following
major sets of data were created:

e Clustered and unclustered “pure” errors - from
which standard error analysis can be drawn to
obtain a number of statistics, e.g. mean time
betueen errors, hazard wtth time, etc. See
{Shooman 1968} for more information.

s Three years of wacrkload information - aise usetul
for studies not necessarily related to reliabit-
1ty These points exist in both five-minute and
one~hour granularitires,

e Errors matched with workload - in both the five-
minute and one-hour forms. These observations
can be used to study the connection between load
and errors 1n large computer systems.

ANALYSIS
uork!oad and frror Analys:s

The data consisted of three vyears of loadsercor
measurements, 1979, 1980 and 1981, The 1981 data
contains additional measurements made by our spe-
cral purpose ynterrupt monmitor. Imitrally, we ana-
lyzed each vyear separately. Since there was no
significant difference in the 1879 and 1930
results, 1t was considered approprirate to combine
the corresponding load-error data. Of the thirteen
workload measures c¢ollected tor the study. tour
were chosen to be studied for 1979 and 1980. They
were:

1. COREYU — The sum of memory allocated by batch
jobs (K bytes).

' A commonplace analogy te illustrate the above
distinction is that sutomobries travelling at 150
mph have a higher probability of accident than

2. EXCP — The 1/0 initratation rate by batch
jobs (1/0s per second).

3. SYSCPU — CPU wutitization dor system. 1.8
non-batch, tasks (a fraction between 0 and 1),

4. TOTCPYU — Total CPU usage (a fraction betueen O
and 1).

For 1981 the following nterrupt measurements were
also i1ncluded:

1. SVC - Supervisor calls (rate per aecond).

2. 10 — [/0 interrupts, completion of [/0 opera-
tions (rate per second).

3. PROG — Program interrupts (rate per second).

Measures such as the SYSCPU and 10 provide a meas-
ure of the system interactive load, while measures
such as TOTCPU provide a gerncral view of the CPU
usage. The variable "BATCPU", decived {rom the
difference Hhetueen TQTCPU and SYSCPU, s a direct
measure of batch usage.

Recal! that the data base developed contains not
only the values for the specified workload vari-
ables to a five minute resolution but also the val-
ues of the same variables matched with error times.
From thys data tuo types of distributions were
developed. The first, 2(x) 1s simply the distriby-
tion of the workload variable n question

2(x) = Pr {uorxload = x)

The second 1is the joint distribution of an error
and the workload measure:

f{x) = Pr (error occurs and load = x}.
In this expression, errors and load values are rep-

resented as they occur on an actual system. wuhere
{favored loads contribute more to the distribution

than loads of low probability. To remove thais
effect we divide f(x) by the assocrated load prob-
ability 2x). Using the wel! known notion of &

conditional probabriity distribution (Feller 63] we
urite

f(x)
gix) = pr {error occurs | load = x)}) = ——
Alx)

Therefore g(x) can be thought of as the probabiiirty

of an error at @ given load when all loads are
equally represented: 1t 1s the cenditional error
probability. In the figure gix) represents the
conditional probablities arranged by 1ncreasing x
(uorkload). Note that., since each of these pro-
babliti1es 15 calculated 1ndependently, g(x) is not
a probability distribution 1n  the regular sense of
the term.2)

those travelling at S5 mph. Houever, there are
far more accidents for autos goyng 55. To obtain
an accurate representation of the risks involved
an travelling at high speed. ue myust divide the
number of accidents occurring at each speed by
the number of autos travelling at that speed.




Figures 7 and 3 depict the 2.
tions of System CPU (SYSCPU) and
(TOTCPU} for 1981,

f, and g distribu-~

JHE LOAD HAZARD MODE]
170 and Yotal CPU

The object of the analysis was to determine:
As a2 general observation we note that, where the

1. poes a higher level of system utilization
difference betueen 2(x) and f(x) s considerable. result tn a higher risk of a permanent error
ue might expect to see a workload dependency in the than a iouer level?
errors. If 2(x) and f(x} are similar, the rela- .

| tronship s probably not significant. A gi{x) dirs- 2. s the relationship linear with the workload
| tribution weighted in favor of higher workload val- variables. or is there a nonlinear 1ncreasing
ues will clearly generate a higher risk of an effect?
‘ error, 1f the load increases.
f
In practical terms, 1f such an effect exists, 1t s
It uould appear from the g(x) plots for SYSCPU expected that the load will act as a stress factor.
and 10 that MNigher values of these measures () SO For this purpose we developed and validated a
for 10} contribute more significantly to permanent load-hazard model which formea the basis for our
errors than the lower values. Examining the plots tests. A detarled description of the development
Vo: Torcpthuo no:n.that.h as TeasTr!: :V CP: U:‘:;' and validation of this model appears 'n [lyer 82b).
zation. ¢ system was heavily oaded most o € Brietly, an inherent load hazard 2(x) 1s defined as
time. The 2(x) and g(x) plots for TOTCPU show con-
siderable simiiarity. It would therefqre appear
from this cursory analysis that permanent errors
are not induced by higher executton rates, as meas-
ured by CPU usage alone.
Pr {Error 1n  load 1nterval (x, x+4x))}
In order to quantify this effect. 1n particular 2(x) = {0
to determine exactly the risk or "hazard”™ associ- Pr {No Error in load wnterval (0. x)}
ated with higher workload values, we emploved uhat
we refer to as a “Yoad hazard®™ model, the develop-
ment and application of which 1s discussed 11n the
next section.
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n reliabiiaty theory [Shooman 68].

hazard

2(x) meas-

course 18 not
described as

true n practice since
a random variable with

ioad 15 best
a probabrlty

risk invoived 1n ncreasing distribution: 1t 1s simply the assocrated losd dis-
the workload from x to x+dx? (e.qg. 1f the system 1s tribyution, SA(x), defined above. 1In order to deter-
currently operating at 80 percent of full load., as mine the hazard for a particular load pattern, we
measured by CPU usage, what is the increase 'n the must multiply the associrated 1oad probabirliity by
risk of a permanent error f the load s increased the hazard calculated 1n (1), Denoting by 2z,(x)
to 90 percent?) the transformed hazard, we have
The numerator of 2(x) was determined from gi{x). 2a(x) = zlx) 2{x) )
The syrvival probabilaty in the denominater (1.e.
the probabiltty of no permanent ecraors 1n the load
interval (0.x)) was for practical purposes found te
be very close to the probability of reaching a
given workload aor higher (determined from the work-
load distribution 1(x)). This 1s simply due to the * In applying the load hazard mode! to our dats we
fact that, 1n our data., error events are much feuwer made a simplifying assumption that the workload
than the five minute workload samples. Conse- monotonically ncreases until an error occurs.
quently, most often, when a given workload s This 1s a conservative assumption which was made
reached no error has occurred (i.e. permanent primarily to simplify some cumbersome aspects of
errors are quite infrequent). the data analysis. 1t has the additional advan-
tage of allowing us to estimate a lower bound on
If 2(x) 1increases with x, it should be clear the workload related risk (1f any). This s due
that there 1s an ncreasing risk of 3 permanent to the fact that under the assumption of a mono-
error as the workload variable increases. [f, how- tonically increasing workload, factors such as
ever, 2(x) remains constant for increasing x, e cycling (betueen lou and high usage) and other
may surmise that no ingcreased risk 1s involved. randem variations are ignored. It 13 well knoun
that such stresses only serve to add to the haz-
Note that n our defimition of load hazard ue ard rate [Kujowski 78), [Arsenault 80]. Thus by
have removed the variability of system load by neglecting them we underestimate the hazard being
using the conditional probability g(x). This of measured.
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In close analogy with with the classical hazard course 1s not true in practice since load 13 best

rate in reliabiiity theory [Shooman 68], z(x) meas- described as & random variable with a probability
ures the incremental risk nvolved i1n ncreasing distribution; 't 13 simply the assoctrated load divs-
the workload from x to x+dx® (e.g. 'f the system 1s tribution, 2(x), defined above. In order to deter-
currently operating at 80 percent of full load, as mine the hazard for s particular load pattern, we
measured by CPU usage., what is the i1ncrease 1n the must multiply the assocrated load probabiiity by
risk of a permanent error 1f the load 1s increased the hazard calculated 'n (1), Oenoting by 2z,(x)
to 90 percent?) the transformed hazard. we have

The numerator of 2(x) was determined from g(x). 2a(x) = z2(x) RA(x) (2)

The survival probability in the denominator (1. e
the probability of no permanent errors 1n the load
interval (0,x)) was for practical purposes found to
be very close to the probabiivty of reaching a
given worklioad or higher (determined from the work-
toad drstribution 1(x)). This 1s simply due to the
fact that, 1n our data, error events are much feuer

* In applying the load hazard model to our data we
made a simplifying assumption that the workload

than the five minute wuorkload samples. Conse- monotonically increases until an error occurs.
quently. most often, when a given workload s This 18 a conservative assumption which was made
reached no error has occurred (1.e. permanent

primarily to simplity some cumbersome aspects of
the data analysis. It has the additional advan-
tage of allowing us to estimate a lower bound on
1f z(x) ncreases with x, 1t should be clear the workload related risk (1f any). This s due
that there s an ncreasing risk of a permanent to the fact that under the assumption of & mono-
error as the workl!oad variable increases. [f, houw- tonically increasing worklocad, factors such as

ever, 2(x) remains constant for 1ncreasing x, we cycling (between low and high usage) and other
may surmise that no tncreased risk is i1nvolved.

errors are quite infrequent).

randem variations are i1gnored. It 's well known
that such stresses only serve to add to the haz-
Note that 1n our definition of load hazard we ard rate {Kujouwsk) 78], [Arsenault 80}. Thus by
have removed the variability of system load by neglecting them we underestimate the hazard being
using the conditional probability gix). tThis of measured.
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We refer to the hazard z(x)., as defined 1n (1},
3s the jundamental hazard. This s because 1t can
be thought of as an 1nherent property of a particu-
lar system and 1s not subject to varying load pat-
terns. When a varying load pattern 1s taken i1nto
account, 11t can be thought of as "prcking out”
aspects of the fundamental hazard function. Thas
hazard z.(x) defined 1n (2) will be referred to as
the apparent hazard, si'nce 1t 1s closely dependent
on the load distraibution.

HAZARD PLOTS

The generation of the hazard plots and assocrated
statistics 1nvolved extensive data processing. in
each hazard plot, 2(x) or 2,(x) s calculated and
plotted as a function of a chosen workload vary-
able, x. The permanent errors which generate the
plots occur due to a number of causes: examples
are: temperature., humidity, random noise, mechani-
cal! farlures, and design errors, some of which are
unrelated to our study. Those factors not related
to 'oad can be expected to behave as noise n a
load-error analysis. {f these other factors are
predominant., we can expect to find no discernable
pattern n our hazard plots. v.e. they should
appear as uncorrelated clouds. Thys 1s well under-
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stood 'n any statistical study of dependencies.

An easily discernable pattern, on the other
hand, would 1ndicate that the toad-error dependency
dominates others. The strength of such a relation-
ship can be measured through regression. figures
1, 1, and 12 depict the hazard plots for the
three selected load parameters. The regressiaon
coetfrcren rRZ, which 1s an effective measure of
the goodness of fit, 1s provided for each plot.
Quite simply, 1t measures the amount of variabyvlity
tn  the data that can be accounted for by the
regression model . R? values of greater than 0.6
(corresponding to an R > 0.75) are generally
interpreted as strong relationships? {Younger 79).
It can be seen that the hazards are increasing wuith
each of the load parameters shown. The relation-
ship 1s particularly strong with SYSCPU, 10 and
EXCP. although other measures such as SYC. and PROG
(plots not shown) also correlate strongly. Note
that these variables measure the 'nteractive work-
load with some degree of overlap and. have difier-
ent degrees of variabilaity, TOTCPU, a general
measure of execution also correiates moderately
strongly. In addityon, 1t s seen that the work-
Toad-error relationship 1s highly non-linear. Thas
appears to ndicate toward the exi1stence of a
threshold beyond which the system worsens very rap-
1dly.

It 's interesting to note that most of the esti-
mated permanent errors were fatiures In main mem-
ory. An analysis of these errors by time of day
showed that they generally occur during the period
when the main memory access rate and the interac-
tive workload measures (e.g SYSCPU and 10} are the
highest (1.e. during prime time). This 1s shown in
fig. 13 uhich gives both the permanent errors and
the average 1/0 rate by hour of day.

DISCUSSION OF RESULTS

The analysis shouws that there 11s a strong load
dependency of permanent CPU errors at SLAC.
Straictly speaking the data refers only to the mani-
festation of a CPU related error. 1.e. the observa-
tion of the error and not i1ts occurrence. It s,
houever., possible to estimate the average latency
af an error, say in main memory, from the measured
values of the pagwng rate. Using the lowest values
ot the measured paging rate, 1t 1s esimated that
the t'me for most page frames n main memory to
incur a page transfer 1s about tuenty minutes. The
time required to produce a significant change n
the workload measures to affect our results s
about an hour. Hence, the latency time 1s 1nsig-

Y the range of |R] from 0 to 1 15 typically divided
as follows: (0, 0.25) moderately weak; (0.25,
0.5) moderate: (0.5, 0.75) moderately strong;
(0.75, 1.0) strong.
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nrtrcant when compared with the time required to
produce measureable change in  the workload.
Accordingly. within the sensitivty of our data, the
observattian ot a permanent error almost cowncides

with 1ts occurrence. This observation s also con-
tirmed Dby studies on fauit Jlatency reported 1n
{Lala 813). This studies found that the latency

time of detectable errors wuas very short indeed.
Most of the wundetectable errors were 'n remote
tocations or had "don’t care™ conditions.

A preliminary examination of the semiconductor
device literature shows that some experimental and
quantitative evidence exists to support oufr
results, for sxample, the effect of transient and
intermittent loading on the rating of pouer devices
has been sStudied at Jength; see [(Ivalo 61) and
(Blackbarn 4] for detasrls. 1t 13 uwell known that
the duty cycle of the 1nput pulses 15 an important
parameter 'n determining the rating and the lyrfe-
time of such devices for pulsed operation. (Omen
80] describes practical methods commonly employed
to evaluate the thermal effects ot repetitive
pulsed loading. DOetairled analytical and experimen-
tal anatysis af both steady state and transient
thermal behavior 1s discussed 'n [Newell! 75].

There 13 also evidence 1n the generat relrabii-
1ty lrirterature which relates low and high wusage
rates of avionic and navigational equipment with
corresponding retiability behavior; see [Shurman
781 ana  (Kujousky 78] for details. 1t ts to be
noted that 1n each of these two studies a signifi-
cant component ot the system was electrontc or
digital. Qur measurements show that the eftect 1s
not negiigible 1n smaller devices.

CONCLUDING REMARKS
It has been the purpose of this paper to describe

the measurement and analysis of permanent CPU
related errors and system activity at the Stanford

tinear Accelarator Center computation facility.
Between 13 and 18 percent of all errors attecting
the CPU were estimated to be permanent. The many-

testation of a permanent error was found to be
strongly correlated with the level and type of
workicad prior to the maniriestation of the error.
For enample, 1t 1s shoun that the risk of a perma-
ner.t error increases n a non-linear fashion with
the amount of 1i1nteractive processing. The ghserved
tendency 15 present 1n three vyears of load data.
This observation 1s significant because a locad-er-
ror relationship found at the CPU level must, n
aur view, be considered fundamental. In addition,
'n a majority of the observed errors. the latency
between the occurrence and the manifestation of the
error was estimated to be insigniticant {or the
curposes of our analysais. Thus the detection of

the error also provides an estimate of the occur-
rence ot the error.

As with any statistical analysis, this 1s not
prool 1n 1tself. More measurements and experiments
are necessary to further study this problem. Houw~-
ever, the increasing body of evidence accumulated
on dirfferent computers with differing load and
tarlure patterns shous that workload should be con-

11

sidered as a factor relating to reliabriity. Work-
'oad can be thought of as a stress on the system.
.1th greater stresses resulting n greater risk of
tariure. In view of our oprevious results. ue
belteve that the error process which ensues 18 COom-
posed of tuwo separate effects. The first 18 the
(constant) nherent farlure rate. This 13 deter-
mined through classical reliabilty techniques
{Shooman 638), taking into consideration such fac-
tors as topology, redundancy etc. The second 13
the utiirzation-1nduced farlure rate. This rete s
dependent upon both the absolute level of system
utilization and the rate of change ot that level.
By an absolute level ue mean an odvicusiy measura-
ble level; #.9., CPU utilization. memory occupancy.
etc. Through the rate of change of utilization we
are attempting to measure the rate at which
transitions occur betuween various system states,
e.g. the transitions of the CPU into end out of
the busy state. {n most cases the effect of this
stress 1s not permanent, since most errors are
transient [lyer 82b). However. as demonstrated in
this paper, there 18 a sygnmificant contribution due
to permanent errors 1n the CPU and main storage.

The design of computer systems will be greatly
arded 1f this type of analysis can help uncover
cause and effect relationships 1n permanent errors.

ACKMOWLEDOMENTS

we gratetully acknowledge Prof. £.J. McCluskey for
his continued interest 1n this work and for exten-
stve discussions throughout the pertiod of thms
study. HWe would also like to thank ted Johnston at
SLAC, for providing the computing resources and
access to the data. In addition, we thank Y. Min,
M. Cortes and H. Amer for their careful reading of
an earliar dratt of this paper.

This sork was supported 1n part by the Depart-
ment of the Army under Contract Number
DAAG29-82-K-0105 and by the Department of Energy
under Contract Number O0E-AC03-76F00515. The views,
oprnions, andsor findings contained n this docu-~
ment are those of the author and should not be con-
strued as an officral Department of the Army posi-
tion. policy, or decision, unless so designated by
other otficral documentation.

REFERENCES

[Arsenault 80] J. €. Arsenault and J. A. Roberts,
Reliahylrty and Maingta ngabrlity of Electronic
systems. Computer Science Press. Potomic.,
Maryland. 1980.

(Blackburn 74] 0. L. Blackburn and F. f.
Oettinger, "Transient thermal response of power

transistors.”™ 'n JLE8 PESC Cont. Rec.. pp.
140-148, June 1974,

(Butner 80) S. [. Butner and R. K. [yer. "A
Statistical Study of Relsability anc System Load
at SLAC.™ Dinest. Jenth Internathonal Sympoxium

on faylt Jolersnt Compyling, Kyoto, Japan,
October 1980.




12

[castillo 80) X. Castillo and 0. P. Siewtorek, "A
Performance Reliadbility Model for Computing
Systems,” Qigest. Yenth Internatignal Symposiym
on Faylg Yolerang Compyting, Kyoto., Japan,
October 1980.

(castillo 81] X. Castillo and D. P. Siewiorek,
"Warkload, Performance and Relrabrirty of
Dygirtal Computing Systems,™ Do ., fleventh
[nterngtional Symposiym on Fault-Tolerant
compyting, Portland, Maine, June 1981, pp.
84- 89.

[castillo 82] X. Castillo and 0. P. Siewlorek, "A
Horkload Oependent Software Reliabiirty
prediction Model,™ Qigest. Iuelveth
[nterngtiongl Symposiym gn Fayult-Toterang
Computing, Santa Monica, Caliyfornia, June 1982,

{Cunther 80] N. L. Gunther and H. C. Carter,
"Remarks on the Probabrlity of Detecting
Faults,™ Digest, Jenth Internatignal Sympogium

on Faylt Jolerant Lompyting, Kyoto. Japan,
October 1980.

(18M 73] [BM Corp., 0S/VYS System Management
facilitreg (SMF), Order No. GC3S-0004, 1973,

(1em 791  18m Corp.., Q$s¥S., DOS/VSE., ¥Ms370
Environment3| Recording Editing and Prynting
(EREP) Proqram. Order No. GC28-0772, 1979.

(ism 81] 18M Corp., IBNM System/37Q Pringiples of
goeration, Order No. GA22-7000-8, 1981.

{Ivalo 62] Vv. €. S. Ivalo, "Pulse Rating Charts
for the Loadability of Semiconductor Devices.”

flectronic Applicgtions. vol. 22, No 4., pp.
148-162, 1962.

[ilyer 82a) R. K. lyer, S. E. Butner, and €. J.
McCluskey, “A Statistical Failure/Load
Relationship; Results of a Multi-Computer

Study, ™ JEEE Transactions on Computers. July
1982.

[lyer 82b] R. K. lyer and 0. J. Rossettr, "A
Statistical Load Dependency of CPU Errors at
SLAC.™ Drgest. Iwelveth International Symposium
gn Fault Yolerant Lompyting, Santa Monica.
California, June 1982.

[Kujomusky 78] G. F. Kujousky and €. A. Rypka.
"Effects of On-0ff Cycling on Equipment
Relrabrlity,” 1978 Reliability and
Maintavnability Symposiym, pp. 225-230. 1978.

(Lala 83] J.H. Lala, "Fault Detection, Isolation
and Reconfiguration 1n FTMP: Methods and

Experimental Results,™ Preprint Fi1fth Diqrtal
Avionics Sysfems fonference. Seattle,

Mashington. November 1983,

[Newell 75] M. E. Newel!, "Transient thermal
snalysis of solid state pouer devices - Making &

dreaded process easy.” ILfE PESC gfon{. Rec..
June 1978,

[Cuen 80)] G. Owen, “Thermal management techniques

«eep semiconductors cool,” flecironics. pp.
135-142, September 1930,

[Rossetty 81] 0. J. Rossetty and R. K [Iyer, "A
Software System for Relirability sand Workload
Analysis,” CRC Tech. Rpt 81-18. Center for
Relrable Computing, Computer Systems Laboratory,
Stanford Univ., Stanford, California, December
1981.

[Rossetty 821 0. J. Rossett) and R. X. lyer,
"“Software Related Failures on [BM 308%1: A
Relationship with System Uthlization,” Prog.
COMPSAL 82. Chicago, Illinors. November 1982.

{SAS 79) SAS Institute Inc., §AS User’s Gurde,
1979 gdrtron, 1979,

(Shooman 68] M. L. Shooman, Probabrtistic
Retiability: An Enqineering Approach, McGrew
Hill, 1968.

(Shurman 78] M. B. Shurman, “Time Cependent
Faivlures Rates for Jet Aircraft.”™ 1978

Reliabr ity and Marptarnabriaty Sympogsium. pp.
198-201, 1978,

[Younger 79) M. S. Younger. A Handbook for Linear
Reqression., Wadsworth Inc., 1979.

D. Rossett' 1S :urrentiy w~ilh Metasnor (omputer
Systems, 2500  Gdarcta dvenue,  Mountain  view,
valiformia 34043,




