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THE USE OF ION IMPLANTATION FOR MATERIALS PROCESSING

Preface - F. A. Smidt

This report is the fourth in a series of Progress Reports of
work, conducted at the Naval Research Laboratory (NRL) on the use
of ion implantation for materials processing. The objective of
the programs is to develop ion implantation as a viable surface
treatment technique for use in applications of interest to the
Navy. Attainment of this objective requires both applications
oriented research, to demonstrate the Dbenefits of ion
implantation, and fundamental research, to provide an
understanding of the physical and metallurgical changes taking
place in the implanted region of a material. '

The work reported here represents a coordinated effort in
three divisions at NRL, the Condensed Matter and Radiation
Sciences Division (Code 6600), the Chemistry Division (Code 6100)
and the Material Science and Technology Division (Code 6300).
The work includes in-house basic research conducted under the
auspices of the Office of Naval Research, applied research
performed for several Navy and DOD sponsors (NAVAIR, NAVSEA) and
collaborative work with scientists at other laboratories.

The purpose of this report is to make available in one
source the results from all studies at NRL related to the use of
ion implantation for materials processing so as to provide a more
comprehensive picture of the scope and interrelationship of the
research. The report consists of four sections describing the
research and a cumulative bibliography of published papers and
reports.
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THE USE OF ION IMPLANTATION FOR
MATERIALS PROCESSING

ANNUAL PROGRESS REPORT
FOR THE PERIOD
1 OCTOBER 1981 to 30 SEPTEMBER 1982

SUMMARY

I. TION IMPLANTATION SCIENCE AND TECHNOLOGY

Research reported in this section contributes to our general
understanding of the ion implantation process and the development
and refinement of techniques for ion implantation processing.

A. Near Surface Analysis With Energetic Ion Beams

C.R. Gossett

A review is given of some representative methods and results
for near surface analysis of elemental composition vs. depth as
determined by Rutherford backscattering and related ion beam
techniques. Examples are given from new applications in the

areas of thin film and ion implantation technologies, which are

used to tailor the near-surface composition to beneficially
modify such surface-sensitive properties as friction, wear,
oxidation and resistance to corrosion. Profiling by energetic
ion beam methods is useful in optimizing the effect or in studies
to understand the mechanisms. The advantages and limitations of
this analysis method are explored with discussion of ion-excited
x-ray analysis and nuclear reaction analysis as alternative or
auxiliary approaches.

B. Sputtering Analysis With PIXE

J.M. Lambert, P.A. Treado, D. Trbojevic, R.G. Allas, A.R.
Knudson, G.W. Reynolds, and F.R. Vozzo

The applicability of the particle induced x-ray emission
(PIXE) 1in the determination of sputtering distributions and
yields was studied. Sputtered particles were caught on foils for
the 45 keV to 125 keV self sputtering of Fe, Ni, Cu, Ti, Mo and

Manuscript approved June 20, 1983.
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Au and for the 90 keV self sputter1ng of both target and
implanted particles of Nit + Cu, Cu? SN, Nit + Fe, and As* +
Ag, and for the target particles of Art + Au.

Sputtered particles were collected in an ultra high vacuum
(UHV) and in a poorer vacuum system with 99.99% pure Al catcher
foils. PIXE data, the x-ray yields from 1 MeV proton and 2 MeV
alpha particle beam bombardments, were used to determine the
angular distribution of the sputtered products. The sputtering
yield was <calculated from the angular disbution data by
integration over a hemisphere assuming azimuthal symmetry. The
efficiency of the PIXE %ystems was calibrated with a standardized
target such as 18 ,g/cm® Fe on the same 99.99% Al foil material.
The Al x-ray yield of the catcher foils provided a normalization
of all data from a given catcher foil. For a number of samples
studied, we have been able to compare the distribution and yields
obtained with PIXE to those measured by the Rutherford
backscattering (RBS) technique. Also separate RBS analysis of Xe
markers in the sputtering targets provided yield wvalues.
Comparision of the PIXE and RBS results indicate that the PIXE
sputtering distribution and yield measurements are comparable.

C. The Surface Behavior of a Binary Alloy During Production by
Ion Implantation

G.W. Reynolds, F.R. Vozzo, R.G. Allas, A.R. Knudson, J.M
Lambert and P.A. Treado

Thin surface copper-nickel alloys were prepared by ion
implantation at 90 keV. During the implantation of one pure
element by the other the sputtered products were collected on
catcher foils at different stages from the beginning of the
implant through to the steady state configuration of the target
surface. The <collector foils and targets were analyzed to
determine the behavior of the sputtering yields during
implantation and for the change in surface composition at the
setected fluence. The total sputtering yield for the target and
the effective elemental sputtering yields for each component
appear to be functions of the changing surface fractions, the
self ion sputtering yield of the implanted species, and the
elemental sputtering yield of the initial target species. A
model relating these parameters is presented.

D. Computer Study of Self-Sputtering of Cu énd Ni at 90 keV

M.Rosen, G.P. Mueller and W.A. Fraser

The self-sputtering of 90 keV Cu (Ni) ions incident on
polycrystalline Cu (Ni) targets has been studied using the code
MARLOWE. Experimental values of the sputtering yields and the
angular distribution of sputtered atoms are reproduced with the
Moliere potential using the screening length of Torrens and
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o Robinson, Particular attention 1is paid to those subcascades
o which have sputtered- atoms as their end products. The
i' distribution of the depths at which these subcascades are
. initiated is presented, together with the distribution of the
o frequency and length of replacement sequences they contain. A
e comparison is made of self-sputtering from amorphous and

polycrystalline targets at this energy.

E. Methods to Control Target Heating During Ion Implantation

K.S. Grabowski and R.A. Kant

Tne use of high-currrent ion implanters with beam powers in
excess of 1 kw requires improved methods of target cooling. This
paper casts well-known mathematical solutions [4] to heat
conduction problems in terms of ion implantation parameters, and
discusses the different regimes of conduction cooling. Examples
illustrate that for most applications: (1) scanning of the ion
beam and/or targets is necessary, (2) storing energy in target
heat capacity is insufficient to limit target temperature rise,
and (3) producing good sample contact with a heat sink is
essential. Methods of producing adequate contacts are discussed,
based on experimental measurements of the interface contact
conductance, h, for various combinations of materials. Finally,
as an example of successful target <cooling by conduction
techniques, the device used at the Naval Research Laboratory to
cool tool-steel bearing races is briefly described.

II. WEAR AND FATIGUE

T TR

Research reported in this section involves the application
of ion implantation processing to the improvement of wear and
fatigue properties of surface and fundamental investigations o
conducted to improve our understanding of the effects of -
implantation on wear and fatigue mechanisms. :

A. The Effect of Nitrogen Implantation on Martensite in 304 o
Stainless Steel -

R.G. Vardiman, R.N. Bolster, and I.L. Singer

Martensite will form in austenitic 304 stainless steel when .

o it is deformed. Transmission electron microscope studies show )
that nitrogen ion implantation <causes a reversion of the
martensite to austenite. Specimens containing martensite
resulting from fine surface polishing and heavy rolling are
examined. The transformation is shown not to occur because of
temperature increases during implantation. The effect is related o

to recent wear results in 304 stainless steel. .-
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B. Mechanical and Microstructural Properties of Boron Implanted

Beryllium
R.A. Kant, A.R. Knudson and K. Kumar

High dose boron implantation into instrument grade 1-400
beryllium has been found to produce a substantial increase of its
wear resistance. A comparison of the friction and wear behavior
resulting from two shapes of the boron depth distribution is
made. The wear resistance provided by a boron Tayer of constant
(flat) concentration was found to be superior to that of a
gradually decreasing (graded) profile. Rutherford backscattering
was used to determine the boron depth distribution profiles and
transmission electron microscopy was wused to examine the
microstructure. Electron -diffraction pattern analysis provides
evidence for the formation of beryllium borides.

c. Effects of Carbon on the Friction and Wear of Titanium-
Implanted 52100 Steel

I.L. Singer and R.A. Jeffries

Auger spectroscopy, EDX and optical microscopy have been
used to analyze friction and wear behavior q; 52100 steel
implanted with Ti to a fluence of 2 x 1017/cm?. Three
implantation conditions were chosen to produce different C
concentration profiles at the surface: disk 1 - Ti* implanted at
190 keV produced a partially _carhurized layer; disk 2 - Tit at
190 keV followed by C(2 x 1017/cm ) at 50 keV produced equal and
overlapping Ti and C profiles; disk 3 - Tit implanted at 50 keV
produced a more fully carburized layer than disk 1 but had less
Ti and a smaller C/Ti ratio than disk 2. Disk 3 had the best
tribological surface; the friction coefficient was u=0.3 and no
wear was detected. Disk 2 displayed stick slip with an average
uw=0.5 and showed mild wear. Disk 1 showed high friction and
severe wear. We conclude that the improved tribological surface
of Ti-implanted steel results from vacuum carburization and not
just the presence of excess C.

D. A Technique for Studying the Effect of Ion Implantation
on Dislocation Structures Developed During the Fatigue
of Nickel

R.G. Vardiman

A method has been developed for the study of dislocation
structures produced during the fatigue of nickel wires.
Carefully prepared specimens are nickel plated so that transverse
TEM samples can be made. In this way near surface effects and
depth variation, particularly important for ion implantation
studies, can be observed. For pure nickel, carbon implantation
gave a relatively small increase in fatigue Tlife. Dislocation

.
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structures likewise varied 1little, mainly due to the cellular
structure developed during the first cycle. This structure
"‘ occurs because the maximum fatigue stresses were well above the
2 yield point of nickel. The techniques which have been developed
are being extended to a nickel-chromium alloy where fatigue
stresses below the yield point should allow better
differentiation of implantation effects.
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IIT. CORROSION AND OXIDATION

o

Research reported in this section involves the application
of ion implantation processing to improvement of the corrosion
and oxidation resistance of surfaces and fundamental
investigations conducted to improve our understanding of the
effects of the implantation on corrosion and oxidatio:
mechanisms.

]

et

A. Ion Implantation Effects on the Thermal Oxidation of Metals

K.S. Grabowski and L.E. Rehn

In the past decade, ion implantation has been shown to
reduce oxide thicknesses up to tenfold in survey experiments on
Ti, Zr, Ni, Cu, and Cr, and to enhance the long-term oxidation
resistance of some high-temperature alloys. This review
summarizes the major results of previous work. Important
concepts are illustrated wusing recent experimental vresults
obtained from a He-implanted Ni-1 at.% Pt alloy. Collectively,
the results indicate that ion 1implantation has considerable
potential for reducing oxidation, and as a research tool to o
investigate the mechanisms of thermal oxidation in metals. ,
However, more thorough work needs to be done before the Zﬁi
influences of ion implantation on the oxidation of metals can be L
understood. -3
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B. Electrochemical and A.E.S. Studies of Fe-Cr Surface Alloys R
Formed On AISI 52100 Steel by Ion Beam Mixing ' ,;]

W.K. Chan, C.R.Clayton, R.G. Allas, C.R. Gossett and J.K.
Hirvonen

Fe-Cr surface alloys have been formed on AISI 52100 steel by

Ion Beam Mixing in order to improve localized <corrosion

- resistance, Three implant species were considered in this work,
namely:-Cr¥,Xe**and Kr**. 1Ion implantation was carried out on Cr
surface Tlayers, of 30 and 50 nm, deposited onto 52100 steel
coupons. The resulting surface alloys were <chemically
characterized by Auger electron spectroscopy. Electrochemical
pitting studies were carried out in deaerated 0.01M NaCl solution
buffered to pH6. Each of the surface alloys formed by the ion

beam mixing technique exhibited a significantly higher resistance
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to localized corrcsion compared to 52100 steel. The possible
influence on the localized corrosion resistance of the surface
alloys of oxidation, carbide formation and sputtering, resulting
from the ion implantation treatments, is discussed.

C. RHEED, AES and XPS Studies of the Passive Films Formed on
Ton TmpTanted Stainless Steel

C.R. Clayton, K.G.K. Doss, Y-F. Wang, J.B. Warren and G.K.
Hubler

P-implantation (1017 ions cm‘z, 40 Kev) into 304 stainless
steel (ss) has been carried out, and an amorphous surface alloy
was formed. Polarizarion studies in deaerated 1IN H,S04 + 2% NaCl
showed that P-implantation improved both the general and
localized corrosion resistance of 304 ss. A comparative study
has been carried out between the implanted and unimplanted steel
to determine what influence P-implantation has upon the
properties of the passive film formed in 1IN H,S04. The influence
of C1 ions on pre-formed passive films was also studied. RHEED,
XPS and AES were used to evaluate the nature of the passive films
formed in these studies.

IV. OTHER EXPLORATORY RESEARCH AREAS

Research reported in this section includ~s exploratory
investigations to assess the potential of ion implantation in
areas other than wear/fatigue and corrosion/oxidation.

A. Infrared Studies of Isothermal Annealing ¢f Ion-Implanted
Silicon: Refractive Indices, Regrowth Rates,
and Carrier Profiles

C.N. Waddell, W.G. Spitzer, G.K. Hubler, and J.E.
Fredrickson

A model-dependent computer analysis technique developed
previously has in this work been applied to the infrared
reflection data of a number of (111) and (100) oriented Si
samples which were implanted with high fluenzes of Si or P ions
and then taken through an disothermal annealing process. The
physical properties deduced from this analysis are (i) Dielectric
properties including the frequency dependent refractive indices
of the recrystallized Si and of the ao-Si as a function of
annealing temperature and time; (ii) structural information
including the amorphous layer depth, widths of transition
regions, and the epitaxial regrowth rates; and (iii) electrical
properties including the depth profile of the carrier density,
the carrier mobility near the maximum carrier density, and the
carrier activation efficiency. The physical interpretation of
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o the results is discussed and, where possible, comparisons with -
;l results of other experiments are made. _{
S} B. Properties of Amorphous Silicon Produced by Ion Implantation: L
v Thermal Annealing 4
-

.
.
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= W.G. Spitzer, G.K. Hubler and T.A. Kennedy

The refractive index, electron paramagnetic resonance (EPR)
signal strength and density of amorphous silicon were measured as
a function of 500°C isothermal annealing time. The EPR signal
was found to be correlated with two distinct optical states of
amorphous silicon that were previously reported. One state is -
the as-implanted state which has a refractive index 12% Tlarger -

g
1

than crystalline silicon. The other state is stabilized after
thermal annealing and has a refractive index 8% 1larger than
crystalline silicon and an EPR signal strength a factor of three

smaller than the first state. This state is stable until -
epitaxial recrystallization occurs. No correlation is found with i

the amorphous silicon density. =
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Section I.A

NEAR SURFACE ANALYSIS WITH ENERGETIC ION BEAMS

C. R. Gossett

Materials Modification and Analysis Branch
Condensed Matter and Radiation Sciences Division
Naval Research Laboratory

This work was supported by the Office of Naval Research.
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Near Surface Analysis with Energetic Ion Beams

C. R. GOSSETT

Naval Research Laboratory, Condensed Matter and Radiation Sciences Division,
Washington, DC 20375

¢ review is given of some representative methods
ad results for near surface analysis of
elemental composition vs. depth as determined by
Rutherford backscattering and related ion beam
techniques. Examples are given from new appli-
cations in the areas of thin film and ion
implantation technologies, which are used to
tailor the near-surface composition to benefi-
cially modify such surface-sensitive properties
as friction, wear, oxidation and resistance to

corrosion. Profiling by energetic ion beam
methods is useful in optimizing the effect or in
studies to understand the mechanisms. The

advantages and limitations of this analysis
method are explored with discussion of ion-
excited x-ray analysis and nuclear reaction
analysis as alternative or auxiliary approaches.

The field of materials analysis by energetic ion beams
has begun to mature in the last decade after arising within the
nuclear physics community. The basic method, Rutherford back-
scattering, has been the subject of a text (1), and the field
has also engendered a useful handbook (2). Publications are
scattered throughout the literature with much of the output in
articles relating to the properties of materials. In these the
ion beam analysis may form only a part of the work. New
developments in technique and applications continue and have
been the subject of a series of international conferences (see
for example (3) for the latest of these).

For the purposes of this symposium this paper will
attempt to summarize the main features of the technique,
drawing on the author's own work to demonstrate both the range
of applicability and the limitations. In addition to Ruther-
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50 SURFACE ANALYSIS

ford backscattering two auxiliary ion beam techniques will also
be discussed.

A principal distinction between energetic ion beam
analysis and other analysis techniques presented at this
symposium is one of the energy scale involved. While chemical
binding effects are in the range of electron volts and the
"surface-sensitive" techniques are at most restricted to within
a few orders of magnitude of this, most energetic ion beam
analyses are conducted in the range of a few million electron
volts for the primary ions. This vast difference in the energy
range has a number of important consequences for the analysis
method.

First, because of the large energy difference, this
method is completely insensitive to chemical binding effects.
While other conventional surface analysis techniques which are
sensitive to the chemical state are unquestionably frequently
required, it is also true that methods thus dependent on the
chemical state may suffer from difficulties in calibration,
particularly in transition regions where an element is found in -
more than one chemical state. Energetic ion beam analysis, on ‘:‘
the other hand, offers an absolute technique independent of
these effects. As such, this technique and other conventional
techniques (e.g. Auger, ESCA etc.) may often prove to be
complementary, each supplying information not available by the
other techniques.

Second, because the high energies provide penetration of
solid materials to depths of several micrometers, this
technique is not strictly a "surface analysis™ method so much
as a "near-surface analysis." When information is required on
the composition, not only of the outermost surface, but also of
the depth region within a few micrometers below the surface,
such as in cases where the surface may be expected to be
removed in use by wear or corrosion, then the composition in
immediately underlying regions may be of importance. In these
cases where a composition vs. depth (profile) is required,
surface~-sensitive techniques may of course be applied, provided
that a method of successively removing surface layers by
abrasion, etching, or sputtering is supplied to determine the -
profile. The greater penetration of the energetic ion beam, on .
the other hand, does not require removal of material to obtain -
a profile, as it depends only upon the relatively well
understood energy loss phenomena fcr ions in matter to
determine the depth at which atoms of a particular species are
located. In this sense, this method 1is not destructive,
although it may in some circumstances affect the material under
study and may not always qualify as totally "nondestructive™.

Third, the requirement of accelerating an ion to the MeV N
- range of energies must necessarily entail a larger size, more
expensive and often more complex acceleration apparatus. Thus,
the technique of energetic ion beam analysis grew in the
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4. GOSSETT Surface Analysis with Energetic lon Beams 51

environment of nuclear physics laboratories where such
accelerators proliferated in the past few decades in support of
the low energy nuclear physics research. This same environment
was responsible for generating much of the available informa-
tion on specific useful nuclear reactions and on the energy
loss of ions in materials which is so important to the
applications of the technique. In more recent years, as the
technique has become better established, many of these older
facilities have been converted to materials analysis and much
of the current accelerator production is dedicated to this
field and the related field of modification of materials by ion
implantation.

Elastic Backscattering Analysis

The use of elastic backscattering, which is the primary
technique for energetic ion beam analysis, is the normal method
of choice when it will produce satisfactory results. Some
other ion beam techniques which may be useful in supplementing
backscattering in specific cases will be discussed later in
this paper.

Backscattering analysis requires the previously mentioned
accelerator and the associated energy selection, focusing and
positioning apparatus. The incident ions, usually a stable
isotope of hydrogen or helium, are formed into a well collimat-
ed beam of monoenergetic particles. Beyond this the require-
ments are relatively simple. Generally analyses are conducted
in a moderately high (e.g. 10‘6 Torr) vacuum, because of the
energy losses even in gaseous matter, although in special cases
of volatile substances or even 1liquids, analyses have been
provided in partial atmospheres of inert gasses. The other
required apparatus for the experiment are: (1) a small surface
barrier diode detector for detecting the scattered ions and for
measuring their energy; (2) associated electronics, including a
multichannel analyzer system or equivalent on-line computer for
converting the electrical pulses from the detector into a
spectrum of count vs. energy; and (3) a means of positioning a
sample to intercept the accelerated ion beam in a known
relationship to the detector. The latter arrangement typically
includes provision to place successively several samples in
position without breaking the vacuum and usually a means of
changing the orientation of the sample with respect to the beam
direction.

The theoretical foundation upon which backscattering
stands is extremely straight-forward. The primary mechanism is
the elastic collision process. The conservation of energy and
momentum provide nonrelativistically that the ratio of the
energy of the scattered ion, E,, to that of the incident ion,
Eo, is:
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2 2 1/2)2
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Eg (MyeMp)? M,

where the subscripts 1 and 2 refer to the scattered ion and the
scattering atom, respectively, M is the mass, and @ is the
scattering angle. Scattering angles from about 135° to nearly )
180° are generally used to enhance the separation in energy for -
different masses, but it will also be noted that the energy ]
separation of adjacent mass numbers will become less sensitive .
. at higher masses. e

. e
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Thin Film Example. As an illustration of the method,
Figure 1 shows a backscattering spectrum for a study of a thin
MoSZ film sputter-deposited for solid lubrication purposes.
Since this analysis is of a relatively thin layer it provides a
good example of the effect of the elastic collision process in B
identifying the elements present within the thin film. In this —_—
case the mass four isotope of helium (i.e., an alpha particle) F T
scattered into a narrow angular range at a definite backward ’
angle will have an energy uniquely dependent upon the mass of
the nucleus from which it scattered as calculated by Equation
1. This determines the grouping of the energy of the scattered ’
ions into the peaks, eachlabeled with the symbol for the
relevant element. e

A second consideration, not as apparent in Figure 1, o
where the film is very thin, is the role of energy loss X
considerations in defining the depth below the surface at which
the particular scattering event took place. This energy loss o
is due to inelastic collisions of the ions with the electrons -
of the atoms present in the film. In the case illustrated in T
Figure 1 the atoms were all within a very thin near-surface
layer and the peaks show an energy width not significantly
greater than the energy resolution of the detector system.
However, for thicker layers, both the incoming ion and the
scattered ion lose energy in traversing the distance between
the surface and the scattering site giving rise to a
distribution of energies. There now exists a large amount of
experimental and theoretical information on this energy loss
process for passage of the commonly used analysis ion beams
into most elements. Thus, with a knowledge of the stopping
power known to an accuracy of 10-15% or better it is possible
with a monoenergetic incident beam to quantify the depth at
which the scattering event took place in terms of the energy
loss of the scattered ion compared to an ion scattered at the
surface, for which no inelastic losses occured.

A large amount of information may be determined from
energy spectra such as that shown in Figure 1. If the bombard-
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é: ing energy is low enough (i.e., below about 3 MeV for helium
- ions for all but lightest elements) the elastic collision

o process giving rise to the backscattering 1is due entirely to
x the electrostatic repulsive forces between the ion and the
] nucleus and does not involve an actual contact of the two. In
. this case the backscattering 1is called Rutherford backscat- -

tering. The great advantage of the purely electrostatic
oy scattering is that its probability depends only on the square
of the atomic number of the nucleus and not on specific nuclear _
- properties. Therefore for any given element the cross section .
or probability of scattering at the prescribed angle is
directly and simply calculable. This means that comparisons
with standards are not required other than for a single
elemental sample to establish the solid angle subtended by the
detector. The consequence of this is that given the beam
energy, Scattering angle, total integrated beam charge, and
elemental identification from the peak positions, the number of
atoms/cm2 of each element present can be readily and directly
calculated from the total number of counts in each peak.

It should be noted that a 22 dependence of the cross
section makes the process very sensitive for heavier elements
but proportionately less so for lighter elements. This effect
can be observed in Figure 1 when it is noted that the Au peak
indicates the presence of only about 0.04% Au compared to about
508 for the O peak. In the latter case the sensitivity is
further degraded by the superposition of the 0 peak from the
thin film with the distribution from the thick underlying Si
substrate. It should be further noted here that the Si
substrate is prevented from interfering with other elements by
the special preparation of the substrate by placing a film of C
on its surface before deposition of the sample thin film. This
technique is useful when one has the opportunity to choose the
substrate.

In thicker uniform samples the peaks at each mass broaden
out with a relatively flat-topped distribution. By calcula-
tions based upon the energy loss process described above, it is
possible to relate the energy of the scattered ion to the depth
below the surface for the scattering interaction. In this way
the observed distribution may be related to the composition vs.
depth of the particular element within the sample layer.
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Thick Film Example. As the peaks become thicker the
possibility of interference of the distributions from two or
more of the elements is also increased. This is particularly
true for heavier elements which inherently appear closer-
together in terms of the energy of the scattered ions. A
particularly difficult example of this situation is shown in
Figure 2, again for a sputter-deposited solid lubricant film,
in this case a thicker layer on a steel substrate. Figure 2
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Figure 1. A Rutherford backscattering spectrum for a thin (40ug/cm?) MoS,

sputter-deposited film. Conditions: *He' ions normally incident at 3.0 MeV, and

scattered ions detected at a 135° angle by a surface-barrier diode detector. Note

the scale factor for other than the Mo peak and the Si substrate. The sample layer
configuration is indicated at the upper left.
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Figure 2. A partial Rutherford backscattering spectrum for a relatively thick
(430ug/cm?) sputter-deposited solid lubricant thin film with conditions as in Fig. 1.
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4. GOSSETT Surface Xnalysis with Energetic Ion Beams 55

shows a higher energy portion of the spectrum and demonstrates
discernable edges for the four (labeled) elements involved. It
should be noted that in the case where the thickness of the
layer 1is greater than the resolution of the detector, the
height of the edges may be related to the number of atoms/cm
of that particular element at the surface. Thus, it is
v possible even when the distributions overlap to determine from
: the edge heights the composition of the film, at least at or
near the surface. Because in this spectrum the distributions
from the four elements considerably overlap it is more
difficult to determine the detailed profile. However, the
appearance of the combined distribution suggests that the
elements are nearly uniformly distributed throughout the depth
] of the film. :

: The problem of overlapping distributions arises from the
fact that it is impossible to distinguish uniquely or simply
from the energy of a single scattered ion, whether: (1) the
scattering is from the lighter element near the surface, or
(2) from a heavier element at a greater depth below the sur-
face. Although individual scattered ions can not be thus dis-
tinguished, in the aggragate they can frequently be identified,
3 as in the case of the edges shown in Figure 2 and discussed
above.

Because all phases of the interaction of the incident
energetic ion beam with materials, including kinematics and
cross section of the elastic collision and the energy losses by
means of inelastic interaction with the electrons are readily
calculable, the analysis lends itself to computer simluation.
One of the first such programs, developed at IBM (4), is used
q at NRL, while other programs have also been developed at a
) number of other laboratories.

Figure 3 shows a computer simulation for the spectrum
shown in Figure 2 and illustrates how the individual
distributions (i.e., the lower curves identified by involved
element) add to produce the observed total distribution shown
as the upper -curve. It is seen that the computer fit is
relatively good and that the assumption of uniformity (the
individual elemental compositions do not vary by more than 10%
throughout the depth except at the back edge) was warranted.
Although the simulation conclusions are not necessarily unique
they generally may give a reasonable description of even
complex overlap situations. However, since the processes
simulated require a fair amount of computation, the direct de-
convolution of a spectrum by such techniques is not generally
possible. In practice, computer fits such as those shown are
determined by a series of trials of successive approximations
to the observed distribution. As such, they are relatively
time-consuming and may not be universally applied except where
circumstances warrant.
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Implantation Example. An even more complex example may
be cited from the use of ion implantation as applied for
modifying the surface-sensitive properties of metals. The use )
of ion implantation in the semiconductor industry 1is well known -
as a means of producing well controlled and reproducible doping ;
of semiconductor materials. Also, for metals by means of ion
implantation it is often possible to produce near the surface
an entirely different alloy from that of the bulk, as in a
stainless steel, by the addition of Cr or other common alloying
elements. In such cases it is obviously necessary to know what
concentration profile results from the implantation of one or
more elements into the near surface region. Although the ;
computational capabilities for predicting the distribution of R
an element implanted under given conditions have improved e
considerably in recent years, there are a number of factors
which are not yet well understood or for which information may
not be available in many cases. These effects may strongly
influence the resulting depth concentration profile, particu-
larly if more than one implantation 1is performed. These
effects include, but are not limited to, dilution, ion induced _
mixing and surface sputtering. The latter many become a factor AR
in these cases because of the relatively larger fluences o
required to change the near surface composition in the 1 - 50 A
at ¥ range.

Figure 4 provides an example of the result of a duplex
implantation into a commonly used bearing alloy. The small
peak at the left of the diagram which is due to P, the lighter
of the two implanted elements, is subject to easy interpreta-
tion. From this peak the conditions of the P implantation
(i.e., the total atoms present and the parameters of its nearly
Gaussian distribution) may be determined. As in earlier
examples the presence of the peak on a large background from
the bulk materials present in the alloy requires excellent
atatistics (through longer exposure to the analyzing beam) in
order to reduce the statistical uncertainties in subtracting
this background. Due to the proximity in mass of the major
component of the steel, Fe, and the other implanted element,
Cr, the interpretation of the major leading edge due to the Fe
is not at all clear from initial inspection. The lower
intensity distribution above the Fe edge is due to a small
percentage (about 4 wt §) of Mo in the base alloy.

A solution of this problem is provided by the computer
simulation shown in Figure 5, where the distributions of the
individual elements are shown labeled in the bottom of the
figure and the top curve is the sum of these for comparison
with Figure 4. What is observed is a new phenomenon compared
hd to the simpler thin film case shown earlier, i.e., the presence
of a dilution effect in the base materials caused by the
implantation of the two ion species. This may be readily
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Figure 3. A computer simulation of the partial spectrum from Fig. 2. The lower ]
labeled curves are the individual distributions, and the upper curve is their sum. .
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Figure 4. A partial Rutherford backscattering spectrum of an M-50 steel sample

successively implanted with 2 X 10" 3*Cr aioms/cm? at 150 keV and with 1 X 10"

NP atoms/cm? at 40 keV. Conditions: *He' ions normally incident at an energy of

2.0 MeV, and scattered ions detected at a 135° angle by a surface-barrier diode
detector.
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Figure 5. A computer simulation of the partial spectrum from Fig. 4,
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4. GOSSETT Surface Analysis with Energetic Ion Beams 59

observed in the Fe distribution and also in the weaker Mo
distribution 'from the base components. The other small per-
centage component, Cr, in the original alloy is identical with
one of the implanted ions, but its presence is manifest in the
tail shown to the left of the Cr peak.

The P peak to the left shows the expected nearly Gaussian
distribution with a width consistent wit.. the relatively lower
energy (40 keV) with which it was implanted, producing a
distribution near the surface. The Cr distribution, on the
other hand, 1is clearly considerably distorted from a Gaussian
distribution, due in this case to sputtering which is
significant for this fluence (2x10'7 52cr atoms/em”). This
sputtering results in raising the percentage ‘'of Cr at the
surface relative to the peak as is apparent by the appearance
of a definite edge at the high energy (surface) end of the Cr
distribution. This edge is slightly displaced from the Fe edge
due to their mass difference. It is the superposition of the .
displaced Cr peak with the dilution dip in the Fe distribution e
which gives rise to the peculiar shape of the observed T
distribution of Figure 4. Although the computer simulation

" shown here is instructive in explaining the effects leading to
the observed distribution, it will in most cases produce
sufficient uncertainties in the elemental composition profiles
as to make other methods preferable in a case which proves this
difficult for backscattering analysis. Fortunately in this

case a specific nuclear reaction is available to profile the Cr 1
and this reaction will be described later. i

The examples of backscattering analysis that have been ~1
method which are here summarized. (1) The energy separation of

ions scattered from neighboring elements becomes smaller the X
higher the mass. This effect may lead to identification and/or ~
overlap problems. (2) The cross section for elastic scattering 4
varies with 22, making it more difficult to observe lighter 1

cited demonstrate some of the principal 1limitations of the ]
g

elements. This problem is exacerbated by the fact that distri-

__ butions from light elements may frequently be superimposed on
E-,- large distributions from the bulk materials or from a
L substrate, unless special substrate provision can be made. (3)
t-;; When the thickness of layers of material are sufficiently great
MYy or constituent elements are insufficiently separated in mass
F the possibility of overlap exists which may degrade the quality
w of information on the depth distribution available, but may not
t.-: necessarily prevent a determination of composition at least at
-~ the surface.

(S0

Hf-: Ion Induced x-ray. Auxiliary techniques may be used to
bt obviate some of the difficulties or limitations of backscatter-

ing analysis outlined above. One such technique is ion induced .

Ry x-ray analysis, a relatively simple technique to apply in an
"
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60 SURFACE ANALYSIS

accelerator laboratory. The instrumentation consists of a
cooled 1lithium drifted silicon detector, usually in its own
vacuum container and separated from the accelerator vacuum by
thin Be windows. The electronics and multichannel analyzer
requirements are similar to those for ion energy detection, and
if sufficient equipment is available, an x-ray spectrum may
frequently be accumulated simultaneously with the backscat-
tering spectrum. Unlike the backscattering, however, the
energies of the observed x-rays are characteristic only of the
elements present and not of their depth distribution. 1In this
laboratory this method is used principally to provide positive
elemental identifications in cases where high mass numbers
cause difficulties using elastic backscattering or in some
cases to identify weaker components which may be masked by
other elements in overlapping backscattering distributions.
However, it is possible to get quantitative information
on the total quantity of a given element present from the x-ray
data. Generally corrections are necessary for decreasing cross
section and increasing x-ray absorption as a function of depth
in the material, except for cases of elements known to be
present only in a thin layer near the surface. As this infor-
. mation is generally available from the backscattering analysis
F the two techniques may be used in conjunction and it may be
. possible to produce better results for the total quantity from

oo i Lot .
AN PO W SRR

« the x-ray cdata, such as case of the sample for which a
. backscattering analysis is shown in Figures 2 and 3. The ion
' induced x-ray spectrum from this solid lubricant sample is
g shown in Figure 6 in a semi-logarithimic display. Although
: this spectrum shows considerable complexity due to multiple K,
3 L, or M peaks from the several elements present, at least one

well isolated peak is available for purposes of quantification
for practically all elements. 1In any case, the presence of the
particular peaks does provide positive identification of the
elements in the sample.

Nuclear Reaction Analysis

An additional approach that may help when interferences
occur in backscattering spectra or when weak lighter element
distributions are obscured by large backgrounds is the use of a
selective nuclear reaction to determine the profile of that
particular element only. By careful selection of the bombard-
ing ion species and energy it is often possible to find such a
selective nuclear reaction so as to preclude interference from
other elements which may cause problems in the backscattering
case. Recourse to nuclear reactions is, however, resorted to
only in cases of necessity, as nuclear reactions generally
suffer from cross sections several orders of magnitude lower
than the equivalent Rutherford elastic scattering. As a
consequence of this and the added complexity of nuclear
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reaction analysis, such methods are generally much more time
consuming. The conceptually more difficult subject of nuclear
reactions may be divided into two classes to simplify the
discussion.

Nonresonant Reactions. The so-called ™nonresonant™”
reactions in use bear a close resemblence to the backscattering
techniques previously described. In this case the bombarding
ion type and energy are selected to be sufficient to actually
penetrate the nucleus and initiate a reaction, rather than X
remaining outside the nucleus as in the Rutherford backscatter-
ing case. The cross section for the reaction then becomes a :
complex function of the nuclear excited states and thus not o
subject to simple calculation. Indeed in this case it is —-:4

necessary to experimentally measure the cross sections as a
function of energy in the region of interest, or more usually
to use a standard of a pure element or compound of known S
stoichiometry to calibrate the reaction yield for comparison. :
This is not completely straight forward in the case of
moderately fluctuating cross sections as proper allowance must

be taken computationally of the differing energy losses in the -:-4
two different materials. b
One of the primary distinctions of this type of reaction :

is the fact that usually the detected particle {(this term
rather than ion will be used henceforth in conformity to
nuclear physics usage) is normally of a different element or
isotope than the incident particle which initiates the e
reaction. Typical reactions may be (2p,a), (d,p), (d,a), o
(3He,p), or (3He,a) where p = TH*, d = °H*, and o = ‘He* or
He**. These reactions are 1largely restricted to 1light
elements (Z<10) by energy considerations in order to allow
penetration of the nucleus with low energy (<5 MeV) particle
beams. Generally then, to profile a particular element a
specific reaction will be chosen which fulfills as many as
possible of the following factors: (1) the reaction must be
exoergic with a large positive Q-value (energy release) to
assure that the outgoing particle will have a 1large enough
energy to place it higher in the energy spectrum than the
elastically scattered particles from any elements in the
sample. (2) The cross section must be as large as possible to
provide good yield and must be as smooth or slowly varying as
possible to facilitate comparison with the standard.
Frequently, in addition to the choice of energy, a choice of
the angle with respect to the beam at which the particles are
observed may improve these factors., (3) Possible interference
with particles from other light elements which may be present
should be avoided. This is usually easy since other 1light
elements are normally present only as surface contaminents
except in organic materials, and in any event can usually be
avoided by proper choice of bombarding particle and energy.
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(4) If it is necessary to profile with good depth resolution it
is preferable that one of the particles be an isotope of He, as
the greater stopping power will increase the energy loss for
this particle and thus enhance the depth resolution.

N Implantation Example. Experimentally the measurements -
are conducted similarly to the backscattering technique. The
same type of detector 1is used, although often thicker to
accomodate the higher energy and hence greater range of the
particles, particularly for a hydrogen isotope. An example for
a S8i Ny standard for the 1N(d,u)'ac reaction is shown in
Figure 7 in a semi-logarithmic representation. The detector
does not distinguish between particle types and the various
groups seen are due to competing (d,p) and higher-excited state
(d,a) groups. The elastically scattered deuterons give rise to -
the highest peak at the extreme low energy end. The groups of K
interest are marked a; and a4, corresponding to reactions :
proceeding to the ground state and 4.43 MeV first excited state
of 12C, respectively. Because of very large Q values these
groups stand out above the others and are suitable for use in
profilng work. The a,; group is often used because it has a
relatively flat cross section over an extended energy range.

Figure 8 shows an application of this technique to a
measurement of N implanted into a tool steel, specifically an
end mill, to ascertain the stability of the N under the
rigorous conditions at the cutting edge. The figure shows the
same very small portion of the energy spectrum taken at two
points on the end mill: one at the cutting end where over-
heating occured (b) and the second on the cutting edge farther
from the region which overheated (a). The portion of the
spectra displayed in each case corresponds to only a small part
of the spectrum of Figure 7, specifically from the higher
energy edge of the @y group along the flat portion. As can be
seen the cool end (a) retained the N in the nearly "as
implanted" condition in a narrow layer near the surface, while
for the hot end (b) the heat has caused the N to diffuse,
greatly reducing the capability of the N in inhibiting wear.

C Implantation Example. Another example of using a light
element to affect surface properties is the implantation of C
into a Ti6Al4V alloy in an attempt to enhance fatigue
characteristics. The (d,p) reaction is the usual standard for
profiling C, but this reaction suffers from a 1lack of high
depth resolution due to the fact that it wutilizes only H
isotopes which have lower stopping power. This provides a
problem in that, in the relative "dirty" vacuum systems of
accelerators, C is deposited as a ubiquitous surface contami- .
nant in a graphitic form by the action of the beam, even with
cryotrapping arrangements. The problem then is distinguishing
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Figure 7. A spectrum of particles resulting from nuclear reactions and scattering [
from a thick SisN, standard. Conditions: H'* ions normally incident at an energy -
X of 1.41 MeV, and resulting reaction particles detected at a 165° angle by a surface- .4
L barrier diode detector. The particle group marked a, is from the **N(d,a)}'*C reac- -1
b tion and is used to profile N in samples. ::
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Figure 8. Partial spectra of particles resulting from the “N(d,a)'*C reaction at
two positions on a N implanted cutting edge of an end mill tool. Key: a, the end
‘ was not overheated and retains the as implanted N; and b, the end was overheated
L. in use and caused diffusion of the N. Conditions are as in Fig. 7.
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’ i

the surface C, added by the analysis technique, from that :;\:

deliberately introduced into the near surface region of the f,%d

sample. SR

The solution to the problem, which was reported recently O

(5), is the use of a (3He,u) reaction which through the greater 3

stopping power of the He isotopes provides enhanced depth
resolution. The result is shown in Figure 9 which is a profile
of a relatively shallow C implant in the Ti alloy.

The technique here is of particular interest since it
utilizes a magnetic spectrometer with a position-sensitive
detector rather than the usual surface-barrier energy detector. -
This double-focusing spectrometer, which has a very reasonable
solid angle of acceptance, is sometimes used in profiling
because of its inherently higher energy resolution. However,
in this case the use of a magnetic momentum measuring device
rather than a purely energy measuring device is necessary
because for this reaction at backward angles the energy of the
alpha particles is actually below that of the bombarding 3He
particles elastically scattered from the Ti alloy. However,
because of the higher momentum due to the mass four observed
reaction particle compared to the mass three scattered
particles, the alpha particles may be observed in the region of
interest, resulting in the spectrum shown.

Resonant Nuclear Reaction. A second class of nuclear
reaction useful in profiling the near surface region is the so
called "™resonant” reaction, 1in which a narrow isclated
resonance in the yield of the selected reaction is used to 1
probe the number of atoms of this nucleus within a narrow depth - Y
interval of the sample. The profile is then generated by
accumulating data at a series of different bombarding energies,
each corresponding to a different depth below the surface of
the sample for the resonance, according to the energy loss
process for the incident particles.

This method is of course restricted to nuclei which
provide a satisfactory resonance, usually with a (p,Y) or (p,a)
reaction. These are most often found in the region of elements
between Z = 10 and Z = 28, although a few examples exist for
lighter elements. Unfortunately above Ni there are no nuclear
reaction techniques which have proved satisfactory for
profiling purposes.

Cr_Implantation Example. Fortunately for those interest-
ed in profilng implanted elements in steels, the principal
isotope of Fe contributes very little yield from the (p,Yy) 1
reaction in the energy region of interest, whereas at least Ti, 1
Cr, and Ni (6) among others have an appropriate resonance. To
measure the gamma-ray yield it is often necessary to use a
high-resolution gamma-ray detector such as Ge(Li) or hyperpure
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Figure 9. A partial spectrum of « particles resulting from the *C(*He,a,)''C reac- . -~
tion as applied 10 a Ti6AI4V alloy sample implanted with 3 X 10" *C atoms/cm? = “‘]
at 75 keV. Conditions: *He' ions normally incident at an energy of 2.775 MeV, and Tl
resulting reaction particles detected at a 135 angle with a magnetic spectrometer. .}
The higher energy peak is due 1o surface contamination and is resolved from the T ‘«1
implanted distribution. (Reproduccd, with permission, from Ref. 5. Copyright, <
North-Holland Publishing Co.) 3
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sl

Ge in order to be able to clearly distinguish only transitions
produced by the resonance of interest. Such detectors, self
contained in their own cryostat, again utilize electronics and
multichannel analyzer similar to the other cases.

An example of this technique is shown in Figure 10 where
distributions for Cr implanted in Fe are shown at two different -
fluences to demonstrate the effect of sputtering on the profile
at higher fluences. The lower curve is for a fluence producing
negligible effect from the sputtering whereas the upper curve
shows the typical distortion effects characterized by a raising
of the surface concentration due to sputtering.
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Conclusions
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It has been shown that energetic ion beams may be
utilized to "nondestructively" determine the profile of compo-
sition vs. depth in a wide variety of near surface situations.
The major difficulties and limitations of the method have been
delineated with descriptions of alternative methods applicable
in difficult cases. The advantages of using these techniques
as complementary to other surface analysis methods has also
been pointed out.

KRR 3
ik

DEPTH (ug/cm?)

40 80 120
LA R | T T

12 -

SURFACE——{ ©
[]

"JJ"." s,

GAMMA-RAY YIELD
[ ]
.
1
ATOMIC %
Ll

* * v -1
o‘.‘

! o

1000 1010 1020

PROTON ENERGY (keV) -

Figure 10. Profiles generated from the 1005-keV resononce of the *-Cr(pyPMn
reaction in pure Fe samples implanied with fluences of 1 » 10" and 1 < 10'¢ 3Cr
atoms/cm* at 150 keV. (Note thie scale factor for the latier.) The incident energy
at which the y-rav yield for cach point was obtained is on the lower abcissa scale -
and un equivalent depth scale is on the upper. Condiions 'H jons normally inci-
dent, and vy-ravs detecied at a 0 ungle 10 the beam with a Ge(l.i) detector, (Repro-
duced, with permission, from Ref. 6. Copyright 1980, North-Holland Publishing
Co.)
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Summary o
The applicability of the particle induced x-ray We used the PIXE analysis of the sputtered products -
emission (PIXE) in the determination of sputtering caught on foils and compared the PIXE results to RBS
distributions and yields was studied. Sputtered data for the same foils and to RBS data which pro- . i
particles were caught on foils for the 45 keV to vided the depth of Xe marker profiles before and .
125 keV self sputtering of Fe, Ni, Cu, Ti, Mo and after bombardment of the target. {.3
Au and for the 90 keV sputtering of both target and Our goal was to determine the circumstances for -
implanted particles of Ni* + Cu, Cu* + Ni, Nit* + Fe, the applicability of PIXE analysis in the determina- N
and As* + Ag, and for the target particles of tion of sputtering distributions and yields. When e
Art + Au. the target enviromment vacuum is in the 10-8 Torr o
region, the sticking coefficient for many sputtered s
Sputtered particles were collected in an ultra products on the Al catcher foils is approximately
high vacuum (UHV) and in a poorer vacuum system with one, the PIXE x-ray energy is sufficient to keep the
99.992 pure Al catcher foils. PIXE data, the x-ray attenuation from the PIXE target to the x-ray de-
yields from 1 MeV proton and 2 MeV alpha particle tector minimal, the PIXE beam intensity monitoring
beam bombardments, were used to determine the angu- and recording is accurate and the PIXE cross sec-
lar distribution of the sputtered products. The tion for a given x-ray is sufficient to allow data
sputtering yileld was calculated from the angular dis- accumulation in a relatively short time, then the
bution data by integration over a hemisphere assum- PIXE analysis technique is relatively easy to use
ing azimuthal symmetry. The efficiency of the PIXE and provides excellent results.
systems was calibrated with a standardized target
such as 18 ug/cmz Fe on the same 99.99% Al foil Experimental Arrangements
material. The Al x-ray yield of the catcher foils
provided a normalization of all data from a given To accomplish our measurements, it was necessary
catcher foil. For a number of samples studied, we to bombard the target from which sputtering occurred
have been able to compare the distribution and yields with heavy ions and to bombard the catcher foils from
obtained with PIXE to those measured by the Ruther-~ which the PIXE data were obtained with light ions.
ford backscattering (RBS) technique. Also separate Various accelerators were used at three laboratories:
RBS analysis of Xe markers in the sputtering targets Physics Department, Georgetown University (GU);
provided yield values. Cowparision of the PIXE and Materials Modification and Analysis Branch of the
RBS results indicate that the PIXE sputtering dis- Naval Research Laboratory (NRL); and the Institute
tribution and yield measurements are comparable. for Particle-Solid Interactions (IPS1) at the State
University of New York at Albany (SUNYA). Table I
Introduction lists the accelerators, locations and use in this

investigation.
Studies of sputtering yieids and of the angular

distribution of the sputtered products provide valu- TABLE 1
able information for the development of more
sophisticated models of sputtering processes and Accelerators Used in This Work
for the proper modification of materials by ion im-
planation. Sputtering yields are one of the most Accelerator Norminal Location Application
important parameters controlling the surface be- Voltage o -
havior of the tartet during ion implantation; they
limit the maximum atomic fraction attainable at the VandeGraaf f 2MV ol PIXE
surface during an implantl., It has been shown that . N
measured self-ion sputtering vield values2-4 can be VandeGraaff SMV NRL PLIXE, RBS, Xe :
significantly different from those predicted by E
theory?. Also, measurements of specific yields can Dynamitron 4MV IPSI RBS, Xe =
vary significantly from one to the other2-4,

The parameters affecting sputtering are many, Danphysik 150kvV 1PSI Implants
1) incident beam energy, 2) target environment 10~ 71orr, € 3 1A

vacuum, 3) target surface condition, cleanliness
and smoothness, 4) {ncideni beam intensity, 5) beam
fluence, 6) target materials, i.e., single element,
binary alloy, tertiarvallov, etc., 7) target-beam xtrion 200kV NRL Implants

geometry, and 8) uniformity of beam current density 1076 Torr, < 20 uA
on target. Measuremen techniques for determining

yields and angular distributions are many, alsol.

a4 4.

LEIM 150kV NRL Implants
2x1079 Torr, €2 uA

0018-9499 K304 128550100 198X 111}
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Sputtering Apparatus

The sputtering samples were either 1 mm slices
cut from high purity polycrystalline rods of 12 mm
to 20 msm diameter or were samples from 0.5 mm foils
approximately 15 mm square. The samples were mechan-
ically polished to a mirror finish., Each type of
sample was implanted at either 1 or 1.5 MeV with Xe

markers to a fluence of 1 x 1016 ions/cm2, whenever

the RBS technique could distinguish between Xe and
the substrate species.

Figure 1 depicts the target assembly used to
bombard a target and collect the sputtered products
on a portion of the catcher foil in the UHV conditiom.
A system similar to that depicted in Fig. 1 was used
with a poorer vacuum for high dose bombardments. In
each system, the incident beam was normal to the tar-
get surface and the catcher foil formed a portion of
a 3 cm radius circle centered on the center of the
beam spot on the target. The angular region covered
by the catcher foil extended from 6° to 90° with re-
spect to the incident beam direction. The assembly
connected to either of the "high-dose" implanters
listed in Table I, i.e., the chamber, aperture and
cold can/target suppressor assembly, has been pre-
viously described2. For each target assembly, the
incident beam was raster scanned across a 3 mm x 5 mmn
aperture. It should be noted that for some of the
sputtering experiments, the optical emission from the
sputtered neutral atoms was monitored to confirm that
the sputtering yield was not changing with increased
fluence during the bombardment 3,

U.M.V. SPUTTERING CHAMBER
(SIDE VIEW)

A

e

Fig. 1. Target and catcher foll assembly for UHV system

PIXE Analysis Apparatus

A 1 MeV proton beam and a 2 MeV alpha-particle
beam from the GU and NRL accelerators, as listed in
Table I, were used to provide the PIXE data.

The catcher foil target and PIXE beam and x-ray
detector system, although slightly different for the
two PIXE beams, are {llustrated in Fig. 2, as a com-
posite schematic. For the 1 MeV proton and 2 MeV
alpha beams the solid angles subtended by the de-
tectors were approximately 6 msr and 40 msr, re-
spectively. In each case the x-ray detector was a
LN2 - cooled Si(Li) with 0.02 in. Be window. The

exit window from the target-vacuum was 5 x 10~% in.
wylar and the air gap was winimal, about 0.5 inch.
For each system standard PIXE electronics provide
signals to a data accumulation and analysis system,
TN~1710 for the proton PIXE and SEL-840 for the alpha
particle PIXE work, respectively. In each case, the
data accumulation and analysis system included the
capability of peak searching, background subtraction
and peak fitting.

Each PIXE target could have a specific angular
region of the catcher foil placed in the incident
PIXE beam. Thus, data could be obtained as a function
of the angle of emission of the sputtered fons with
respect to the heavy ion beam. Post~irradiation PIXE
beam positions were determined by the "vapor" techni-
que, No data were accepted unless the incident PIXE
beam was centered on the portion of the catcher foil
which had been exposed during the implanation of the
incident sputtering beam. Thus, the relative density
of the sputtered atoms adhering to the Al catcher
foil was wmeasured by the x-ray yield from the species
of interest.

Ancillary Apparatus

RBS measurements of the shift of Xe marker posi-
tion and sputtered product density on the catcher
foils were obtained. For the Xe marker data, the
facilities at the NRL and the IPSI-SUNYA were used.
The RBS data for each target, from which the Xe and
substrate RBS signal could be spectrally separated,
were taken from both the sputtered and the unsputter-
ed regions of the target, i.e., the post-and prior-
irration regions. The RBS data were then analyzed
in a standard manner2,3, The stopping powers, as
given by Ziegler® for 4Het, were used to convert the
energy shift of the Xe peak to the number of atoms
per cm‘ removed from (or added to) the target from
which sputtering occurred.

PIXE Data Angular Distribution

The catcher foil with the sputtered products was
placed in the charged particle beam such that a
region of approximately 1.5 mm by 3.0 mm was struck
by the light ion beam. The beam intensity was a
few nA to a few hundred nA. Counting rates in-
cluding the bremstrahlung and the Al x-ray inten-
sity, were kept to less than 20,000 cps. The x-ray
spectrum for each spot on the foil was recorded and
both straight-line background subtraction and re-
sultant-peak fitting were accomplished. The data
from a minimum of 6 spots and maximum of 18 spots
on the foil provided the angular distribution data.
A typical 1 MeV proton induced spectrum is shown in
Fig. 3. Typical angular distribution data are depic-
ted in Fig. 4&a and 4b . To obtain the angular
distribution of the sputtered products on a given
foil, no knowledge of the thickness of the elemental
product of interest is required for any spot on the
foil; all data are normalized to that for the 6°
position of the foil. Consequently, one of th»
major problems of elemental analysis by the PIXT
technique is bypassed. However, the problem associ-
ated with secondary electron suppression, target
charging and build up of unwanted species on the
target could cause systematic errors. By using the
Al K x-ray line in each spectrum to normalize the
angular distribution measuirements, and bv passing
pulses corresponding .0 an energy greater than the
spectral structure of interest from a pulser through
the total electronic svstem, svstem dead times are
taken into account.
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FPig. 2. Composite illustration of
the catcher-foil target,
ANALYZER AP PIXE beam collimation, and
V x-ray detection systems.
‘
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trap ~ u screen vicdow
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besm-halo bean-size vertical

defining collimator slits ladder
slic
3 ° 60 keV 2
] a 90 keV 2 21
So.e 20 keV s *
3
E ]
X
2 o F
A thin 18 ug/cm” layer of Fe on the 99.99% A. Mo
foil material provided an absolute standard target 3
for determining system-reproducibility and for a ;o 2 $
specific PIXE cross section determination. Com- g ) r's
parison of the measured cross section to tabulated z * 1 r 1 J
valuea’+8, provided a check of the solid angle sub- 0.2 0.4 0.6 0.8 1.0
tended by the Si(Li) detectors and the ability to (a) cos®
use the tabulated cross section values for other
elements.
3 1.0 o 60 keV ind
3 a 90 keV +eo 8 2%+
',1 :*o.. + 120 keV + 2 + 4+
[ €
10 ! 3
| " 3o.e z
-]
-
; | ﬂ‘ EOJ [
r} ! 1 3
T ! ' 1 0.2 % *
H | . ) g
3 1.00- H ] [ -‘ z 1 1 1 1 ]
. \ . !
£ , V. Vg 0.2 0.4 .0 O° os 1.0
] . e ", I ) ol (b)
2 .. .l
“ ~-.. ¢ Figs. 4a and 4b. PIXE determined angular distribution
E e, . of sputtered product, (a) copper beam incident on
" ! i copper and (b) nickel beam incident on nickel.
8 Al [N ] \
- 0.1 et 00 1
é Fe |.
* o
Sputtering Yields
1 i | The sputtering yield for a given implant target

species is definedas Y = Ng/Ng where Ng is the number
of atoms removed from the implanted surface and Ny
is the number of fons incident on the implant target.

X-RAY ENERGY

Fig. 3. Typical 1 MeV proton induced x-ray data. The number of atoms removed from the surface by
Al and Fe (alpha and beta) lines with sputtering is measured by catching a portion of the
bremsstrahlung structure. removed atoms on a foil and determining how many

atoms are caught. Because of the geometry of the
catcher foil - implant target arrangement, the
catcher foil forms a cylindrical slice of a spheri-
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e cal surface around the target and the number of
: particles per unit area on the catcher foil is pro-
A portional to the number of x-rays emitted per unit
3:- solid angle from the species caught on the catcher
" ¢ folil.

Thus, the angular distribution of the sputtered
particles caught on the catcher foil provides the
iR sputtering yield by integration of the measured
. distribution over a hemisphere. Because our sputter-
ed products come from normal incidence of the im-
pinging implant beam on polycrystalline targets,
azizuthal symmetry is assumed for integration over
the hemisphere. Linear positions on the catcher foil,
measured from the anti-implant-beam direction, are
linearly proportional to the spherical angle, O.

We assume that the sticking coefficient for the
sputtered products on the catcher foil is 1 for the
UHV eanvironment used.

With these assumptions, the quantity of inter-
est is the number of sputtered-species particles
per unit area on the catcher fcil and not the depth
distributions of the sputtered layer on the catcher
foil. It should be pointed out that this amounts
to the assumption that the atoms on the catcher foil
form a "thin" PIXE target, i.e., that the thickness
is no more than a few monolayers. Then we can in-
vestigate the areal density rather than the volume
density and the number of x-rave in the Ky line N,
can be expressed as

aQ

—x 1
X 401 cos ¢
where Qy/Ze is the number of PIXE incident particles,
Qx is the accumulated PIXE beam charge, N, 1is the
areal density of particles on the catcher foil at
the bombarded position, Oy is the apprcpriate
charged particle x-ray cross section for either
1 MeV protons’ or 2 MeV alphas’»8, AQy is the solid
angle subtended by the x-ray detector, ¢ is the
angle between the PIXE beam and the normal to the
catcher foil target, and K is the correction factor
for absorption by the windows and air gap.

The x-rays are produced in an area, dA,, on the
catcher foil; thus, N, dA, is the number of particles
per unit solid angle on the catcher foil with re-
spect to the implant beam causing the sputtering.
1f the foil is at a uniform distance Ry from the
implant target, then dAy subtends a solid angle
dAx/R§, and the number of jons emitted per unit
solid from the sputtered target are,

X
N, = — N, K

x Ze

Ng (8) = (NadA)/dAc/RZ = N RZ .

It should be noted that NQ(O) ¢ f(dAy). Then, che
total number of ions sputtered from the target is

Ng = MNo(8)dR = 27 Ng(0)T ,

where
I = IE/Z f(8) sin 64 6 ,
- and f (8) is the angular distribution function

normalized so the f(0) = 1, Fig. 5. For example,
£(€) = cosM 6 gives 1 = 1/(n+l). From our results,
0.2 <1 <0.6.

The sputtering yield, Y = N /Nj, with the
proper constants, is

BN RZ 1 cos o
Qx(o) Q 9 AQx

where N (0) is the number of K, x-rays at 0=0,
Qx(0) 1s the uC of PIXE beam charge producing

Ny (0), Rg is the radial distance from the implant

target to the catcher foil in cm, Qg 1s WC of

implant beam charge, Oy is in barns, Ay 1s in

msr, and k is the x-ray attenuation factor.
Although reasonably good results have been

obtained by using an appropriate 8§}y associated

with each measured point, a computer program

which fits the experimertal points to an eighth

order polynomial, with even terms only, in O,

and calculates the integral for f(8) over O

was used to obtain I. It should be noted that

the non-computer method provided results within

+ 15% of the computer generated results for 1. A

polynomial in cos 8, again with even order terms,

provided results for 1 with standard deviations

larger than that for the polynomial fit with O,

T T Y T ——— T
1.0
o 0994
.
0.9 90 koV Cu*~Cu® 004-4
0.8t 114;§ :
-]
5 0.7 g;r E
Q ’O—
8 asF P J
3 P
8 or
o 08¢ d g
8 yid
0.4 ol
03 & J
’ 7 m@o
- e «
0.2 & %
s o
0.1 // -
s
o 0 e 1 A 1 1 I | 4 L
) 0t 02 03 04 05 06 07 08 09 10
cos 6

+
Fig. 5. Data from 90 keV Cu on Cu, i.e. self sputter-
ing, with dashed curve showing the u = 1, f(8) = cos®,
distribution.

Results

The data for the angular distributicen of
sputtered products were quite consistent with RBS
measurements and provided reasonalby smooth curves
with cos™ shapes where 0.8 < n J 4.0. Thus, the
PIXE data for angular distributions were quite
acceptable. For some of the elemental species of
interest, particularly when the PIXE cross section
was gmall or the energy of t!'- x-ray spectral
structure was in the region ¢. the bremsstrahlung,
the uncertainties of the ‘IXL data were signifi-
cantly ls:ger than that ot *he RBS data. Elements
such as Ag, Tl and As were -'ifficult to work with,
because the x-ray structure *+ on the bremsstrah-
lung and/or the effective sticking coefficient
was less than 1. The yield deur rm. nations, as
described above and based on the PIXE angular
distribution data, are as good as those obtained
with RLS angular distribution data or RBS measure-
ments of Xe markers in the implant samples.

Table Il lists the results of the distribution

and yield determinations we have obtained. C(lear-
ly, PIXE measurements are applicable to sputter-
ing angular distributions and yields determination.
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TABLE 1I » !
Results of a Number of Sputtering Distribution :
and Yield Measurements ~
Sputtered Implant Beam Measurement Technique
gleunt Species (Target) Implant Distribution Sputtering (Place), Beam Particle
and Energy in keV  Condition n of cosM§ Yield (Y) and Energy in MeV N
T4 T1(Ti), 125 hi-1,lo-V 2.0! 0.09 ¢ 0.072 PIXE (Gu) p,1
hi-I,lo0-V -— 0.2 ¢ 0.15 RBS-Xe (NRL) a,3 N
hi-I,lo0-V -— 0.3 0.2 RBS-Xe  (NRL a,3
Fe Fe(Fe), 60 UHV 1.0 4.6 *0.9 PIXE (NRL)  a,2
UHV -— 3.5 + 0.7 RBS-Xe (NRL) a,3
hi-1,lo0-V -— 1.8 0.4 RBS-Xe  (NRL) «a,3
Fe(Fe), 90 UHV 1.3 3.5 £ 0.7 PIXE (NRL)  «,2
hi-1,lo0-V -— 2.1 * 0.4 RBS-Xe  (NRL) a,3
Fe(Fe), 120 UHV 1.3 2.7 * 0.6 PIXE (NRL) a,2
UHV -— 2.7 +0.6 RBS-Xe (NRL) a,3
hi-1,1l0-V — 1.9 £ 0.4 RBS-Xe  (NRL) a,3
Fe Ni(Fe), 90 hi-1,lo0-V 2.6l 3.5 £ 0.7 PIXE (NRL) @,2
hi-I,lo-V 2.72 3.7 + 0.7 PIXE (NRL) a,2
Ni Ni(Ni), 90 UHV 1.0 2.8 ¢+ 0.6 PIXE (GU) p,l
UHV -— 3.6 * 0.7 RBS-Xe  (SUNYA) a,3
Ni(Ni), 120 UHV 1.1 3.2 ¢ 0.7 PIXE (GU) p.l
UHV 1.4 2.6 * 0.6 RBS-foil (NRL) a3
UHV -— 3.4 % 0.7 RBS-Xe  (SUNYA) a,3
Ni Cu.wi), 90 UHV 1.21 2.3 % 0.5 PIXE (NRL)  @a,2
UHV 1.41 2.6 £ 0.5 PIXE (GU) p,1
URV 1.21 2.7 £ 0.5 PIXE (NRL)  a,2
UHV 1.12 2.7 +0.5 PIXE (GU) !
UV 1.22 2.7 +0.5  PIXE (NRL)  a,2
URV 1.32 2.5 £ 0.5 PIXE (GL) p,1
UHV 1.12 2.1 * 0.5 PIXE (NRL)  a,2
Ni Ni(Cu), 90 UHV 1.62 0.6 + 0.2 PIXE (GU) p.l
UHV 1.42 0.5 * 0.2 PIXE (NRL)  a,2
N1 Ni(Fe), 90 UHV 3.9l 0.9 0.2 PIXE (NRL)  a,2
UHV 5.02 1.1 ¢ 0.2 PIXE (NKL) a,2
Cu Cu(Cu), 60 UHV 0.9 4.1 0.8 PIXE (GU) p,1
UHV -— 4.2 * 0.8 RBS-Xe  (SUNYA) a,3
Cu(Cu), 90 UHV 1.0 4.2 + 0.8 PIXE (GU) p,1
UHv ——- 4.0 +0.8 RBS-Xe  (NRL) a,3
UMV 1.5 4.8 * 1.0 RBS-foil (NRL) a,3
Cu(Cu), 120 URV 1.0 4.0 +0.8 PIXE (GU) p,1
UHV .- 4.2 +0.8 RBS-Xe  (SUNYA) 1,3
Cu Ni(Cu), 90 UHV 1.21 2.1 + 0.4 PIXE (NRL)  a,2
UHV 2.0l 2.4 £ 0.5 PIXE (GU) p.!l -
UV 1.2} 2.3 £ 0.5 RBS-foil (NRL) a,3 -
UV 1.22 2.4 +0.5 PIXE (NRL) @2 1
UHV 1.02 2.8 * 0.6 PIXE (GU) p,l h
UHV 1.32 2.5 + 0.5  RBS-foil (NRL) a,3} ¥
Cu Cu(Ni), 90 UHV 0.82 0.6 + 0.3 PIXE (GU) p.1 -
Ag As(Ag), 45 hi-1,lo0-V -—- -——- PIXE not applicable‘as Ag K
As(Ag), 90 hi-1,lo-V X -ray on top of .
bremsstrahlung A
As As(Ag), 45 hi-I,l0-V - —— PIXE applicable but not useful ’
for these foils; too little
As on foils.
Mo Mo(Mo), 90 UHV 2.31 2.5 +0.92 PIXE (40 p.l
hi-1,l0-V 2.31 1.2 + 0.6 PIXE (cu) p.l
Au Au(Au), 90 hi-1,lo=V 1.3 29 + 55 PIXE (GL) p.l
hi-T,lo0-V 2.0 34 t 4 RBS-foil (SUNY) n,3
36
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TABLE II - Comt.

Species Beam
Sputtered Species (Target) Implant
Species and Energy in keV Condition

Measurement Technique
(Place,Beam Particle
and Energy in MeV

Distribution Sputtering
n of cos™®  Yield (Y)

Au Au(Au), 120 hi-I,l0-¥
hl-I,lo~V
Au Ar (Au),90 hi-I,lo-V

Preliminary value, assumed.

1.4 51 s 85 PIXE ©u)  p.l
1.8 54 +6 RBS-foil (SUNYA) a,3
2 5.8 + 1,05 PIXE (GU) p,l

Preliminary values based on low angle ( 6°, 12°) data.
Sputtered particles caught from initiation of implant to steady state sputtering.
Sputtered particles caught after steady state sputtering reached.

Au L x-ray measured; cross section from ref. 9.
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ABSTRACT

Thin surface copper-nickel alloys were prepared by ion
implantation at 90 keV. During the implantation of one pure
element by the other the sputtered products were collected
on catcher foils at different stages from the beginning of
the implant through to the steady state configuration of the
target surface. The collector foils and targets were
analyzed to determine the behavior of the sputtering yields
during implantation and for the change in surface
composition at the selected fluence. The total sputtering
yield for the target and the effective elemental sputtering
yields for each component appear to be functions of the
changing surface fractions, the self ion sputtering yield of
the implanted species, and the elemental sputtering yield of
the initial target species. A model relating these
parameters is presented.

1. INTRODUCTION

The developmaent of techniques for the production of modified alloy
structures by 1ion implantation is currently an expanding endeavor ([1].
Current theoretical discussions and reviews of the sputtering process do not
consider the changing surface fractions in the large fluence regime as an
important factor affecting the overall sputtering behavior of the target
material [2-9] . Recent experiments (10] where the alloy surface was optically
monitored during implantation indicate that the changing surface fractions as
the implantation approaches steady state are significant in describing the
behavior of the ion implanted surface. The experiments presented in this
paper are an atteapt to verify this significance and to present a first order
model which may be extended to describe the surface during ion implantation.

2. THE EXPERIMENT

Thin surface alloys of copper and nickel were prepared by implanting 90-
keV copper ions into nickel targets or by implanting 90-keV nickel ions into
copper. The fluence for each sample was calculated using the model presented
in this paper. The fluence 30 calculated was used to modify the surface of
the target in a particular manner. Table 1 incorporates the predicted surface
composition for the specified fluence as well as the experimental results for
that particular saople.

The 1-plantat18n of the targets was performed in a UHV chamber at a vacuua
of about 2 x 1077 torr. Tha target assembly and associated collec -~ foil
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holder have been described in a previous paper [11}. During these experiments
six targets were mounted on the holder and sequentially placed perpendicular
to the bea~ axis for implantation. One target was the pure beam elemental
material and was implanted to provide a reference signal for the optical
monitoring apparatus. The other five targets were the pure elemental material
in which the alloy was to be prepared. Five collector foils were arranged on
the holder to collect the sputtered products from the surfaces at predicted
atomic surface fractions for the beam species. The selected surface fractions
represent various steps in the implantation process from the initial stage to
the steady state surface configuration.

Subsequently the collector foils and the implanted targets were analyzed
using particle induced x-ray emission (PIXE) and FKutherford backscattering
(RBS). The collector foils were analyzed to obtain the angular distribution
of the sputtered material collected for each element. This information was
used to derive partial sputtering ylelds at different phases of the
implantation process. The targets also were examined in the sputtered area
for the atomic surface fractions by PIXE.

3. MODEL

The model presented here has been developed to include the effect of the
implanted species as it appears in the surface during the implantation
process, since the large fluences implanted in ion beam material modification
require that the implanted beam species be a significant fraction of the
surface composition. Many descriptions of the alloy sputtering process are
valid only in the low fluence regime where the ratio of implanted species to
the initial target species at the surface is very small. The present model
relates the changing surface fractions of the alloy components to the total
sputtering yield for the target surface and the partial sputtering yields of
each of the alloy components.

At any time during the implantation process, the total sputtering yield,
stot' for the target may be written

stot = f Si . (1)

where s, is the partial sputtering yield for the ith elemental component in
the target surface. Each partial sputtering yield can be expressed as the sum
of two terms, the first of which is a function of the surface atomic fraction,
n;, the elemental sputtering yield, S(1);, and a surface binding energy
correction factor, f;. This term is the familiar expression for the partial
sputtering yield. he second term is a function of all of the surface
fractions and represents the interaction of all the surface components to
bring about the probable ejection of a particular atom from the surface. The
partial sputtering yield for the ith component is given by:

8 = [ri ny S(‘)ioni gfj nJ S(‘)J]/z » (2)

where the summation over j includes all the surface components and the factor
of 2 is an empirical normalization constant. Substitution of equation (2) into
(1) yields

Stop = I fy ng S(g - (3)

S(1), the elemental sputtering yield may be measured, or estimated from the
Sigmund theory [2]. The factor f; is given by the elemental surface binding
energy, U(o), divided by the instantaneous average binding energy, U{avg), for
that element in the surface,

'l .
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effectively substituting the instantaneous average surface binding energy into
the sputtering yield equatior for that particular component. The behavior of
the average surface binding energy as a function of fluence (i.e., changing
surface fractions) is left for discussion in a subsequent paper, since in this
discussion we assume that all f. equal one during the implantation. This
assumption appears reasonable as both copper and nickel have the same basic
crystallographic system (fcc) and the individual atoms of both elements are
nearly of the same size. Recent experimental measurements [11] of the self-ion
sputtering yields exhibit small differences and the same small cifferences
gaboutlzol) are exhibited in the respective binding energles of these elements
12,13},

In this experiment, using the assumptions indicated above, the partial v
sputtering yields for the implanted element, (1), and the initial target
element, (2), (assuming € = f, = 1) becowme _‘J

Y

DO Ry SN

n, S(')‘ + 0, (n‘ S(l)' +n, S(I)z) "*
L 2

and
i n, S(‘)2 +n, (n' S(l)‘ + 0, 8(1)2)
2

In particular at the beginning of the implantation ny = o, ny = 1.0, 34 = 0O,
and

“’-E;L'_"

2
) n, S“)Z + n, S(i)2
tot ~ 2

=S5, . 3

At steady state (defined as the conditjion where beam species atoms are
sputtered from the target surface at the same rate as they are being implanted
into the target) s; equals 1 and equation (5) becomes

PO FRTRTIE

n, ((1 » n') S(l)‘ + (1 - n') 8(1)2) b
1= . (8)
2

Since the elemental sputtering yields may be measured or calculated from
theory, equation (8) can be solved for the surface fraction of the implanted
species at the steady state condition, thus predicting the final surface
composition. By using this solution the partial sputtering yield for the
initial target element may be calculated which then determines the total
sputtering yield for the surface at steady state conditions.

k. RESULTS

Tables 1 and 2 summarize the analyses of the collector foils and targets
and present the predictions for the fluences based on the model presented.
Figure 1 illustrates the normalized angular distributions of the sputtered
products collected on a typical foil. Of particular note is the close
similarity for both the copper atoms collected and the nickel atoms collected. -
This similarity suggests that the angular distribution of the sputtered
materials is independent of species from a uniform surface matrix.
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', TABLE V.

] Calculated and Experimental Results for 90-keV Nickel Ions Implanted into
. Copper

ET la. Steady-State Parameters Determined by Model (s; = 1)

N

Theoretical Experimental

te

K S(1) Ni 6.45 3.4 ¢ .7 Ref. (11)
- S(1) Cu . T.37 2.2 * .

) n, . 146 .33

. ny 854 .67

- S5 6.24 1.7

Seot 7.24 2.7
*determined from lowest

4 fluence foil

1b. Atomic Surface Fraction vs. Fluence

Model Calculations Experimen 2al
Foil Fluence Theoretical S(1) Experimental S(1) Foil Measurement
Number ions/cm ny n, n, n, nyt ny
1 1.2 x 106 .025 .975 .019 .981 .02 .98
2 4.2 x 1016 .087 .913 .065 .935 .03 .97
3 6.8 x 1016 146 .854 N .89 .08 .92
4 1.1 x 10V7 146 .854 A7 .83 1 .89
5 1.5 x 10'7 .16 .854 .23 7 12 .88

1e. Partial and Total Sputtering Yields vs. Fluence

Model Calculations Experimental
Foil Fluence Theoretical S(1) Experimental S(1) Foil Measurement
Number ions/cm s s> Seot sy s, Stot st s, Seot
1 1.2x10 17 77 7.3 .06 2.36 2.42 --- 2.2 2.2
2 4.2x10"® .66 6.68 7.3 .19 2.27 2.47 . 2,6 2,74
3 6.8x10' 1.0 628 7.2 .33 2.8 2.51 .21 2.4 2,61
4 1.1 x10'7 1.0 6.2 7.28 .51 2,06 2.57 .25 2.3  2.55
s 1.5x 107 1.0 6.20 7.24 .69 1.91 2.60 .32 2.3 2.62

tRelative error 30%
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TABLE 2. NN
Calculated and Experimental Results for 90 keV Copper Ions Iamplanted into e
Nickel Sk
NN
2a. Steady-State Parameters Determined by Model (sy = 1) -j
Theoretical Experimental _1
4
R
P
s(1) Cu 8.44 4,2 * 8 Ref. (11) a
S(1) Ni 7.1 2.8 & 5% 3
ny .127 .27 H
ny .873 .13 T
s, 6.28 2.2
stot ‘ 7.28 3.2

*determined from lowest
fluence foil

2b. Atomic Surface Fraction vs. Fluence

Model Calculations Experimental
Foil Fluence Theoretical S(1) Experimental S(1) Foil Measurement
Number ions/co ny np ny n, oyt ny
1 2.0 x 1016 .0l0 .960 035 .565 .06 .94
2 4.7 x 1016 .094 .906 .082 .918 .06 .94
3 6.2 x 1016 127 873 .12 .88 .16 .84
i 8.2 x 1016 .27 .873 .15 .85 .18 .82
5 1.3 x

1017 127 .873 .23 .77 .21 .79

2¢. Partial and Total Sputtering Yields vs. Fluence

Model Calculations Experimental

Foil Fluence Theoretical S(1) Experimental S{1) Foil Measurement
Number ions/cm sy s Stot 54 s Stot st s, Siot )
L
1 2.0x10'® .31 6.8 7.16 .2 2.7 2.9 - 2.8 2.8 '
2 4.7x10'% 74 6.50 7.260 .3 2.6 2.9 . 2.7 2.8 '

3 6.2x10" 1.0 6.28 71.28 .U 2.6 3.0 .4 2.4 2.8

b 8.2x10'% 1.0 6.28 7.28 .6 2.5 3.1 .5 2.6 3.1

s 1.3x10' 1.0 6.28 17.28 .8 2.4 3.2 .7 2.2 2.9

tRelative error 30%
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Figure 1. Angular distribution of sputtered products on collector foils.

« In the literature the reciprocal of the elemental sputtering yield for the
4 implanted species will be the atomic surface fraction at the steady-state
; condition [1], whereas this model predicts the surface fraction to be somewhat

different at this same condition unless all of the elemental sputtering yields
] are equal. The atomic surface fractions for the implanted element, as

predicted using the recently measured elemental sputtering yields for these
elements, are naturally larger than the values obtained using the theoretical
yields calculated after Sigmund [2]), because the measured values are much less
than those predicted by theory.

The atomic surface fractions as measured from the copper to nickel ratios
on the collector foils tend to support the previous wmeasurements of the
elemental sputtering yields. The measured surface fractions and the partial
sputtering yields as determined from the experiment indicate that the authors .
did not reach the steady-state condition for the implanted species in either e
experiment, although it was nearly reached for the copper-implanted-into- A
nickel case. In the nickel-implanted-into-copper case, it appears that the
implantation is approaching half the steady state condition. This behavior
suggests that as nickel appears at the surface of the implanted target, the -~
nickel atoms strongly affect the average surface binding energy invalidating
the assumption that it remain constant for this experiment. From the copper
implanted into nickel results, it appears that as small amounts of copper
appear in the surface of the nickel, the average surface binding energy is not
affected as significantly.
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A preliminary model has been presented to describe the behavior of the
‘ surface of an clemental target during implantation by an additional atomic
species. The copper-nickel alloy system was selected to test the model. The

experimental results indicate:
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1. that the elemental sputtering yields for polycrystalline metallic

target materials are significantly lower than theory would predict;

2. that to first order the model predicts the results well for the copper

implanted into nickel and only indicates the trend for the nickel
implanted intc copper case suggesting a strong interaction at the
surface in the latter case;

3. that the angular distribution for the sputtered atoms from an alloy

target appears to be independent of species and atomic surface
fractions.

Additional target surface analysis measurement techniques are necessary to

supplement the information derived from the collector foil measurements. The
model presented here is a first order attempt to describe the surface during
implantation including the effects of the implanted species. The authors plan
to continue efforts to improve the model adding surface dependent factors such
as surface binding energy changes due to the changing surface.

6.

1.

9.

10.

1.

12.

13.
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COMPUTER STUDY OF SELF-SPUTTERING OF Cu and Ni AT 90 keV

M. ROSEN, G.P. MUELLER and W.A. FRASER
Naval Research Laboraiory, Washington, DC 20375, USA

The self-sputtering of 90 keV Cu (Ni) ions incident on polycrystalline Cu (Ni) targets has been studied using the code MARLOWE.
Experimental values of the sputtering yields and the angular distribution of sp d atoms are reproduced with the Moliéve potential
using the screening length of Torrens and Robinson. Particular attention is paid to those subcascades which have sputtered atoms as
their end products, The distribution of the depths a1t which these subcascades are initiated is presented, together with the distribution
of the frequency and length of replacement sequences they contain. A comparison is made of self-sputtering from amorphous and
polycrysialline targets at this energy. -

1. Introduction energy cut-off (the energy below which atoms are
not followed) and the minimum displacement en-

Experimental results have recently been re- ergy (the minimum energy transfer needed to set a
ported for the self-sputtering of high energy Cu lattice atom in motion) to be 5 eV. All calculations
and Ni ions from polycrystalline targets [1]. were done with the surface binding energy E, set
Sputtering yields and sputtered atom angular dis- to zero. An auxiliary code was used to impose a
tributions were measured at several energies. We planar surface binding energy condition on all
have examined the 90 keV data using the binary atoms that had escaped the surface. In this way
collision cascade simulation code MARLOWE the sputtering yield and angular distributions could
[2-4]). We discuss this calculation in sect. 2 and be determined as a function of E, without repeat-
examine the structure of the sputtering cascades ing the MARLOWE calculations. The self-sputter-
(those subcascades which end with sputtered ing yields for 90 keV Cu and Ni from polycrystal-
atoms) in greater detail in sect. 3. In sect. 4 we line targets measured by Allas et al. [1] ran from
present the results of repeating the calculation 4.0 to 4.8 and 2.8 to 3.9, respectively, with quoted
with amorphous targets and discuss the significant errors of 20%. We have calculated Cu and Ni
differences found. yields of 5.2 + 0.6 and 4.1 £ 0.5, in agreement with
the experimental values, using surface binding en-

ergies of 5.0 eV and 6.0 ¢V, respectively. Both

2. Self-sputtering yields and angular distributions these energies are about 0.5 eV greater than the
average of surface binding energies calculated by

The computational model used by the code Jackson {6). but considering the general uncertain-
MARLOWE for sputtering calculations is amply ties in the knowledge of surface energies (see ref.

described in ref. 3, 4. In order to keep computa- S5) and the size of the experimental errors, they are
tion time from becoming prohibitively large, we not unreasonable.
used targets of finite thickness. We found that The results of a calculation using the sputtering

bulk values for the sputtering yield were obtained theory of Sigmund [7] were also presented in ref. 1.
(within calculational error) for a target width of 11 They calculated yields approximately twice the

lattice constants. This was the thickness used in measured values. Sigmund uses a power-law ap-
the calculation. This is a much larger value than proximation to the elastic scattering cross section
that reported by Hou and Robinson [3.4] (~2 for a Thomas-Fermi atomic interaction while we
lattice spacings for heavy ion sputtering from a used the Moliére potential, but with the smaller
heavy target), and is a result of the fact that our screening radius suggested by Torrens and Robin-
incident energy is two orders of magnitude larger son (0.0738 A) [2]. A Moliére potential that ap-
than theirs. For both Cu and Ni we took the proximates the Thomas-Fermi potential, at least

0167-5087,/83 /0000-0000,/503.00 © 1983 N
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Fig. 1. Angular distribution of sp
incident 90 keV Cu beam.

d Cu atoms for normally

out to nearest neighbor distances, has a screening
radius twice this value (15 A) [8]. This would result
in a higher yield as it allows more large impact
parameter, low energy collisions. Indeed a
MARLOWE calculation using the larger screening
radius resulted in a sputtering yield twice as large.

In fig. 1 we compare the experimental PIXE-de-
termined angular distribution of the sputtered Cu
atoms [1) with our calculated values. The results
for Ni are presented in fig. 2. The calculated distri-
butions were normalized to unity at an exit angle
normal to the target surface. The experimental
distributions were then normalized such that the
ratio of the areas under the calculated and experi-
mental curves was equal to the ratio of the calcu-
lated and experimental yields. The general agree-

o
o

SPUTTERED Ni ANGULAR DISTRIBUTION S0keV
JL MARLOWE CALCULATION (YIELD=4.i12 43)

orsk ° ALLAS o ol. {PIXE YIELD#2 8)

025+

NONMALIZED NUMBER OF SPUTTERED ATOMS
©
-]
T
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cos §

Fig. 2. Angular distribution of sputtered Ni atoms for normally
incident 90 keV Ni beam.
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ment is clear, particularly for Cu. Although the
calculation appears to indicate a deviation from a
cos @ law for the sputiered atom distribution, it
must be remembered that the statistical error asso-
ciated with individual angle bins may be much
larger than the error in the yield and it would be
rash to draw any conclusion from this data. Hav-
ing shown agreement for both Cu and Ni, we
consider below further details of the calculation
for Cu alone.

3. Structures of sputtering cascades

A calculation such as this has the advantage of
examining aspects of the sputtering process not
easily available to experiment and therefore can
shed light on possible mechanisms. We have ex-
amined some aspects of the structure of what may
be called sputtering cascades. We have traced the
chain of collisions back from each sputtered atom,
collision by collision, to its decpest point in the
target. This string of collisions we term a sputter-
ing trajectory.

In fig. 3 we show both the distributions of the
depths of origin of the sputtered atoms and the
distribution of the maximum depths of the sputter-
ing trajectories. We see that the distribution of
maximum depths of sputtering trajectories lies sig-
nificantly deeper than the distribution of the sites
of origin of the sputtered atoms themselves. Some
88% of the sputtered atoms originate within two
atomic layers of the surface, while only 8% of the
sputtering trajectories originate there. This is why
such thick target was required in the calculation to
reach bulk values of the yield. It is interesting that
Robinson found for the sputtering of Xe from
monocrystalline Au at much lower energy (700 ¢V)
[5] that 99% of the sputtered atoms originated
within two atomic layers of the surface. This is not
very different from our result for Cu.

We looked at the number of collisions that
occur along a sputtering trajectory from its origin
out to the surface. The results are shown in table 1.
The distribution of the number of collisions peaks
around the relatively small number of 4. Some
77% of the trajectories contain six of fewer colli-
sions: only 41% of the sputtering trajectories
originate within six atomic la; ers of the surface.

We also investigated the frequency of occur-
rence of replacement sequences in sputtering
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Fig. 3. Comparison of calculated depth distribution of sites of
orizin of sputtered Cu atoms to distridbution of maxi
depths of sputtering trajectories for 90 keV pormally incident
Cu ions.

trajectories. These are sequences of displacement
collisions in which each displayed atom is replaced
by the atom which displayed it. Although we
gathered information on all such sequences, we
shall count as meaningful only those replacement
sequences of length greater then three. Indeed,
when the looked at sputtering trajectories in
amorphous targets, replacement sequences of
length up to two occurred, but none greater than
two. We looked at 932 sputtering trajectories; a
number of these contained more than one se-
quence. In table 2 we show the distribution of
replacement sequences as a function of the length
of the sequence and also according to the number
of sequences that occurred in the trajectory in
which they appeared. For example the second
column in the table says that there were 51 re-
placement sequences of length 3 in sputtering
trajectories that contained only a single sequence,
8 of length 3 in trajectories that contained 2 se-
quences, and 1 of length 3 in a trajectory that
contained 3 sequences. No trajectories were found
that contained more than 2 sequences. It is seen
that replacement sequences contribute to but cer-
tainly do not dominate the propagation of the
sputtering trajectories. Only 20% of the sputtered
atoms come from trajectories that contain any
replacement sequences at all. The lack of such
sequences in amorphous targets, therefore, cannot
explain the low yield we found for such targets
and which we discuss in the next section.

Table )

Number of collisions along sputtering trajectories

Number of collisions 0 | 2 3 4 5 6 7 8 9 10
Pezcent o4 trajectories 0 6.4 1.8 15.2 17.0 14.8 1.5 6.9 48 30 23
Number of collisions 11 12 13 15 14 16 17 18 19 20+

Percent of trajectories 1.6 0.9 L5 03 04 1.0 02 0.2 0.2 0

Table 2

Distribution of repl sequences in sputtering trajectories

No. of Length of replacement sequence

oo traec 3 4 5 6 7 8 9 N 12 13 41
tony

! 51 36 21 13 10 9 2 7 1 3 1 3 2
H 8 2 1 2 3 1 0 1 2 0 0 0 (]
3 I [ 0 1 0 0 0 0 0 0 0
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Table 3

Distribution of yield values

Yield 0 1 2 3 4 s [3 7 8 s 10
Frequency (poly.)® 34 13 9.5 5.0 44 44 33 22 16 22 22
Frequency (amor.)% 57 105 65 6.0 40 35 10 20 LS 15 15

Yield ] 12 13 14 15 16 17 18 19 20+
Frequency (poly.)% a4 22 06 O 16 16 16 06 11 40
Frequency (amor)% 05 0 ] 10 065 05 05 05 05 10
4. Sputtering from amorphous targets 5. Conclusions

We also calculated the self-sputtering yield for
90 keV Cu atoms from an amorphous target, using
the same parameters as in the polycrystalline case,
and found the yield to be 2.31 £ 0.34, less than
half the polycrystalline target value. Now the
sputtering yield is a statistical quantity with quoted
values being averages over a large number of
incident atoms. The number of particles sputtered
when an incident atom strikes the target varies
over a wide range of values. In table 3 we show the
distribution of yield values for both the amorphous
and polycrystalline cases. The greatest difference is
that for amorphous targets no atoms at all are
sputtered 57% of the time, while this occurs with a
frequency of only 34% for polycrystalline targets.
The reason for this is not immediately clear. The
distribution of maximum depths of the sputtering
trajectories is much the same as for polycrystalline
targets. A possibility may be that although the
range of an atom is the same for both amorphous
and polycrystalline media (the densities being the
same), the fluctuations are larger for polycrystals
because of the ordered structure. Near the surface,
these would atlow more particles to escape in the
case of polycrystals.

Parenthetically it should be noted that more
than 36% of the polycrystalline sputtering yield
arises from events in which 15 or more atoms are
sputtered, even though they occur relatively rare.y.
Even for amorphous targets these events account
for more than 27% of the yield. It is worth noting
also that for amorphous targets essentially no
sputtering trajectory contains more than seven col-
lisions.

51

We have shown that high energy heavy atom
self-sputtering yields and angular distributions can
be accounted for by a binary collision cascade
simulation code such as MARLOWE. Although
calculated yields may be relatively insensitive to
comparatively small variations in potential para-
meters [4], we have shown that this is not true for
relatively large variation in the screening distance
and one should choose these parameters with some
care. We have also shown that although sputtered
atoms come from sites very close to the surface,
the mechanism originates with events significantly
deeper. The large difference we have calculated
between yields from amorphous and polycrystal-
line targets is not well understood and requires
further elucidation.
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Methods to Control Target Heating During lon Implantation

K.S. Grabowski and R.A. Kant
Naval Research Laboratory, Code 6671, Washington, DC 20375, USA

1. Introduction

The use of high-current ion implanters with beam powers in excess of 1kW
requires improved methods of target cooling. This problem has already
been addressed for ion implantation of Si wafers [1-3], but cooling of
metallic targets needs further development., Compared to Si wafers,
metallic targets typically have more awkward geometries, thicker cross
sections, lower thermal conductivities, and in some cases (e.g., certain
heat-treated steels) comparable temperature limitations during

implantation (T$2000C). In addition, since metallic targets typically ;4
require higher implantation doses than Si wafers, use of high-current -
implanters is highly desirable, Heat conduction to a sink will generally 121

be necessary for cooling of metallic targets.

This paper casts well-known mathematical solutions [4] to heat
conduction problems in terms of ion-implantation parameters, and discusses
the different regimes of conduction cooling. Examples illustrate that for
most applications: (1) scanning of the {fon beam and/or targets is
necessary, (2) storing energy in target heat capacity is insufficient to
limit target temperature rise, and (3) producing good sample contact with
3 heat sink is essential. Methods of producing adequate contacts are
discussed, based on experimental measurements of the interface contact
conductance, h, for various combinations of materials. Finally, as an
example of successful target cooling by conduction techniques, the device
used at the Naval Research Laboratory to cool tool-steel bearing races is
briefly described.

2. Radiation Cooling

Radiation cooling of the target is only sufficient for those applications
where a high equilibrium temperature or large radiating surface area is
acceptable. As Fig.l shows, to limit surface temperature to 5000C for a
rather typical) effective total emissivity of 0.2 and an input power of
1kW, 0.25 mZ of vradiating surface area is needed. For lower
temperatures, higher incident power densities, or lower effective
emissivities, radiative heat transfer is clearly inadequate.

3. Conduction Cooling

The time-dependent temperature rise of a surface struck by a constant heat
flux can be readily solved for the case of one-dimensional heat transfer ’ ~
[4]. Solutions expressed in dimensionless units are shown in Fiq.2 for
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Fig.2. Dimensionless surface temperature rise, 9g, versus dimensionless

time (or dose) t, for incident .power density J, assuming one-dimensional
heat transfer. 1L represents plate thickness, or cylinder or sphere
radius; k, thermal conductivity; a, thermal diffusivity; ¢, ion dose; and
E, ion energy. Heat is withdrawn from the target in region II] by a heat
sink

plate, cylinder, and sphere geometries where ¢g represents dimensionless
surface temperature and v represents dimensionless time (or implantatjon
dose). As indicated in the figure inset: T5 represents the surface
temperature, T, the initial temperature, and Tp the temperature either
at the back of a plate of thickness & or at the center of a sphere or
cylinder of radius £ . J is the incident power density (W/cmZ). Other
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important variables include: k, therma) conductivity (W/{cmK)); a,
thermal diffusivity (cmé/s) equal to k/(oC) where o is density (g/cmd)
and C is heat capacity (Ws/(g-K}); and t, duration of exposure (s) egual o
to ¢ E/J where ¢ is implantation fluence (ions/cm¢) and E is ion energy -
(Ws/ion). Nominal values of a, k, and pC for selected materials are B

.
"

T T ST Ty
ot
«

listed in Table I as taken from {5]. Actual values depend strongly on
exact alloy composition and specific heat treatment,

rY
A
.

P Table 1. Thermal Properties of Selected Materials o
‘e a 3 oC !
-« Material (cme/s) (W] (cmK)) {(Ws/ (cm3K))
- - Cu 1.1 3.9 £
= Al 0.95 2.3 2.4
- Al (2028-T4) 0.50 1.2 2.4

SA 0.53 0.84 1.6

Brass (Cu - 30Zn) 0.38 1.2 3.2

Ta 0.24 0.54 2.3

Fe 0.23 0.80 3.5

Fe (0.10C) 0.18 0.65 3.5

Fe (M2 too) steel) 0.058 0.21 3.7

Fe (304 SS) 0.041 0.16 4.0

Ti 0.068 0.16 2.3

Ti (6A1 - 4V) 0.026 0.068 2.6

Superalloy (IN 738) 0.035 0.12 3.4

Three different regimes of conduction heat transfer are indicated in
Fig.2. 1In regions I and II all deposited heat is retained in the sample,
whereas in region IIl a steady-state condition obtains where heat flow is
constant through a plate sample to a heat sink. In region I the deposited
energy has not yet diffused to the boundary of the sample (i.e., at<2?
and Tp=Tq), so the surface temperature rise is that for heat diffusion
in a semi-infinite medium and og=t!, In region 11 most of the
deposited energy is distributed throughout the sample (i.e., at>£2,
Tp=Tg), so the temperature rise is limited by the heat capacity of the
sample and 6s=1, In region III, for an ideal heat sink (i.e.,
Th=To) 0g=1, otherwise og is constant but greater than 1,

The transition from region I to either Il or IIl occurs quite sharply
at 1=1 for plate samples but more gradually for cylinder or sphere
samples, The implantation conditions which produce t =] are {dentified in
Fig.3. Examination of this figure reveals that for most metals
implantations, T _exceeds 1, For a typical energy and fluence (100-keVy
ions, 1x1017/cm2), a nominally maximum power density (1-kW beam into
10 cm2) and even a poorly conducting metal (Ti-6A1-4V, a=0.026 cmzls).
T will exceed 1 unless samples thicker than 0.5 cm are implanted. Use of
thicker samples, highly focused unscanned beams, or low fluences are
required to prevent t from exceeding 1.,

4 a, s

et
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4084

3.1 Region I (Heat-Diffusion Limited)
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s e 4
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While this region is applicable for low doses of implantation, it is most

relevant to cases of thick samples with low thermal diffusivity and/or for

jmplantations conducted with high-current unscanned beams (see Fig.3). In

these cases, large temperature increases mav occur, In the low-dose -
limit, the temperature rise in region I can be expressed as:
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i #(3)
: Fig.3. Ion implantation conditions for which t«l, with 1<1 occurring below
x a given power-density line and t>1 above it

o = —A— % or (1)

5 1
N S S €3 L

Ts=To =7 ~o a . (2)
Since for 1{on {implantation into most metalsé, E and oC are nearly
invariant, the ratio of power density input to heat diffusion output
determines the target temperature rise.

As an example, the implantation of 100-keV fons to a dose of 1lx10l7
em2  {into 1-cm-thick plate of 0.1- 4-C steel wusing an unscanned
high-current beam ({.e., J5300 W/cm?) maintains t less than 1 and Eq.(2)
predicts T¢=T,3530°C. To limit the temperature rise of this sample,
the average incident power density must be reduced. Scanning the beam at
an adequate rate can accomplish this.,

P +& (107 keViem
O . ]
w
f Fig.4. Pseudo-temperature rise,
i pCiTs - To), as a function
o of both abosorbed energy Jt
| (or ¢ E), and the ratio J/a.
k E This figure {s only valid when
hd 1 <1, or to the left of the
dashed 1ine for a l-cm-thick
plate target. Dashed Yine for
other target thicknesses can be
3 drawn through other constant
» values of at
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Figure 4 graphically represents the square root dependence of
{Ts=To) in Fq.(2) on both J/a and Jt (or¢ E). This figure can be used S
to” determine the minimum nccessary scan speed. Using the previous
example; to limit thf steel-plate temperature increase to. 1009C (,oC
(Tg-To) = 350 Ws/ecm3) on a single pass of a 300 W/emé ion beam e
(J/a = 1670 Ws/cm*) the becam dwell time on a given spot must be less R
than 200 ms (Jt < 60 Ws/cm?). For a 1.5-cm-wide beam this translates I
into a minimum scan speed of 7.5 cm/s or about 7 rpm for the edge of a :
rotating 20-cm-diameter disk. At this moderate scan rate, approximately p

27 passes will be needed to complete the implantation, and {Tnput heat
should be able to diffuse to a suitable heat sink between passes. .
3.2 Region II (Heat-Capacity Limited) I
This region applies to samples which are thermally {solated and for ...._4
which t>1, In the high dose-1imit: -

8 = nt, oOr (3)

T = —2E
Ts-To M4t - (4)

The variables are the same used in Fig.2 except for the additional
coefficient n, which equals 1, 2, or 3 for plate, cylinder, or sphere
geometries, respectively, As before, ¢ represents either plate thickness,
or cylinder or sphere radius.

For most implantation doses and typical target sizes, heat capacity
alone is insufficient to cool the target, As a representative example,
implantation of 100-keV ions to 1x1017 cm=2 into 0.1-%-C steel will
produce a uniform temperature rise of about 4600C in targets consisting
of a l-cm-thick plate, a 4-cm-diameter cylinder, or a 6-cm-diameter
sphere. As this is a large temperature rise in these substantially sized
samples it is clear that storage of implantation heat energy within many e
targets will not be acceptable. Heat storage could be augmented by ’
attaching a small target to a massive heat sink, however, the heat sink
would have to be cooled between subsequent implantations and heat
diffusion throughout the large size would be limited.
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3.3 Region II! (Steady-State Conduction to Heat Sink)

The best method to limit target temperature rise is to secure the target

to a good heat sink., For a plate target attached to an ideal heat sink ;.'-:
Tp=Tg, SO <)
[ [ "]

To =Ty =) (5) B
Taking a l-cm-thick plate of 0.1%-C steel as a representative implantation 1
target, its temperature increase will exceed 2000C only for incident R
power densities in excess of 130 W/cmZ, In other words, for a 1-kW ion it
beam scanned moderately well, an fdeal heat sink would cool most targets B
adequately, \
Unfortunately, 1deal heat sinks cannot readily be attained in vacuum, - "1
In  practice there are temperature drops across heat-conducting -4

interfaces. These temperature drops can be expressed by
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J
AT = e (6)

where h (W/{cm2K)) represents the interface contact conductance for
contacting solids. Using h=0.05 W/(cmZK) as representative of stee)
contacting steel in vacuum, one readily finds that a heat flux of only §
W/emé will produce a 1000C temperature drop across the interface.
poor contact conductance is by far the greatest limitation to high
incident power densities yet discussed.

Use of low incident power densities can help, but is not always
practical. For example, to implant the inside groove of an outer race of
a bearing {e.g., for corrosion resistance), only 1 or 2 bearings at a time
can easily be implanted., For two 6-cm-diameter bearings with l-cm-wide
grooves, this means that only about 40 em2 are exposed to the beam, for
an average incident power density of 25 W/cm for a 1-kW ion beam. Each
steel to steel contact intérace would produce a temperature drop of about
5000C, Clearly, methods of improving interface contact conductance in
vacuum are needed. Values of h near 1 Hl(cmz-K) would be desirable.

One further point on providing a good heat sink. Heat must ultimately
be removed across the additional interface between metal and cooling
fluid. Values of h for this interface typically range from about 0.01 to
1 W/(cm2K) for a cooling medium of water. The value depends somewhat
upon water temperature and cooling geometry, but mostly upon the flow
velocity., Flow velocities in excess of about 200 cm/s wil) produce an h
near 1. By providing adequate contact area between metal! and cooling
fluid it is possible to limit the temperature drop across the metal/fluid
interface to a few tens of degrees C, even for 1-kW power inputs.

4. Interface Contact Conductance

4.1 Empirical Values

Many interface-contact-conductance measurements have been performed on
various materials over the years (see references in [6]) and some have
been collected in handbooks such as that of Rohsenow and Hartnett (7).
However, many of these measurements were performed on samples with
carefully prepared surface finishes, Partly in an attempt to provide
practical engineering values, we measured h at NRL for selected materials
having machined surfaces,

Washers (0.16-cm thick, 2.54-cm 0D, 1.27-cm 1D) were machined from
selected stock material and clamped between two Al-alloy cylinders,
pressed together using calibrated springs, Heat was applied to one end in
vacuum by a Joule-type heater and removed from the other end by
water cooling. The total temperature drop across clamped washers was
measured using four thermocouples attached to the Al-alloy cylinders. The
interfacial temperature drop was determined by substracting the
temperature drop expected from thermal conduction through the washers,
Power levels up to 40 W were selected to produce interfacial temperature
drops in excess of about 59C.

Table II 1lists values of f{nterface contact conductance h, measured
usfng a contact pressure of 1.17 MPa (170 psi). The values listed with a
“greater than" sign are lower-1imit estimates due to the limited accuracy
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Table ¢, Interface Contact Conductence
INTERFACE h{W/ (cm2—K))
SS/SS 0.04
SS/A 0.19
SS/A1 Foil)SS > 0.3
SS/Indium/SS > 0.6
§$S/Silver Paint/SS >5
Al/Brass 0.5
Al/Cu 0.9
AV/OF-CU 1.5
Al/A) 1.6
Brass/Brass 0.1
Cu/Cu 0.6
OF-Cu/O0F-Cu 1.5

5: 304 StainTess SteeT
Al: 6061, T6 Temper
Brass: Cu-30 In

Cu: Tough-pitch Cu
OF-Cu: Oxygen-free Cu

obtainable with a 40 W heater. For like materials the contact conductance
improved about 40 fold going from SS/SS to Al/Al, with unacceptably low
h  values (hel W/cem?) occurring for SS/SS and Brass/Brass couples. For
dissimilar washer materials the contact conductance was somewhat below the
mean value of the like-washer pairs, These results mean that Al fixtures
and 1.2 MPa clamping pressures can provide a nearly acceptablecontact
conductance for clamping brass targets (h-0.5), but not SS targets
(h-0.2). To clamp SS targets use of an interstitial material like indium
or Ag paint may be necessary.

The semiconductor industry currently obtains poorer contact
conductances for clamping Si wafers because wafer fragility limits the
usable contact pressure to about 7kPa (lpsi). Eaton/NOVA has obtained
contact conductances of 0.018 - 0.024 W/(cméK) using an elastomer-dome
substrate and 0.020 - 0.050 using gaseous cooling [3]. More recently,
Varian/Extrion has obtained h=0.06 W/(cm-K) by introducing a small
quantity of low-pressure gas to the interface between Si wafer and a
computer-designed contoured Al dome (8].

4.2 Predicted Values

M.M. Yovanovich and V.W. Antonetti have recently found good correllation
between the interface contact conductance measured in vacuum on samples
with carefully controlled surface finishes, and specific physical
parameters [6,9]. They found

mk pY 0.95 (7
v <:Tfi> '

where P 1{s contact pressure, H fs microhardness of the surface region
deformed during contact, k is thermal conductivity, o 1{s the
root-mean-square surface roughness, and m is the mean surface slope, a
number directly obtainable from sSurface profilometry measurements. This

h=125
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correllation applies to vacuum ambients and for contact pressure greater
than about 1 MPa (145 psi). The major point here s that contact
conductance can be improved by (1)selecting materials with a large k/M
ratio, (2) using large contact pressures P, and (3) carefully polishing
the contacting surfaces.

Trends predicted by Eq.(7) were supported by the excellent improvement
we observed in h when a thin foil of soft well-conducting metal was placed
between two hard stainless steel washers, Even though an additional
interface was produced by adding the foil, the net contact conductance was
greatly improved. This technique is generally useful; however Yovanovich
has shown [10] that using too thick a foil (i.e., 50.1 mm) can produce a
temperature gradient in the foil sufficient to negate the improvement in h.

5. NRL Water-Cooled Heat Sink

The principles described in this paper were utilfzed in the design of a
rotating water-cooled feedthrough presently in wuse at NRL, The
water-cooled heat sink, viewed along the beam direction in Fig. 5, was
designed to absorb 100 W of power while maintaining most rotating
implantation targets at temperatures below 1009C. Attached to the heat
sink is the outer race of a 22.5-cm-0D0 main-shaft ball-type bearing used
in jet engines. The vacuum feedthrough can be tilted up to 22° and
translated in and out of the vacuum chamber. It is typically rotated at 2
rpm, although speeds up to about 500 rpm are possible. Cooling water
passes through the stainless-steel shaft into a Cu end plug. Samples are
clamped onto an Al base plate bolted to the Cu plug, allowing considerably
flexibility in target fixturing. With this design, a temperature
difference of only 649C was measured between the surface of an Al plate

8013316)

Fig.5, Rotating water-cooled heat
sInk developed at NRL., The feed-
throu%h can be tilted up to 229,
translated in or out, and {is typ-
fcally rotated at 2 vpm
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and the water supply temperature when a 105 W beam was directly incident
on the Al plate.

Obviously, to remove 1 kW of power, improvements in this heat sink are
needed. Directly cooling the Al baseplate would eliminate the thermal
resi§tance between Cu plug and Al baseplate and more interface area for
cooling water would be available. These two components probably

contributed nearly two-thirds of the observed 640C temperature drop at
105 W of power.

6. Summary & Conclusions

This work has shown that in many cases radiation cooling of targets is
insufficient when a high-current ion implanter is used. Conduction cooling
techniques must then be utilized. Three different regimes of conduction
cooling were described: (1) heat-diffusion limited, (I1) heat-capacity
limited, and (III) steady-state conduction to a heat sink. The first two
regimes apply when the target 1is thermally isolated. For most
implantations into metals, doses are large enough and samples small enough
that transition from region I into either region II or I[II occurs,
especially if even a small amount of beam scanning 1is utilized.
Furthermore, since few samples are large enough to completely store
implanted energy without undergoing an unacceptable temperature rise, most
metallic targets should be implanted under the conditions of region III,

This work has shown that with region III conduction cooling,
substantial target heating can occur from interfacial temperature drops
unless good interface contact conductance is obtained or beam scanning
over a large area is possible. Engineering vaiues of contact conductance
h, as well as its expected dependence on contact pressure, surface
microhardness and finish, and thermal conductivity were presented, In
some cases use of a conductance- promoting interstitial foil may be
necessary., Since beam scanning and water cooling are generally required,
guidelines for their satisfactory application were also briefly described.

In conclusion, this work has shown that to prevent excessive heating of
most metallic targets: (1) conduction cooiing by a heat sink is necessary
since radiation cooling and the target's heat capacity alone usually are
inadequate, (2) some scanning of either beam or target is necessary (to
1imit interfacial temperature drops and to prevent localized target
heating), and (3) producing good contact conductances is extremely
jmportant.
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THE EFFECT OF NITROGEN IMPLANTATION ON MARTENSITE
IN 304 STAINLESS STEEL

R. G. VARDIMAN, R. N. BOLSTER, AND I. L. SINGER
U. S. Naval Research Laboratory, Washiangton, DC 20375

ABSTRACT

Martensite will form in austenitic 304 stainless steel
vhen it is deformed. Transaission electton microscope
studies show that nitrogen fon implantation causes a rever-
sion of the martensite to austenite. Specimens containing
martensite resulting from fine surface polishing and heavy
rolling are examined. The transformation is shown not
to occur because of temperature increases during implanta-
tion. The effect is related to recent wear results in 304
stainless steel.

INTRODUCTION

Many austenitic stainless steels undergo a diffusionless phase transformation
to martensite when stressed or quenched to very low temperatures. The face
centered cubic (FCC) austenite phase may be regarded as metastable under defor-
mation. The martensite in stainless steel is usually body centered cubic (BCC),
although some hexagonal martensite may be formed, particularly irn low tempera-
ture deformation (1).

Martensite has inferior corrosion and fracture resistance compared with
austenite (2-4). Surfaces are particularly vulnerable to its formatiom,
either in finishing operations or from high contact stress in use, such as
from wear or impact. These effects may be prevented by a finishing heat
treatment or by increased amounts of alloying elements such as nickel, manga-
nese, nitrogen, or carbon, but such steps are not always practical. Nitrogen
and carbon have the greatest effect per weight added on austenite stabilization,
but their amounts are limited by low solubility. Because of the very high
concentrations which can be achieved by ion implantation, the potential exists
for achieving effects impossible by other wmeans. Ion implantation is known to
induce phase transformations in the target material in some cases (5-9). In
stainless steels, martensite has been produced by implantation of large atoms
such as antimony (10).

In this paper, we show that martensite in 304 stainless car be trans-
formed to austenite by nitrogen implantation. We have looked at martensite
formed by heavy deformation and by abrasive wear using fine diamond partic-
les. The microstructure has been characterized by x-ray diffractfon, transmis~
sion electron microscopy (TEM) and electron diffraction. Composition of the
surface layer was determined by Auger electron spectroscopy (AES). The observed
results are consistent with recently published studies on the abrasive wear
behavior of nitrogen implanted steels (11,12).

MATERIALS AND METHODS

Our starting material in all cases was 304 stainless steel; the analysis in
Table I is from the supplier. Two types of specimen were used. For the first,
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1.5 mm sheet was cold rolled to 0.05 mm, a reduction in area of approximately

97%. X-ray diffraction of this material showed that {t was predominantly marten-
site (BCC) with remaining austenite of the order of 20X. The other type of

specimen was in the form of 12.7 um diameter buttons, as have been used in

previous wear studies (11,12). These have a surface finish giver bty a vibratory

polisher charged with 1-5 um diamond powder in paraffin oil.

TABLE 1
Composition of the 304 Stainless Steel

Element Cr Ni Mn Mo Si P S L N

Wt. pct. 18.18 8.48 1.75 0.36 0.50 0.03 0.005 0.055 0.05

For TEM examination, 3 mm discs were punched from the rolled foil. Speci-
mens to be implanted were electrolytically polished on one side, then thinned
through from the opposite side after implantation. The electrolyte was 6%
perchloric acid in ethanol, used at -60°C. For the wear buttons, the polished
surface was cut off in a thin slicing machine, mechanically polished on the cut
side to 0.1 wm thickness and 3 mm discs punched out. These were then thinned
through from the side opposite the original diamond polished face. In all cases,
the surface of interest was protected from the electrolyte during thinning by a
coating of a translucent masking compound. With this technique it was possible
to preserve the implanted or worn surface in almost every case. Thinned layers
of typically 100-200 nm thickness were examined in a 200 keV electron micro~
scope.

4 For the rolled specimens, nitrogen implantation was done at 75 keV (150 keV
N.). In this case the thickness of the implanted layer (see Table II) is
aﬁproximacely the same as the thickness of the film which 1s examined in the
electron microscope. The wear buttons were implanted at 40 keV, to correspond
with the snergy used, In the wear studies (11,12). In both cases the total dose
was 2xl10} ./em. Power densities were normally in the range of 0.6 to
0.9 watts/com. Samples were carefully heat sunk to limit the temperature
rise during implantation.

Auger electron spectroscopy (AES) was used to determine concentration
profiles in the oxide layer of implanted specimens, and nitrogen in the full
implanted layer. The sputtering rate for 2 keV argon ion milling, and the
concentration sensitivity factors were determined in previous work (13,14).

TABLE I1
Experimental and ;heo{etlcal values of the nitrogen implantation parameters for
a dose of 2x10l7N /em

Projected Straggling Max Concentration

range (nm) range (nm) (at. pct.) ko
Theory 44 21 30 s
40 kev f
Experiment 55+5 37+4 2343
RO
Theory 83 34 L2
75 kev :—"~'l
Experiment 87+14 4747 1743 R
- i
67




—~r-v-v
T A A
L s e ) .

Rl o

271

RESULTS

O
) J“J

The nitrogen concentration parameters as determined by AES, and as derived
from modified LSS theory (15) are given in Table II for both the 40 keV and the
75 keV {implants. The agreement is Treasonable, particularly {f sputtering
effects, which broaden the profile (16), are taken into accouqf. The measured
total dose is within 5% of the nominal fluence of 2x10!7 at./ca.

"
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- Cold Rolled Material. The nmicrostructure observed in TEM is in agreement
- with the x-ray results, that is, mostly martensite with only small scattered
patches of austenite. A typical selected area diffraction pattern taken with a
B 1000 um diffraction aperture giving a selected area of 11.6 um diameter is shown
on the left side of Fig. l. Because of the high degree of deformation, diffrac-
. tion occurs in rings or ring segments. As expected very little diffraction is
' seen at the austenite (v) diffraction positions. After the nitrogen implant, the

austenite diffraction rings are strong, while the marteasite (a') rings are

reduced in intensity, as seen on the right side of Fig. 1. Because the exact
) thickness of the film in a given area 1is unknown, the amount of martensite

remaining in the implanted layer, as contrasted with martensite lying below the
:. implanted layer, cannot be estimated. CrN, which we have found in annealed 304

AS ROLLED IMPLANTED 2x10'7 N*/cm.?
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Fig. 1. Electron diffraction patterns of 97X R.A. material, 11.6 um selected
area.
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stainless steel implanted with nitrogen, 1s not seen in any of the implanted
specimens studied here.

Wear specimens. The deformation resulting from 3 um diamond polishing is
necessarily confinedto a thin layer. The diffraction pattern on the left side of
Fig. 2 shows strong continuous martensite rings, and segmented austenite rings,
indicating a moderately deformed austenite layer beneath the martensite. After
nitrogen implantation, martensite diffraction is completely absent, as seen on
the right side of Fig., 2. The elimination of martensite by an implant which
reached a maximum depth of 100 nm indicates that the martemnsitic layer itself
had a thickness in the 50-100 nm range. The diffraction pattern of the implant-
ed specimen shows short intense ring segments which correspond to austenite
lying beneath the implanted layer. The nitrogen atoms cause an expansion of the
austenite lattice, so that rings corresponding to the implanted material lie at
slightly smaller radii. Most of the diffracted rings from implanted material
are doublets, for which there is no present explanation.

AS WORN IMPLANTED 2x10" N*7cm.?

Fig. 2. Electron diffraction patterns of abrasive wear surfaces, 11.6 um
selected area.

DISCUSSION

We have evaluated the possibility that temperature increases during implanta-
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tion could be sufficient to cause the martensite to transform. For wmartensite

. formed by quenching 304 stainless, the transformation temperature is S00°C (17),
i however, this may be lower for deformation martensite. Experience with implants
' done with comparable flux indicate temperatures in the 100-150°C range may
develop. Auger analysis of the oxide layer on the surface of our i{mplanted

o specimens shows a composition and thickness corresponding to an upper limit of
. 2)0°C during implantation. To check the effact of such a temperature on the
martensite, a specimen of the 972 R.A. material was heated for one hour in an

oil bath at 200°C. The x-ray diffracction spectra before and after heating were

[‘ {dentical. Thus it does not appear that the observed transformation could have
I been caused by the temperature rise during implantation per se.
1)
’

. The stabilizing effect of nitrogen on the austenite phase is well known (1).
The mixing and enhanced diffusivity developed by implantation are apparently '
sufficient to cause nucleation and growth of the austenite in the martensitic
reglons. Further work is required to determire the critical nitrogen dose, and
the effect of other implants, both ¥ stabilizing (Ni, Mn) and nonctakilizing.

Recent work on abrasive wear by 3 um diamond particles on 304 stainless
showed anozalous results, in that nitrogen implantation decreased wear resist-
ance, where in other steels it increased wear resistance (11,12). The authors
speculated that nitrcgen implantation might affect the phase composition at the
surface. The present results demonstrate clearly that this is the case. The
ability to create a highly stabilizcd austenitic surface by ion implantation has
practical fmplications, where a martensitic surface developed by finishing or
use night reduce service life.
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MECHANICAL AND MICROSTRUCTURAL PROPERTIES OF BORON IMPLANTED BERYLLIUM

R. A. KANT AND A. R. KNUDSON

Naval Research Laboratory, Washington, DC, 2037S

K. KUMAR

Charles Stark Draper Laboratory, Cambridge, MA, 02139

ABSTRACT

High dose boron implantation into instrument grade I-400 beryllium has been
found to produce a substantial increase of its wear resistance. A comparison of
the friction and wear behavior resulting from two shapes of the boron depth
distribution is made. The wear resistance provided by a boron layer of constant
(flat) concentration was found to be superior to that of a gradually decreasing
(graded) profile. Rutherford backscattering was used to determine the boron depth
distribution profiles and transmission electron microscopy was used to examine
the microstructure. Electron diffraction pattern analysis provides evidence for
the formation of beryllium borides.

INTRODUCTION

A need to provide wear resistant surfaces for beryllium gas bearing components
was the motivation for this study. Currently, hard coatings are being used, but
an alternative is being sought because the coatings are difficult and expensive to
machine and some problems with porosity and adhesion have been encountered.
Previous experiments, reported elsewhere,}:2 with boron implanted beryllium
showed that the hardness of the implanted surface increased with increasing dose.
This increase was presumed to be due to the formation of beryllium borides. In the
present study, evidence obtained by transmission electron microscopy suggests
that borides have precipitated.

In addition, the friction and wear behaviors of two forms of boron depth
distribution were investigated. The implantations were conducted using six
different energies and the dose at each energy was adjusted to produce boron
profiles which were either constant with increasing depth (flat), or which
decreased with depth (graded). Rutherford backscattering was used in conjunction
with computer modeling to determine the boron concentration profiles.

MATERIAL PREPARATION AND ION IMPLANTATION

The samples used in the mechanical tests were 19 mm diameter disks of in-
strument grade beryllium which were mechanically polished to a bright metal-
lographic finish prior to ion implantation. They also received a stress relief
anneal after being cut to size and before being polished. The samples used in the
transmission electron microscopy study were 3 mm diameter disks of beryllium
(99.95% pure). These were lapped to a thickness of 25 mm and 1lightly
electropolished prior to implantation. -6

The ion implantation was conducted at a target chamber pressure of 10 Torr
and the sample temperature never exceeded 160°c during implantation. The samples
were firmly clamped to a water cooled holder and a thin sheet of indium was used
to improve the thermal conduction at the sample/holder interface. The samples
were held at low temperature in order to retard oxidatior. of the beryllium and to
minimize the mobility of the implanted boron. .

The samples used in the mechanical tests were subjected to one of two im-
plantation treatments. One of these was designed to produce a reasonably flat
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boron concentration profile extending from 100 nm to 650 nm beneath the surface.
For the other, the doses were tailored to generate a graded boron concentration
profile which peaked close to the surface and decreased gradually with increasing
depth. The table is a list of the doses and ion beam energies used to produce the
flat and graded distributions.

TABLE I 17 2
Boron doses (x 10° B/cm' ) and energies (keV) used to generate the flat and graded
depth distributions.

Energy (keV)

25 43 67 100 140 192
Flat 2.84 3.85 4.06 5.28 5.68 6.02
Graded 2.84 3.44 3.52 3.21 2.50 1.51

CONCENTRATION PROFILE MEASUREMENT

Rutherford backscattering was performed using 3 MeV alpha particles incident
at 45 degrees to the surface normal and at 90 degrees to the detector. Because the
kinematical scattering factors for boron and beryllium do not differ sufficiently
to separate the signal due to the deeply buried boron from that due to the near
surface beryllium, the determination of the boron profile involved more elaborate
techniques. First, a spectrum from an unimplanted specimen was subtracted from
the spectra of the implanted samples. The resulting difference spectrum has the
advantage of being less sensitive to the choice of Be cross section. Then, a
Ruthertord backscattering simulation computer code3 was used to generate a
theoretical difference spectrum which was compared to the observed difference
spectrum. The matching process involves adjusting the concentration profile
input to the code until the best fit to the observed data is achieved. The final
form of the profiles for the flat and graded distributions are shown in figure 1.

It is estimated that the uncertainty in the boron concentration is 15 to 20% of
the plotted values. The depth scale is less certain since the backscattering
technique is sensitive only to the number Of boron atoms per atoms per unit area
and is insensitive to the local atomic density. It is expected, therefore, that
the true distributions may differ from those in figure 1 by some expansion or
contraction along the depth axis.

FRICTION, HARDNESS, AND WEAR TESTS

A Flex Pivot Wear Testor was used to evaluate the friction and wear. This is
a pin-on-disk machine which is equipped with a means of measuring the torque
necessary to hold the pin in position and thus gives a direct measure of the
friction force. For both the wear and friction tests, a 1/8 inch diameter sapphire
ball was loaded onto the samples with loads ranging from 20 to 60 grams and the
sample was rotated under the pin at 100 rpm. A fresh spot on the ball and on the
sample was used for each measurement. The friction coefficients were determined
from the torque recorded during each run and the profiles of the wear tracks were
obtained with a Dek Tak profilometer. No lubrication was used and the tests were
performed dry in ambient air.

Figure 2 is a profile of a wear scar in unimplanted beryllium taken after ten
minutes with a 20 gm load. This profile is to be compared with those obtained from
the implanted samples (figure 3). In all cases, the profiles were taken after 10
minutes of wear. For both the flat and the graded boron distributions, no material
removal was observed at the 20 gm load. While the flat distribution samples had
no observable wear tract at 20 gm, there was a track visible on the graded sample.
The wear data for loads greater than 20 gm indicate that the samples with the flat
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Pig. 1. Boron concentration as a function of depth for the flat distribution
(solid line) and the graded distribution (dashed line).

distributions are able to withstand higher loads before the onset of catastrophic
wear. The graded sample was able to withstand a 40 gm load without failing,
whereas the flat boron distribution withstood a 50 gm load with little wear and 60
gm was required to produce substantial material removal.

Fig. 2. Wear scar in unimplanted sample after 10 minutes at 20 gm load is
0.8 ym deep and 180 ym wide.

In addition to improving the wear resistance, ion implantation of boron also
reduced the coefficient of friction. At the beginning of a run the friction of an
implanted sample was typically about half that of the unimplanted samples. During
the run it increased, usually with small intervals of rapid increase followed by
long intervals of nearly constant value. Some stick-slip behavior was observed,
and the variation of friction force during any small time interval within a run was
about 12%. The varjation from run to run, and at the same load, was somewhat
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1.5 um for (£f), and 3 ym for (g). The horizontal scale is the same for all tracks.
The scar in (g) is 150 um wide.
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larger, but the qualitative behavior of the coefficient with time was similar from
run to run. The most consistently repeatable friction behavior was observed for
the flat distribution samples with a 20 gm load. Here, the coefficient of friction
remained at its initial value for the first minute, increased for the next 4
minutes, leveled off somewhat and then increased, but more slowly, throughout the
remainder of the run. The graded samples exhibited more variation from run to run
than the flat distribution specimens. For these specimens the friction increased
slowly from its initial value for the first minute followed by 2 to 4 minutes of
little or no increase. Then there was another interval of relatively rapid
increase followed by a slower rate of increase until the end of the run.

Hardness measurements were made using a Knoop indenter with 2, S, 10, 50 gm
loads. Table II is a compilation of tne results of these measurements. There is
no significant difference between the hardness values obtained for the graded and
flat boron distributions. This result is to be expected since the depth of
penetration of the indenter is several times the thickness of the implanted layer
even at the lowest load.

TABLE I1I )
Knoop hardness data as a function of load.

Knoop Hardness Number (Kg/mmZ)

Load (gm) Flat Graded
50 356 ¢ 20 341 * 4
10 542 + 75 762 + 75
5 1157 + 190 1211 * 190
2 1965 + 375 2233 * 390

ELECTRON MICROSCOPY

The samples used for transmission electron microscopy were implanted with
boron at 25, 43, and 67 keV wit! the same doses used to produce a flat boron
distribution (see table I). The higher energy implants were not performed because
the boron which would have been introduced at the higher energies would have been
removed during subsequent electropolishing. Figure 4a is a bright field
micrograph of the unimplanted beryllium and 4b is the corresponding electron
diffraction pattern. As expected, the only features observed in the unimplanted
material are dislocations and grain boundaries. The implanted beryllium, on the
other hand, contains additional contrast features (figures 4c and 4d4). There is
clear evidence that a second phase has precipitated. The portion of the
unimplanted foil shown in figure 4a is 6.3 yn wide and 8 Um high and the micrograph
of the B-implanted sample (figure 4c) covers a 12.7 um x 16 um region. The
precipitates have a roughly circular cross section with a typical diameter of
50 am.

Table III is a list of observed reflections and the beryllium compounds which
may be present. An "x" indicates that the interplaner-spacing corresponding to an
observed reflection is in agreement with a published value? for the compound
listed above. Since the second phase reflections do not appear as uniform rings,
but instead are segments of rings, it is concluded that the precipitates exhibit
preferential orientations. Thus, the absence of a reflection corresponding to a
particular phase does not necessarily imply that that phase is not present. Since
some reflections occur for each of the listed compounds, we must allow that each
may be present. It is important to note that the borides also have strong
reflections which would be too close to the central spot to be easily photo-
graphed. From the data listed in the table, the most likely compounds to have been
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4a-d.

Fig. Bright field transmission electron micrographs and electron dif-
fraction patterns of unimplanted beryllium (a and b), and B-implanted (¢ and d).
- The circular beryllium precipitates in ¢ are typically 50 nm in diameter.
formed are BeGB, BeZB, and BeBz.
TABLE 111 °
Beryllium compounds and observed inner planar spacing, d(A). An "x" indicates

that the observed reflection is in agreement with a published d-value for the
compound listed above.

[-]
aim Be

0.95 X
1.12 x
1.30

1.33 x
1.57

1.60

1.72 x
1.95 x
2.06

2.22

2.32 x
2.55

2.60 x
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DISCUSSION AND CONCLUSION

Previous investigation of the mechanical properties of B-implanted beryllium
have shown that in order to obtain reliable information about surface properities,
it is highly desirable to perform a stress relief anneal of the as-machined
specimens. Without this treatment, spontaneous changes occur which degrade the
quality of the polished surfaces and increase the scatter in surface sensitive
measurements. FPor this reason, all samples used in the mechanical tests were
stress relieved after machining.
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The Rutherford backscattering results indicate that peak boron concentrations -
of 50-55 atomic percent were generated and that the intended flat and graded .
profiles had been achieved. The measured boron profiles differ from what was "
expected in two respects. The peak concentrations are higher and profile widths .~
are narrower than predicted by LSS. In performing the implants, the low energy
doses were introduced first in order to use whatever sputtering occurs to bring —
the shallow boron as close to the surface as possible. However, no attempt was
made, when applying the LSS calculations, to account for the affect of the presence
of the boron implanted at low energy on the range of that implanted at high erergy.
Thus, it is reasonable that the resulting profiles are both narrower and higher
than those predicted by an overly simplified application of the LSS range data.
The electron microscopy data provide conclusive evidence of second phase
formation. Electron diffraction results suggest that more than one beryllium -
boride phase may be present. Since there is precipitation, it follows that the
boron is mobile during implantation even though the temperature was intentionally
held at low values. Thus the boron mobility must be the result of irradiation en-
hanced diffusion. The following is a possible sequence of events which could
account for the presence of more than one boride phase. During the early stages
of implantation, the boron-poor phases form and grow. But as the boron
concentration increases, the boron-rich phases can begin to form. During the time
that the boron-rich phases are forming, the original borides are likely to be
dissolving; but if the dose rate is sufficiently high, the transformation to the
boron-rich phases may not be completed before the implantation is finished. Of
course, once the implantation process stops, the mobility of the boron reverts to
the low value consistent with the temperature of the specimens. As a result, the
non-equilibrium coexistence of different boride phases could occur.
Previous studies have shown that the hardness of boron implanted I-400 be-
rylljum is increased by ion implantation, but from the results of the present
investigation, it is clear that such measurements are not sufficiently sensitive
to allow one to predict the differences observed in the wear behavior of the flat
and graded boron distributions. The mechanical test results indicate that
significant improvements of the wear resistance of 1-400 beryllium have been
produced by boron implantation. In addition, the samples with the flat boron
distribution are able to withstand greater loads before the onset of catastrophic
wear than are the graded samples.
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The Effect of Carbon on the Friction and Wear
of Titanium—Implanted 52100 Steel

I.L. Singer
Chemistry Division
Naval Research Laboratory
Washington, D.C. 20375
and
R.A. Jeffries
Geo—Centers, Inc.
¥ 4710 Auth Place
Suitland, MD 20746
Abstract
Auger spectroscopy, EDX and optical microscopy have been used to analyze
friction and wear behavior of 52100 steel implanted with Ti to a fluence of

2 x 1017/

. Three implantation conditions were chosen to produce difterent
C concentration profiles at the surface: disk 1 - Ti' implanted at 190 keV
produced a partially carburized layer; disk 2 - Ti' at 190 keV followed by
c(2 x 1017/cm?) at 50 keV produced equal and overlapping Ti and C profiles;
disk 3 - Ti' implanted at 50 keV produced a mo:e fully carburized layer than
disk 1 but had less Ti and a smaller C/Ti ratio than disk 2. Disk 3 had the
best tribological surface; the friction coefficient was 1=0.3 and no wear was
detected. Disk 2 displayed stick slip with an average v=0.5 and showed mild
wear. Disk 1 showed high friction and severe wear. We conclude that the
improved tribological surface of Ti-implanted steel results from vacuum

carburization and not just the presence of excess C.
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Effects of Carbon on the Friction and Wear
of Titanium-Implanted Steel

Implantation of Ti at high fluences into Fe or steel creates a unique
surface alloy (Ref. 1,2) with remarkable friction and wear behavior
(Ref. 1,3-9). The alloy is a mixture of Fe~-Ti—C (Ref. 1,2) with a
microstructure shown to be amorphous (Ref. 2,3). Its friction coefticient in
dry sliding contact against steel is typically half that of steel against
steel (Ref. 1,3-5) and its wear resistance, both abrasive (Ref., 6,7) and
adhesive, (Ref. 1,3-5,8,9) is increased signiticantly.

Improved tribological (i.e. friction and wear) behavior of Ti-implanted
steel has been attributed to the Fe-Ti-C surface alloy, in particular to the
excessively high concentration of C near the surface (Ref. 1,3). This
unexpected constituent of the implanted surface enters the solid from the
vacuum chamber, by a process which can be described as implant-assisted vacuum
carburization (Ref. 3,10). During implantation, sputtering erodes the surface
and uncovers implanted Ti, which reacts with residual gases in the vacuum
chamber, producing surface carbide species. These carbon atoms then ditfuse
inwards producing a shallow carburized surface layer. It is not known,
however, whether it is the presence of C itself or the process by which C
enters the surface that is responsible for the formation of this remarkable
tribological surface.

This study investigates the the friction and wear behavior of Ti-
implanted steel in which the C concentration profiles were interntcionally

17 2 into three steel

altered. Ti was implanted to a fluence of 2 x 107" Ti +7cm
disks (AISI 52100-Fe/1.,5 Cr/4C in at.%). Disk 1 was implanted at an energy of
190 keV. Previous studies have shown that surfaces implanted to this fluence
at 190 keV were not fully carburized, which resulted in high friction and wear

(Ref, 3,9). Disk 2 was implanted with Ti under identical conditions of
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disk 1, and later implanted with C (2 x 1017C /cm2) at 50 keV, chosen to
produce similar implant profiles. Disk 3 was implanted with Ti to a fluence

17 Ti+/cm2, but at a lower energy of 50 keV. Implantation of Ti at

of 2 x 10
lower energies enhances the carburization rate by placing Ti closer to the
surface (Ref. 10), (i.e. the projected range decreases with energy). Results
presented for each disk were obtained fram two or more disks prepared on two i
separate occasions. .

Camposition vs. depth profiles of implanted disks were obtained by Auger
profiling and interferoametry; quantitative analyses of Auger data are based on
reference campounds (Ref. 1,3). Fig. 1 presents composition profiles of Ti
and excess C (the 4 at.% of C found in the bulk alloy has been subtracted
out.) Fig. la (disk 1) shows a Ti profile which peaks at about 60 nm and a
vacuum carburized layer about 50 nm deep. The non-Gaussian shape of the Ti
profile indicates that the surface was sputtered during implantation (Ref.
11). Fig. 1b (disk 2) shows a similar Ti profile with implanted C and Ti
overlapping one-to-one. (The concentration, of Ti in disk 2 is about 20% less
than in disk 1 because implanted C dilutes the Fe-Ti alloy). Fig. lc (disk 3)
shows a Ti profile peaked nearer the surface and a more fully carburized layer
than Fig. la.

Sputtering of the surface during implantation of 50 keV Ti ions not only

, enhances the carburization rate but also removes a greater percentage of

implanted Ti as well. Energy dispersive X-ray analysis (EDX) of Ti in the

three disks, presented in Table 1, confirms that a smaller percentage of Ti
was retained in disk 3 than in disks 2 and 1. Retained Ti doses were also

determined by graphical integration of Fig. 1 and agree to 15% with the EDX

values in Table 1. Doses of incorporated C were also obtained by
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graphical integration. The C to Ti dose ratios for the three disks are listed
in Table 1. It is clear fram Fig. 1 and Table 1 that although disk 3 was
more carburized than disk 1, it had less C, less Ti and a smaller C/Ti ratio
than disk 2.

The kinetic coefficients of friction (uk) of each of the surfaces were
measured during low speed (0.1 mm/sec), dry sliding conditions in air. The
geometry was a 1.27 cm diameter ball sliding against an implanted disk (both
AISI 52100 steel of hardness R, - 60) . Strain gauges monitored friction and
load (a constant 1 kg force, or 9.8N) for up to 20 passes, each 3 mm long,
over the same track. Results of Hg VS. number of passes are summarized in
Fig. 2. All three disks had low M values initially, although disks 1 and
2 displayed stick-slip, indicative of a somewhat higher adhesive contribution
to the friction values. Disk 1 showed an increase to u~ 0.8 before reaching
a steady state value g = 0.6, that of steel-on steel. In the process, the
partially carburized surface (50 nm thick) of disk 1 was sheared oft, and upon
reaching steady state, a considerable amount of debris covered the track
(Ref.9).

The friction coefticient of disk 2 rose only to Mg © 0.50 and then
leveled off. Stick-slip, however, continued in steady state. The wear track
was not so severely scarred as that of disk 1. However, some mild wear had
occurred as indicated by a track depth of ~ 20 nm measured by interferametry.
Wear was also confirmed by EDX: the Ti/Fe ratio, inside the wear track was
10% less than the ratio outside the track, the equivalent of removing ~ 20 rm
of the as-implanted surface (Fig. 1lb).

The friction coefficient of disk 3, the low energy implant, leveled out
at the low value of M * 0.3 and did not display stick-slip. This friction

behavior is identical to that found on the fully carburized layer formed by a
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fluence of 5 x 1017 Ti/em? at 190 keV (Ref. 1,3,9). The 15-pass track of disk
3 showed no scarring or wear.

Friction and wear data show that disk 3, the low energy implant, had a
tribological surface superior to that of the high energy dual implant, even
though the latter had more C, more Ti, and a higher C/Ti ratio. The excess
carbon in disk 3, however, resulted fram vacuum carburization, which, as we
suggested earlier (ref. 3) is responsible for the formation of a superior
tribological surface. To date, the only explanation we can give for this
effect is that the vacuum carburized Fe-Ti-C layer is amorphous. Miyoshi and
Buckley recently investigated the friction behavior of Fe-based metallic
glasses and found that amorphous foils had lower friction and greater wear
resistance than recrystallized foils (Ref. 12).

Implantation of C (disk 2) did improve the tribological behavior of the
Ti~implanted steel (disk 1). This improvement clearly indicates a synergistic
eftect of the dual implants since our experiments indicate that C alone
(2 or 4 x 1017/cm2 at 50 keV) provides no substantial reduction in friction or
wear. Implanted C in disk 2 probably increased the shear strength of the
partially carburized layer, which without the extra C (e.g. in disk 1),
sheared off after 8-10 passes. Stick-slip behavior of disk 2 is consistent
with the enhanced adhesion (high friction) contact observed on Ti-alloyed Fe
surfaces (Ref. 9). Adhesive contact was probably broken by shearing at the
metal/oxide interface, producing the observed mild wear. The high
concentration of C atams at the dual-implant surface (~20 at %) may have
pramoted shear. Nevertheless, it is clear that implanted C in a Ti-implanted
surface produced a surface that was tribologically inferior to a vacuum
carburized surface, even though the C-implanted surface had more Ti and a

larger C/Ti ratio.
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implantation in the dual implant case: i.e. by implanting C-then-Ti. The

friction and wear behavior was identical to disk 2 except that the friction
coefficient for the C-then-Ti case was ~10% lower (stick-slip still

occurred). We attribute this lower friction to the fact that the C~then-Ti
implant had a slightly higher surface concentration of carbon than the Ti-then-
C implant., Finally, we have also investigated dual implants of Ti' and B*

(2 and 3 x 1017 B"'/c:m2 at 50 keV). Friction was higher and wear more severe

than for dual implants of Ti and C.
In summary, we have demonstrated that it is the vacuum carburized layer
and not just the presence of carbon which creates the superior tribological

surface of the Ti-implanted steel. The dose required to produce a fully

carburized layer decreases as the energy of the implanted Ti decreases. This

result is of great practical importance for the ion implantation processing of

materials: lower fluences reduce production time and lower energies cut down

beam heating problems. It also suggests that if sequential implants are to be
performed at several energies (Ref. 4), e.d. to produce more unitorm
composition vs. depth profile, that the lowest energy implant should be done
first. Also, for dual implants C should be implanted before Ti. Carbon

st
PR
T

.
(3

implanted into Ti-implanted bearing steel had a secondary eftect of reducing

v e
s
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friction slightly, but may prove valuable in softer steels where friction

P

reduction and solid solution strengthening might combine to improve

tribological behavior.
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Table 1
“ Retained Ti dose and C/Ti ratio for disks 1, 2 and 3
< Retained Ti (# x 10%8/am®2 13 13 9

Mt e

- C/Ti ratio 0.050 1.0 0.23

a. By EDX, calibrated against a Ti-implanted steel (5 x 1026Ti/cm? at 190
keV) for which the retention was observed to be almost 100%.
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FRICTION COEFFICIENTS OF
52100 STEEL AGAINST
Ti AND Ti+C IMPLANTED 52100 STEEL
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Figure 1. Auger composition vs. depth profiles of Ti and excess C (i.e. above
bulk 4 at.®) in 52100 steel implanted to a fluence of 2 x 10 Jom with

(a) disk 1 - Tit(190 kew)y (b) disk 2 - Ti*(190 keV) + CT(50 kev))

(c) disk 3 - Ti' (50 kev).
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CONCENTRATION PROFILES OF
STEEL IMPLANTED TO 2 x 10'7/cm?

geametry.

Tit (190 keV) Tit (190 keV) Tit (50 keV)
2 + C* (50 keV) o
] T T (al T | T :
30| (a) B (b) (cj 30
2
-
S
2 _ - _
3 20 20
=
<
E Ti
W 10 110
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O \C
\
olosl 1| L1 D 0
0O 50 100 150 200 0 50 100 150 200 0 50 100
DEPTH (nm)

Figure 2. Coefficients of kinetic friction, e VSe number of passes over
same track for: O disk 1, o disk 2, A disk 3. Bar through data point

indicates magnitude of stick slip. Inset. Schematic of sliding contact
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Section II.D

A TECHNIQUE FOR STUDYING THE EFFECT OF ION IMPLANTATION ON
' DISLOCATION STRUCTURES DEVELOPED DURING THE FATIGUE OF NICKEL

R. G. Vardiman

Physical Metallurgy Branch
Material Science and Technology Division
Naval Research Laboratory

This work was supported by the Office of Naval Research.
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'% A TECHNIQUE FOR STUDYING THE EFFECT OF ION IMPLANTATION ON "
&f DISLOCATION STRUCTURES DEVELOPED DURING THE FATIGUE OF NICKEL <
=

4

R. G. Vardiman

Introduction -

Several recent studies (1-3) have shown that ion -
implantation can produce substantial increases in the fatigue
life of a variety of metals and alloys. In some cases this
improvement was attributed to a greater homogeneity of slip near
the surface, reducing the size of surface slip steps which could
develop into cracks. This mechanism was supported by surface

, examination in the SEM, but no direct observations of near
" surface dislocation configurations were made. For Ti-6A1-4V (1)
", the fatigue cracks were found to originate below the surface,
well beneath the implanted layer. In this case the possibility
has been raised (4) that the hard implanted 1layer actually
increases the stress level required to produce a given amount of
slip. The uncertainty in the actual microscopic mechanism for
fatigue life improvement suggested the desirability of a study of
near surface dislocation structure in fatigue specimens.

Transmission electron microscopy (TEM) is the best technique
for dislocation structure studies. Ideally for near surface
observations sections perpendicular to the surface should be
taken. However, no techniques are available for producing thin ]

N area in the region of interest directly from such a transverse
o section. By plating the surface with a thick layer of the same
) or similar metal, it might be possible to make a TEM sample which
had an area at the original surface thin enough for observation. ]

In order to facilitate development of a suitable technique,
it was decided to do tension-tension fatigue on nickel wires.
The usual preparation for plating which involves surface removal
could not be used in this case, but it was hoped that plating the
wires with nickel would give sufficient adhesion to allow surface
preservation on thinning. A satisfactory technique has in fact
been developed and will be described here. The initial results
D on pure nickel show only a small effect of implantation which can
- be understood in terms of the nature of the dislocation structure
observed by TEM. Further work on a nickel alloy is currently in
progress. The same experimental technique reported in this paper .
will be used in the alloy study.

Experimental Technique

Forty mil diameter nickel 200 (99.5% Ni) wire in the cold
worked condition was obtained from a supplier. Sections were
straightened by pulling in a tensile machine, then given a two




| TSR

N stage electropolish. First, a gauge length was prepared by
ﬁl masking all but a half inch length, and polishing in a solution
of 60% H3PO0, - 40% H,SO0, at 8V to reduce the diameter to 32 mils.
The principal objec here is the even removal of material along
che entire gauge length. The masking was then removed and a 2.5
inch length with the gauge section centered was polished in a
solution of 37% H3P04, 56% glycerol, 7% Ho,0 at 35 V to remove an
additional 1 to 2 mils. This left the en%1re length clean, with
an excellent polish on the gauge section. The wires were then
annealed 1/2 hour at 800°C in vacuum to produce a recrystallized
grain structure of roughly 701 in size.
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Ion implantation was performed on the NRL high curreT;
imp]anteE. Carbon ions were implanted to a dose of 2x10
atoms/cm at a voltage of 125 keV. This produces a peak
concentration of 17 atom pct. C at a depth of 150 nm. No
precipitates are expected as nickel does not form carbides.

)

For the fatigue test, the ends of the wire are soldered into
holes slightly larger than the wire diameter drilled into 0.25 :
in. diameter copper cylinders. These could then be slipped into
specially designed holders attached to the test machine so that
no undesired stresses were placed on the wires before testing.
The test machine was hydraulically contro]]ed w1th maximum loads
constant to better than +1%. The R value /Smin)was +0.1,
the frequency 20 Hz. After testing, both the ¥racture surface -
and wire sides were examined in the SEM.
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Specimens were prepared for plating by careful cleaning,
then by being the anode (polishing) in a nickel chloride acid
bath for a few seconds to remove the surface oxide Tayer.
Current was immediately reversed in this bath for several minutes
plating, then the specimen was moved directly to a nickel
sulfamate bath to finish plating. The sulfamate solution
produces a good plate at high current, and one which has a
relatively low internal stress. Platings were made not only on =
representative fatigue specimens, but also on samples as —
annealed, as implanted, and tensile tested to typical fatigue o4
stress levels.

L Lo,
Aatalsl s o anl 4 oa

] 15 mil slices of the plated specimens were cut on a thia
slicing machine and mechanically polished to 4 mils. Thinning
for TEM was done both electrolytically and in the ion mill. The

. former was found most satisfactory, as contrast effects from the
surface damage produced in milling tended to obscure the
underlying dislocation structure.

PREFREFD U R P

Results

R (I

Nickel 1s re]atively soft; the yield strength of the wire
used here is éhan 10 ksi. To obtain fatigue lifetimes in
the range of 10 cycles it is necessary to use stresses near
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50 ksi (see Fig. 4). Consequently the specimen is markedly
strained in the initial fatigue cycle. SEM examination shows
slip markings on the surface and irregular movement between the
grains (Fig. 1, left). In the TEM, a cellular dislocation
structure is present after this initial cycle (Fig. 2). The
density and cellular structure near the surface seem reduced
(Fig. 3). Differences in either surface markings or dislocation
structure are difficult to discern after fatiguing to fracture.
Secondary cracks near the fracture surface seem to have some
preference for grain boundaries (Fig. 1, right). Ion implanted
specimens give essentially the same results, and fatigue
1ifetim§s are only slightly greater than when wunimplanted
(Fig. 4).

Discussion

The extensive plastic deformation during the initial cycle
probably severely disrupts the implanted layer, greatly reducing
the influence of the implantation on the fatigue 1life. The
cellular dislocation structure prevents the formation of
persistent slip bands (PSB's) which could lead to surface cracks.
Because of the relative movement of the grains, cracks are more
easily developed in the grain boundaries, again minimizing the
influence of implantation.

For these reasons the effect of ion implantation on fatigue
should be much stronger for an alloy where solid solution
strengthening greatly increases the yield strength. The fatigue
endurance limit should then be below the yield point, PSB's will
develop, and the effect of implantation on the slip mode and
density should be more evi -.t.

The technique described here seems satisfactory, so we nave
chosen a nickel-20 pct. chromium alloy for further study.
Chromium is fully soluble to this amount, so the polishing and
plating methods should carry over. It is hoped that work on this
alloy will reveal some information on the mechanisms of
implantation increased fatigue life.
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Figure 1

SEM micrographs of nickel wire: left, strained in tension to

50 ksi;

right, fatigued 4x10° c:cles at 50 ksi.
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Figure 2

TEM micrograph of nickel wire strained in tension to 50 ksi
(dark field).
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Figure 3

TEM micrograph of nickel wire fatigued 4x10° cycles at 50
ksi (dark field).
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Figure 4

Cycles to failure vs maximum stress, Ni 200 wire, R = 0.1.
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Section III.A
ION IMPLANTATION EFFECTS ON THE THERMAL OXIDATION OF METALS
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TON IMPLANTATION EFFECTS ON THE THERMAL OXIDATION OF METALS®

K. 8. Grabowski
Naval Research Laboratory
Washington, DC 20375

L. E. Rehn
Materials Science Division
Argonne National Laboratory

Argonne, Illinois 60439

- In the past decade, ion implantatinn has been shown to reduce oxide
s thicknesses up to tenfold in survey experiments on Ti, Zr, Ni, Cu, and Cr,
and to enhance the long-term oxidation resistance of some high-temperature

alloys. This review summarizes the major results of previous work.

Ny Important concepts are illustrated using recent experimental results
;Q obtained from a He-implanted Ni-! at.% Pt alloy. Collectively, the results
X indicate that ion implantation has considerable potential for reducing
o) oxidation, and as a research tool to investigate the mechanisms of thermal
- oxidation in metals. However, more thorough work needs to be done before

the influences of ion implantation on the oxidation of metals can be
understood.

®Portions of this work supported by the U.S. Department of Energy
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Introduction

The effort invested during the last decade to determine the effects
of ion 1implantation on the thermal oxidation of metals has been
comprehensively reviewed from a chronological (1) and a mechanistic (2)
viewpoint by Dearnaley, and more recently by Bennett (3). Research in this
area was initially motivated by observations that ion implantation reduced
the room-temperature tarnishing of some metals. A number of survey
oxperiments on Ti, Zr, Ni, Cu, and Cr have shown that oxide thizknesses can
be reduced by as much as a factor of ten by ion implantation. Implantation
work on high-temperature alloys was initiated because alloying additions of
Y, Ce, and Al are known to improve their oxidation resistance. By using
ion implantation to allov only a thin surface layer, it was anticipated
that oxidation resistance 2sould be maintained using less of these
additions, and without sacrificing desirable mechanical properties. Some
success in this area, as well as a better understanding of how Y and Ce
improve oxidation resistance, have been obtained (1-3).

The results suggest that lion implantation can be used to control the
thermal oxidation of metals. They also show that implantation is a useful
research tool for investigating the complex mechanisms of thermal
oxidation. Measurements of the redistribution of implanted elements, and
of their influence on oxidation kinetics and on oxide microstructure should
help provide a better understanding of oxidation mechanisms (e.g., Berti et
al.'s work on Zr (4,5) and a number of efforts on Fe, Ni, and their alloys,
described in a recent conference session on high-temperature oxidation
(6)), but to date the potential of this research tool has been under-
utilized.

This review summarizes the present understanding of the thermal-
oxidation mechanisms of metals, and the major results of earlier ion-
implantation work. Important concepts are jllustrated using recent
experimental results obtained from a He-implanted, Ni-1 at.$ Pt alloy.
More detailed reviews of the thermal oxidation of metals may be found in
the literature (1,7-9).

Thermal Oxidation of Metals

Studies of metal oxidation frequently involve the rate of oxidation,
since on thermodynamic grounds it 1is inevitable that most metals will

oxidize. Interest in oxidation kinetics is especially pronounced at
elevated temperatures, where the thermal-oxidation rate is often
sufficiently fast to have significant engineering consequences. At

present, the oxidation kinetics of very thin oxide filams (2 10 nm) are not
vell understood, partly because complicated space-charge effects often
control the growth process. The isothermal oxidation of thicker' films, on
the other hand, is frequently described by the classical expression first
derived by Wagner (10):

; x2 z Kkt + x2 1)

where x 18 the oxide thickness, t is the oxidation time and k is the
parabolic-oxidation rate constant. Parabolic oxidation occurs when oxide
growth is controlled by the diffusion of anions (0~) and/or cations (M+)

tnrough a contiguous, thickening oxide film.

Significant departures from Equation 1 are observed if the protective
oxide film is ruptured. Stresses generated in the oxide layer during its
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growth may rupture the oxide and greatly enhance the oxidation rate. .

Stresses can be generated in a number of ways. Oxides which grow -~
predominantly via anion diffusion (e.g., Ti0,, Zr0p, and A1203), form new T
oxide at the wmetal/oxide interface which is constrained by the surrounding -

material. If the atomic volume of the oxide is larger than that of the
metal, as is usually the case, large compressive stresses can be produced
in the oxide film. Conversely, cation-diffusing oxides (e.g., NiO, Cu50,
and Crzo ) form new oxide at the unconstrained, gas/oxide interface. wad
Nevertheléss, stresses have been observed in the cation-diffusing oxides as 4
Stringer (11) has indicated in his review on thc subject. The mechanisms M 1
frequently proposed to explain the stresses include (1) a lattice-parameter .
mismatch between a coherent oxide layer and the underlying metal substrate,

(i1) oxygen or lattice-defect dissolution into the underlying metal, or

(111) fresh oxide formation along pores, cracks, or grain boundaries within

the oxide layer. Stresses are also generated in both anion- and cation- .
diffusing oxides following a temperature change, due to the difference in

the thermal expansion of the metal substrate and its attached oxide film.

Additional departures from parabolic oxidation are caused by more
subtle transformations in the oxide microstructure, which alter the rate-
controlling diffusion wmechanism. The formation of a protective alumina
(uzo ) or chromia (CPZO ) layer on high-temperature alloys is one example
of thls effect. Another is the apparent gradual decrease in the density of
short-circuit diffusion paths during the oxidation of Zr (12), and of Ni
and Cu (13). '

Even when parabolic-oxidation occurs, the oxide growth process may be
complex. For many metals, the rate constant, k (Equation 1), depends on a
variety of experimental parameters such as metal purity, sample heat
treatment, and surface-polishing procedure. In addition, k does not
exhibit a simple temperature dependence. In a wmanner analogous to
diffusion in many metal oxides (14,15), there is a high-temperature
oxidation regime where the growth rate is controlled by bulk diffusion, and
a low-~temperature regime where extrinsic defects and short-circuit pathways
in the oxide enhance diffusion and consequently the oxide growth rate. As
an example, the high and low-temperature regimes of Ni oxidation are
illustrated in Figure 1. Above 900°C the activation energy for k equals
that for Ni diffusion in bulk NiO. But, below 900G°C the apparent
activation energy is about S0% less than for Ni diffusion in bulk NiO.
Smeltzer and Young (7) have argued that this apparent decrease in the
activation energy is a common phenomenon (see Table I as taken from their
review), and is caused by an increasing density of short-circuit diffusion
pathways (grain boundaries and/or dislocations) with decreasing oxidation
temperature. Figure 1 also shows that k depends strongly on the
crystallographic orientation of the Ni substrate, being ten times larger on
(100) surfaces than on (111) surfaces. A number of authors (13,16,17) have
proposed that this anisotropy is caused by epitaxial relationships between
the oxide and metal. For some metal orientations, pseudo single-crystal
oxide films form, but for others two or more orientations of oxide
crystallites are produced. As the number of oxide orientations increases,
the incidence of incoherent or large~angle boundaries increases, and the
density of short-circuit diffusion pathways in the oxide and the oxidation
rate also increase. The metal orientation dependence can cause a threefold N
variation in the oxide thickness on a polycrystalline sample.
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Figure 1. Parabolic-oxidation rate constant, k, for Ni as a
function of temperature, as measured by various investigators.
Low-temperature results for Ni single crystals are shown. (From
Smeltzer and Young (7)).

Table 1. Activation Energies for Parabolic-Oxidation
Rate Constant and for Lattice Diffusion in Oxides

Temperature Range Oxidation Diffusion
Metal Oxide (°c) E, (kj/mol)  E4 (ki/mol)  E/E4
Cr Cr 04 700-1100 157 33 0.87
N1 Ni 400-800 159 254 0.63
Cu Cu,0 300-550 8y 151 0.56
Zn Zni 440-700 104 305 0.34
T4 Ti0, 350-700 123 251 0.4g
r 2ro, 400-860 134 234 0.57

From this brief summary, it 1is evident that ion implantation may

¢ reduce the oxidation rate by: (i) influencing the distribution of space
charge within a thin oxide layer, (ii) producing a crystallographic phase

having slower ionic-diffusion rates, (i1i) reducing the density of short-
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eircuit diffusion pathways in the oxide, or (iv) preventing rupture of the o }
oxide; for example by reducing or relieving the oxidation induced stresses, -_..3
or by improving the mechanical strength of the oxide. Evidence for a 4
aumber of these mechanisms has been obtained. Theses changes may be caused

by the cheamical influence of the implanted element (a chemical effect), or .
by the physical effects of the ion-implantation process. In this paper we
consider the physical effects to include: (1) lattice damage, (2) surface T
contaminant removal and/or intermixing with the substrate, and (3) surface -

morphological changes induced by sputtering.

e PRI SRSy b aeab i R

Ion-Taplantation Effects on Thermal Oxidation -

The ion implantations performed in the thermal-oxidation studies of
pure elements and alloys have generally utilized the following conditions.
The selected ions were implanted at ambient temperiture (although some beam
heating may h.“e occurred)” atzpressurea below 107° Pa, to 1ion doses
3 between 5 x 10" and 1 x 10°' cm™, and at energies near 100 keV. The peak
concentrations of implanted elements and of induced lattice defects, of
course, depend strongly on the particular implantation parameters. High-
dose implantations of heavy ions produce near-saturation concentrations of
the implanted atoms in the target. The saturation concentration depends
upon the number of target atoms sputtered per fon incident on the target.
In general, concentrations of 10 to SO at.$ were produced between the
surface and the mean ion range in the target (typically 2 130 nm). A large
amount of lattice damage (many tens of dpa) was also produced. Light-ion
implantations, which cause less sputtering, produce near-gaussian
distributions of the implanted atoms in the target, centered about the mean
ion range. Peak concentrations of 1) at.f were produced at v 0,25~
s 1.0 ua beneath the surface in these cases. Intermediate-mass implantations
and low-dose heavy-ion implantations produced intermediate distributions of
the 1implanted ions. Of course, these distributions may have been
substantially altered during thermal oxidaticn.

Pure Elements

The goal of the experiments on Ti, 2Zr, Ni, Cu, and Cr was to quantify

N the effects of ion implantation and to correlate these effects with certain
: properties of the implanted elements. After ion implantation and
A oxidation, the ratio (R) of the amount of oxygen on an ion-implanted region
, to that on an unimplanted region was measured typically using ion-beam
analysis techniques. Because these techniques are limited to oxides

thinner than v 2 um, oxidation temperatures generally could not exceed

800°C. The effects of ion implantation on the kinetics of oxidation were

only studied in detail by Bentini et al. (18) for Zr. They observed nearly

parabolic kinetics for a number of oxidation temperatures, enabling some

extrapclation of their results to other oxidation conditions. The
¢ remaining surveys typically investigated oxidation at only one temperature
3 and time.

Figure 2 identifies all the jons implanted into Ti, 2r, Ni, Cu, and
Cr in the experiments whose results were published by October 1981, The
influence of implantad ions on the oxidation rate of Ti and Zr {s shown,
but is qualified as potential because only limited experimental results are
available. An ambivalent indication means that the result apparently
depended upon the concentration of the implanted element. The influence of
implanted ions on the oxidation rate of Ni, Cu, and Cr is not shown because
: the experimental results were extremely sensitive to the physical effects

106

e R et a T e . L . .
SR UL el W N PRI I, VT i TP Voo T T e . U WPty




i o
of ion implantation. Each element surveyed will now be discussed :irn :
detail. ‘o
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Figure 2. Tons implanted in survey experiments on (c¢) Ni, (d)
Cu, and (e) Cr.




Titanium

Oxide thicknesses on Ti were reduced by as much as 40% by ion
implantation. Surprisingly, even small quantities of the implanted element
were effective. The reductions were somewhat correlated with ions having
(i) a large ionic radius, (ii) a large enthalpy of oxide formation, and
(iii) a limited solubility in Ti.

Dearnaley and coworkers (13-21) measured R values from 0.6 to 2.0 in
Ti foils 3-50 ym thick; the most significant reductions were produced by
Ba, Rb, and Cs implantations. The largest enhancements were produced by
Ru, Ni, and Bi implantations. Because Ar and Ti implantations were observed
to slightly increase R, all the implanted Ti foils were annealed at 850°C
prior to oxidation to minimize the physical effects of ion implantation.
The samples were subsequently oxidized in oxygen at 600°C for A 1 a,
producing oxide films ~ 120-200 nm thick.

PP Y | T U IRV BN R

In many foils a small amount of the implanted element was found on
the opposite side of the foil after preoxidation annealing. Presumably,
the element diffused rapidly through the foll along grain boundaries and
dislocations. Consequently, similar oxidation results were usually
observed on both faces of a foil, despite the much smaller average
concentration on the unimplanted side. However, disparate results were
obtained for the opposite faces of foils implanted with Ce, Au, and Lu
ions.

Attempts to correlate the measured R values for Ti with properties of
the implanted elements have met with limited success. The largest
reductions were generally found for implanted elements with both a large
ionic radius and a large enthalpy of oxide formation. Both Dearnaley (1,2)
and Bennett (3) have argued that inhibiting elements may segregate to
short-circuit diffusion pathways in the oxide due to their large size, trap
fast diffusing oxygen, and thus inhibit oxidation. More recently, Galerie
(22) has observed that insolubility of an implanted element in Ti, combined
with its ability to form ternary oxides with Ti, correlate well with its
ability to inhibit the thermal oxidation of Ti.

Clearly, additional investigations of Ti oxidation are needed.
Measurements of segregaticn to grain boundaries in Tioz and its effect on
oxygen diffusion, and measurements of the Ti oxidation rate at temperatures
near the solvus for implanted elements would be particularly helpful.

Zirconium

Extensive experiments on Zr were undertaken to substantiate the
results obtained from the closely related metal, Ti. However, while
comparable reductions in oxide thicknesses were produced by ion
implantation, a substantially different correlation between the results and
the size of the implanted ion was observed. This disparity suggests that
different mechanisms are responsible for the reduci‘ons of Zr and Ti
oxjdation. For 2r oxidation, the influence of implanted ions on oxide
plasticity is believed to dbe important.

Dearnaley et al. (20) and Bentini et al., (18) measured R values from
0.7 to 6.0 in their extensive experiments; the best inhibitors were Co, Cu,
Mo, Ni, and Sn. The greatest enhancements were produced by high-dose
implantations (5 x 1016 cirz) of Cs and Eu. 2r specimens were implanted to
ion doses between 5 x 10'Y ana 5 x 10! cm~2 and oxidized between 389 and

. 550°C for up to 10 h in oxygen. Oxides up to 2-Vm thick were produced, and
30
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a negligible influence from the physical effects of implantation were
reported. Bentini et al. (18) observed nearly parabolic kinetics for
unimplanted and for Ni-, Cu-, and Ca-implanted specimens.

The dose dependence of R was also measured for 13 different ifons (Al,
Ca, Co, Cr, Cu, Bu, Fe, Mo, Nb, Ni, Sb, Sn, and V). Usually the influence
of implantation increased monotonically with dose. However, s lons (Cr,
Fe, Nb, Sb, and V) inhibited oxidation for doses below 1 x 10 ca™<, but
enhanced oxidation for higher doses. Precipitation of the implanted
element at the higher doses may be responsible for this dose dependence.

An intriguing eorrelat*gn wag observed between the R value for low-
dose implantations (3-5 x 10'? cm™¢) and the ionic radius of the implanted
elemegt, as is shown in Figure 3. For an ionic radius between 80 and 100%
of Zr'*, oxidation was inhibited by all the ions except Ti. Berti et al.
(4,5) compared the oxides formed on Ti- and Ni-implanted Zr and observed
marked differences in the lateral and depth distributions of O, Ti, and Ni.
Whereas implanted Ni migrated to the oxide/metal interface during
oxidation, implanted Ti wigrated to the surface and became evenly
distributed in the oxide. They also observed that Ni implantation
prevented the preferential oxidation of 2Zr grain boundaries, but Ti
implantation did not. Berti et al. (5) argued that correctly sized
implanted ions may need to migrate to the metal/oxide interface to reduce
Zr oxidation.

T T T T T
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Figure 3. Ratio of oxygen uptake on low-dose implanted regions
of Zr to that on unimplanted regions. Solid symbols show the
beneficial, effect of most ions with an ionic radius of 80-100%
that of Zr%*. (From Bentini et al. (13)).
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Although its meaning is uncertain, this correlation with the {onic
radius is conasistent with results obtained from alloys prepared by
conventional techniques. Dearnaley et al. (20) and Bentini et al. (13)
both argued that appropriately undersiz = ~ations in 2r0, may increase the
oxide plasticity, thus relieving oxidation induced stresses. The reduced
stresses may either prevent oxide rupture or alter the oxide
microstructure, thereby reducing the rate of oxidation. Measurements of
the influence of implantation on oxidation-induced stress, and of the
influence of applied stress or the oxidation of implanted 2Zr (e.g., as
Bennett and coworkers (3) performed on a Ce-implanted steel) need to be
performed.

Nickel

Jon implantation ¢’ Ni produced results quite different from those
obtained from implanted Ti and Zr. The physical effects of 1ion
implantation (i.e., lattice damage, or changes in the contamination or
worphology of the surface) strongly influenced Ni oxidation, reducing oxide
thicknesses by a factor of 5 at " 600°C. The physical effects were
similarly important in long term oxidations at 1100°C. Chemical effects of
implanted elements also influenced Ni oxidation, both at A~ 600 and
1100°C, but the data were insufficient to establish any meaningful
correlations between the results and properties of the implanted elements.
Precépitnte formation and oxide doping led to reduced oxidation rates at
1100%c.

The survey experiment by Goode (23) also indicates that physical
effects of implantation can strongly influence Ni oxidation. Regardless of
the ion implanted (see Figure 2c), he measured an R value of V0.2 when the
spiginens were subsequently oxidized at 630°C. 1In all cases, a dose of 2 x
10 "~

cm was used and oxides approximately 500-nm thick were produced
during the 15-min exposure to oxygen.

To investigate the physical effects, 1 h annealing treatments were
performed on Ni-implanted specimens prior to their oxidation. The results
are shown in Figure 4., A maximum R value of 1.8 was obtained following
preoxidation annealing at 370°C. Annealing in excess of B0OO®C was required
to completely remove the effect of self-ion implantation. Perhaps the
onset of vacancy migration, or the dissolution of defect clusters in Ni
causes the observed temperature response of R. Further evidence for a
physical effect was found by annealing inert-gas implanted specimens at
370°% prior to oxidation. R increased with the ion mass, in accordance
with the expected increase in the energy deposited into atomic collisions.

Chemical effects of the implanted ions were also observed. For Ca,
Bi, and Ce implantations, R values of 0.4 were obtained after preoxidation
annealing at both 370 and 510°C. As these were the three largest implanted
ions, there is a suggestion that large implanted ions inhibit the oxidation
of Ni.

Recent experiments by Peide et al. (24) and by Stott et al. (25) on
the oxidation of ion-implanted Ni at 1100°C indicate that both chemical and
physical effects are also important during high-temperature Ni oxidation.
For oxidation times up to ~ 1h, a strong chemical influence of implanted
Cr or L{ was observed. Initially, both elements formed ternary oxides with
Ni which reduced the oxidation rate. Gradually, the Cr and Li dissolved
into the surrounding NiO, thus altering the bulk diffusion of Ni* and
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consequently the oxidation rate. After " 5h of oxidation the dopants
became sufficiently dilute in NiQ, that wmicrostructural changes induced in
the oxide by the implantations dominated the oxidation rate. All the
implanted ions (Li, C, Ar, Ni, and Cr) enhanced the oxidation rate of Ni to
some extent for these times. This was attributed either to rapid diffusion
of Ni through a higher density of oxide grain boundaries, or to Q, migration
through pores which were sometimes observed in the oxide,

24} ' ' ) ! ' ' ' -
L Ni -
20} e30°c. 0, —

R
i | i | 1 | 1 |
0 200 400 600 800
ANNEALING TEMPERATURE ( C)
Figure 4., Oxygen-uptake ratio on self-ion imglanted Ni, annealed
at various temperatures prior to oxidation at 630°C. (From Goode
(23)).
Copper

Several groups have investigated the effects of ion implantation on
Cu oxidation, and have found up to fivefold reductions in oxide
thicknesses. In general, small ions produced the greatest reductions while
large ions enhanced the oxide thickness. The results were strongly
sensitive to the physical effects of ion implantation and to the precise
experimental procedures. Some of the results could be explained by the
formation of an electrical-barrier layer in the oxide of ion-implanted
specimens.

The earliest study, by Rickards (26), involved the effect of Al and
Cu implantations on the oxidation of <110> single-crystal Cu at 320°C. Cu
implantation produced an R value of * 3, indicating a strong i{nfluence
from the physical effects of implantation. Conversely, depending on the
implantation energy and dose, R values of 0.2-0.7 were measured following
Al implantation. The chemical influence of Al dominated the physical
effects of 1implantation during the oxidation of Al-implanted Cu. Nn
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unimplanted Cu, an oxide about 300-nm thick formed following the 20-min
exposure to oxygen.

Svendsen (27) investigated the effect of Al and Cr implantations on
Cu oxidation at temperatures of 200-800°C. He found that Al =educed the Cu
oxidation rate for temperatures up to 600°C. Similar studies of Cr-
implanted Cu indicated that Cr was not as effective an inhibitor as Al.

In another study, Naguib et al. (28) implanted elemen g (8, C, N, 3?9
Ne) _having a low solubility in Cu to doses between V' x ¥0 7 and 1 x 10
cme™“. R was found to depend significantly on the duration of oxidation for
B and C implantations, and on the implanted dose for B and N. The
dependence of R on both the implantation dose and the oxidation time
reflects the complexity ci the oxidation process, and indicates why the
effects of ion implantation on thermal oxidation remain poorly understood.
Samples were oxidized in oxyzen at 200°C to produce an oxide on unimplanted
Cu about 100-nm thick.

More extensive survey experiments by Dearnaley et al. (29) and by
Morris et al. (30), covering the balance of the elements in Figure 2d, were
helpful in understanding the effects of ion implantation on Cu oxidation.
R values between about 0.2 and 1.6 were obtained, with the largest value
produced by Xe and Cs implantations, and the smallest by C and Ti
implantations. Both groups reported a tendency for the oxidation rate to
imigease with increasing ion size. Following an implantation dose of 2 x
10 em™ for all the ions, the samples were oxidized at 200°C for 1 a in
oxygen. An oxide layer about 100-nm thick war produced on unimplanted Cu.

In the earlier survey of Dearnalev et al. (29), the influence of the
physical effects of implantation were assessed by preoxidation annealing
treatments of self-ion implanted specimens. Results cowparable to those
observed in Ni were obtained, but with a slight shift of the R-versus-T
curve to lower temperatures. R for Cu went from about 1.2 to 0.4 to 1.0 as
the annealing temperature was increased from 20 to 200 to 550°C,
respectively. Again, physical effects of implantation significantly
influenced metal oxidation.

The sensitivity of R to the precise experimental conditions was also
demonstrated in the surveys by Dearnaley et al. and Morris et al. Their
observed inhibition of oxidation by C ions is not consistent with the
results previously obtained by Naguib et al. (28). Dearnaley, Morris, and
coworkers (29,30) have argued that this discrepancy may be explained by
differences in the sample polishing procedures. The purity of the
oxidizing gas was also important, as the R value measured for Ti-implanted
Cu was strongly dependent on the moisture content of the gas. In dry
oxygen R was about 0.15, but in wet oxygen R jumped to about 1.5-2.0.

Another result of Morris et al.'s (30) survey was obtained from
measurements of the electrical conductivity of the oxide layer on ion-
implanted and oxidized Cu. Copper oxide normally converts irreversibly to
a high~conductivity state when a sufficiently-high switching voltage
(dependent on the oxide thickness) is applied. On all the implanted Cu
specimens with R < 1, an additional 1.7 V was necessary to produce this
high-conductivity state. Apparently, some of the implanted ions (Ti, C,
Li, W, Bi, Ni, and Eu) were able to create an electrical-barrier layer in
the oxide.

To explain the barrier layer, Morris et al. proposed that these ions
produced a pn junction in the normally semiconducting Cuzo. The junction
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limits «lectron-hole diffusion and, consequently, the oxidation rate.
Current versus low-voltage measurements performed on the oxidized samples
support this interpretation. All the samples with R < 1 produced an
asymmetrical current-versus-voltage curve (shown in Figure 5b), which is
typical of a pn junction. All the R > 1 samples ylelded a symmetrical
curve (shown in Figure 5a), which 1is typical of a homogeneous
semiconductor. While the electrical-property measurements suggest a
mechaniss by which ion implantation reduces the oxidation of Cu, they do
not explain why in the other cases, the oxidation rate s enhanced.
Apparently, multiple mechanisams influence the oxidation of ton-implanted

Cu.
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Figure 5. Current-versus-voltage curves measured on oxidized
specimens of (a) unimplanted Cu and (b) Li-implanted Cu. (From
Morris et al. (30)).
Chromium

Approximately 40% of the elements in the periodic table were
implanted in the two survey experiments on Cr oxidation (see Figure 2e).
Nearly all of these elements reduced oxide thicknesses up to a maximum
reduction of 90%. However, no consistent correlation between properties of
the implanted element and the oxidation results was observed. Physical
effects of implantation strongly influenced Cr oxidation, and were well
studied for this element. Their influence was complex, as indicated by a
dependence of R on self-ion implantation energy and dose, and was
persistant, as revealed by post-implantation annealing treatments.
Segregation of implanted elements to the wmetal/oxide interface, and
formation of precipitates in the oxide may have caused the reductions in
oxide thickness.

In the survey by Muhl et al. 831), 13 different ions were implanted
at two doses: 2 x 10 and 2 x 10 ca=2. They observed R values between
0.4 and 1.4, Usually, the deviation of R from 1.0 was larger at the higher
implantation dose, but for Xe, Mn, and Mg implantations, the deviations
were smaller at the higher dose. Because Muhl et al. believed that
radiation damage significantly influenced the oxidation rate, all the
samples had been annealed at 800°C for 30 min prior to their oxidation.
Subsequent exposure to oxygen at 750°C for 20 min produced oxides about
250-nm thick.
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Collins et al. (32) also found important physical effects of _}

implantation in their investigation. They implanted specimens with Cr,
annealed them at various temperatures up to 800°C. and oxidized them for 20
min at 750°C. Apart from some anomolously high R values measured for a few
annealing teamperatures, an R value of about 0.8 was found for annealing
temperatures up to 800°C, Similarly, in a preoxiiztion-annealing study of
La-implanted Cr, a single R value of about 0.2 was ‘ound up to an annealing
temperature of nearly 800°C. The physical effects of 1mplantation were
apparently quite persistent. These effects were monitored tnroughout their
survey by frequently comparing the results of implanted samples which were

beahad ab i

either annealed or left in their as-implanted state. The annealing !
trqgtuats were performed at B800°C following the implantation of 2 x "y
10 cm™ jons. ar

They found further c’idence that the physical 