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CHAPTER I

INTRODUCTION

Background

The Air Force Institute of Technology (AFIT) Graduate

Facilities Management Program was developed in 1971 in order

to fulfill a need for a masters level management program for

Civil Engineering personnel. The Graduate Facilities

Management (GFM) program provided "military and civilian

engineering managers with the knowledge and analytical

skills necessary to perform effectively in middle and upper

level management assignments within the Air Force Civil

Engineering career field" (Lee and Steward 1980, p. 2-1).

This program provided students who held an undergraduate

engineering degree with a graduate education designed to

improve their abilities to manage engineering programs and

activities (Lee and Steward 1980, p. 2-1).

The Facilities Management Program was a 12-month pro-

gram with 57 hours of graduate work, including a thesis

requirement. In April 1980, the Facilities Management pro-

gram was extended to 15 months and the name changed to the

Graduate Engineering Management (GEM) Program. In 1982, the

program contained 60 quarter hours of graduate work, includ-

ing the thesis requirement. Although the curriculum has

41
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gone through a number of changes, the Facilities Management

and Engineering Management curriculums are basically the

same (Lee and Steward 1980, p. 2-1).

Current Admission Criteria

The Graduate Engineering Management program is
open to Air Force officers in the rank of lieutenant
through lieutenant colonel, civilians in comparable
civil service grades, equivalent grade officers of the
other U.S. services, and qualified foreign military
officers [Lee and Steward 1980, p. 4-1].

The Air Force officers must be in the 55XX Air Force

Speciality Code (Civil Engineering). A person is eligible

for the program (although not necessarily selected for it)

if he meets the following academic requirements:

1. A baccalaureate degree or equivalent in engineering.

2. A cumulative undergraduate grade point average of at
least 2.5 on a 4.0 scale.

3. An acce ptable score on either the Graduate Manage-
ment Admission Test (GMAT) or the Graduate Record Examina-
tion (GMAT score of 500 or GRE score of 1000).

4. Mathematics through calculus with a grade of at
least "C" (AFIT 1982-1984 Catalog, p. 10; Lee and Steward
1980, p. 4-2T.

Tradeoffs between these requirements are permitted. For

example, a prospective student with a undergraduate GPA of

less then 2.5 might be eligible if he has a very high GRE or

GMAT score. The AFIT Director of Admission judges each case

2



on an individual basis and has the authority to waive cer-

tain acceptance requirements (AFIT 1982-1984 Catalog, p. 10;

Lee and Steward 1980, p. 4-2).

Problem Statement

The U.S. Air Force makes a large investment when it

sends a person to the Graduate Engineering Management pro-

gram. The government must pay school expenses, moving costs

to Wright-Patterson Air Force Base, and salary for 15

months. For example, the 1982 GEM class cost the Air Force

an average of $65,200.46 per student (Average Training Cost

Per Graduate Report 1982). The program can also be costly

to the student. Although no study has looked at the effects

on an officer who failed to successfully complete the pro-

gram, it is possible that the failure has a negative effect

on his career, since training reports are written for all

attendees. In cases where students attempt but cannot com-

plete the program, the time they spent at AFIT could have

been better used improving their promotability by gaining

added job experience. Therefore, it is beneficial to both

the Air Force and the student that the number of students

who enroll but fail to complete the course of study be kept

to a minimum.

3



Definitions

"e In this study, a successful Graduate Engineering

Management student is defined as a student who completes all

requirements for the degree on schedule. This definition

was chosen because it is the Air Force's expectation that a

student will complete the program on time. If a student

does not fulfill this expectation, then he can not be con-

sidered a successful AFIT student.

Among those students defined as successful by the above

definition, different levels of success can be defined on

the basis of grade point average at graduation. This study

uses three categories of successful students: high success-

ful (4.00 - 3.67 GPA), middle successful (3.66 - 3.33 GPA),

and low successful (3.32 - 3.00 GPA). A similar classifica-

tion was used successfully by Covert and Chansky (1975) in a

study of Master of Education students. These three success-

ful categories, together with the unsuccessful category,

make up the four achievement levels that were analyzed in

this study.

Purpose Of This Study

The purpose of this research project is to determine

both the specific characteristics present in successful GEM

students and those characteristics which the AFIT Director

4



of Admissions can use in predicting academic success for the

program. This investigation looked at a variety of per-

sonal, military, attitudinal, and educational characteris-

tics in order to develop a profile for each achievement

* level. The results of this research project will be of

interest to the Director of Admission, the Academic Stan-

dards Committee, and the GEM Program Manager because it will

provide them information about both the effectiveness of the

current admission standards and the previous academic per-

formance by GEM students. These officials can use this

information to evaluate the current admission criteria and

possibly make changes to improve it.

Objectives

The following are the objectives of this study:

1. To identify the characteristics present in success-

ful Graduate Engineering Management students which are not

*present or are present to a different degree in the unsuc-

cessful students.

2. To identify the student characteristics for each of

the academic achievement levels and determine whether or not

there are differences among these levels.
4.

3. To identify which characteristics available to the

AFIT Director of Admissions best predict success among

IL - . . .. . . .. .. . . . . . . .. - , .. . , - . .. . .. . . .. - .. . . .



applicants for the GEM program.

Scope And Limitations

• This study is"based on the records of all of the past

Facilities Management and Engineering Management students.

The class that graduated in September 1982 is the last class

for data collection.

The following is a list of student characteristics used

in this study.

1. GRE/GMAT scores
2. Undergraduate GPA
3. Age
4. Unmarried/married
5. Time in the military
6. Rank in the military
7. Source of commission
8. Previous graduate work (yes/no)
9. Time since undergraduate degree (months)

10. Time since last calculus course (months)
11. Calculus undergraduate GPA
12. Undergraduate credit hours of calculus
13. Squadron Officers School (no/residence/correspondence)
14. Undergraduate College Attended (USAFA/ Other colleges)
15. Aeronautical Rating (yes/no)
16. Type of undergraduate degree

a. Electrical
b. Mechanical
c. Architectural
d. Civil
e. Industrial
f. Other

17. Number of courses transferred to AFIT for credit
18. Thesis advisor characteristics:

a. Had he advised a thesis in the past 3 years
b. Academic background (PhD or Masters Degree)
c. Where he works

1) Engineering School
2) Logistic School
3) Civil Engineering School
4) Other

6



19. Type of thesis the student did
a. Pure CE (CE problem and database)
b. Partial CE (General Problem & CE Database or CE

problem & General Database)
C. Non-CE

20. Finished thesis (On Time, Late, Never).
21. Graduated (On Time, Late, Never)
22. Deficiencies (None, GPA, courses(s), Thesis)
23. AFIT GPA
24. AFIT GPA in the following categories:

a. Applied engineering
b. Socio-humanistic
c. Analytical

The next chapter is a review of the literature on

predicting academic success and developing profiles.

Chapter three (Methodology) provides definitions for each of

the student characteristics presented above and the metho-

dology used to meet the objectives of this study.

7



CHAPTER II

LITERATURE REVIEW

This chapter provides a review of the literature on

predicting academic success and developing profiles. The

first section is on previous prediction attempts, including

both the results and the statistical techniques used in

predicting academic success. The second section on profil-

ing, emphasizes the statistical techniques used in develop-

ing profiles.

Previous Prediction Attempts

One of the most commonly used predictors of academic

success in graduate school is the Graduate Record Examina-

tion score. The Graduate Record Exam (GRE) is required by

many graduate schools as a prerequisite for admission

because the schools use it to identify potentially success-

ful students. The GRE-Aptitude test (GRE-AT) is designed to

measure promise for graduate work. The GRE-AT consists of

two subsets: a verbal ability test (GRE-V), and a quantita-

tive ability test (GRE-Q). The sum of the scores from the

two subsets is the GRE-AT score (Thacker and Williams 1974,

p. 940). There are also GRE-Advanced tests which evaluate a

student's achievement level in a certain field; therefore,

8



the contents of these tests vary depending upon the subject

field. (Willingham 1974, pp. 273-278).

Thacker and Williams (1974) reviewed twelve studies

concerning the use of GRE scores to predict success. Gradu-

ate grade point average (GPA) was used as a measure of

academic success in many of these studies. After reviewing

six studies done between 1957 and 1967, including two on

doctoral education programs which used "graduated/ not gra-

duated" as the measure of success, Thacker and Williams

(1974, p. 940) stated that "the correlations between GRE and

graduate GPA's were either not significant or so low that

they were inefficient in forecasting power from a practical

standpoint." The two doctoral studies revealed that only

GRE-Q was significantly correlated with success. Thacker

and Williams (1974, p. 943) concluded that "the weight of

the evidence in the articles reviewed suggests that the wide

*usage of the GRE as a selection instrument must be ques-

tioned" and there are "serious doubts about the validity of

the GRE in identifying potentially successful graduate stu-

dents."

Willingham (1974) reviewed forty-three correlation stu-

dies done between 1952 and 1972 that dealt with predicting

academic success. These studies used verbal and quantita-

tive GRE scores, undergraduate GPA's, comprehensive depart-

mental examinations, and letters of recommendation as

9
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predictors of graduate GPA. The following are observations

Willingham made after reviewing the studies:

1. "The undergraduate GPA is a moderately good
predictor of graduate GPA."

2. "The GRE-Q test is typically a better predictor
than the GRE-V test in those scientific fields where
quantitative ability counts most."

3. "The GRE-V tends to be more valid than the
GRE-Q in verbally oriented disciplines."

5. "Recommendations appear to be a fairly poor
predictor of success."

6. "Comprehensive departmental examination seems a
somewhat more predictable criterion than the others
examined."

7. "The composite GPA and GRE provides substan-
tially more accurate predictions than does undergradu-
ate GPA alone." (Willingham 1974, p. 275)

Willingham suggested that more predictors should be

used and that the existing predictors should be improved.

For example, use of undergraduate GPA has shortcomings

because the range of the grade average is restricted by

selection criteria, and the grade scale varies considerably

depending on the undergraduate school a student attended.

In summary, Willingham (1974, p. 278) states "the evidence

suggests that the accuracy of predicting academic success

based upon a test or grade record is often no better than

10
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modest" and the "best way to improve selection criteria for

graduate students is to develop improved success criteria."

In most of the literature, graduate GPA is used as a

measure of academic-success. Grade point average provides a

continuous scale of success and thus can be used with many

statistical techniques. Two of the more common statistical

techniques used in predicting graduate GPA are bivariate

correlation, and multiple regression and correlation. The

rest of this section will discuss studies that used these

and other statistical techniques to predict academic suc-

cess.

Bivariate Correlation

Bivariate correlation was used by Humphreys and Taber

(1973), and Nagi (1975) in predicting success in graduate

programs. Bivariate correlation produces a correlation

coefficient which summarizes the strength of a relationship

between two variables. (Nie £1975, pp. 276-3003 provides a

useful discussion on bivariate correlation.) Humphreys and

Taber looked at the relationships between graduate GPA's for

eight semesters. They found that the senior grades had the

€ highest correlation with first-year graduate GPA's. Nagi

(1975) attempted to predict the success of doctoral candi-

dates by using bivarlate correlation with GRE and Miller

Analogies Test (MAT) scores as predictor variables.

'. 11



Correlation coefficients of 0.140 for GRE and 0.087 for MAT

failed to reach statistical significance at the 0.05 level.

Nagi (1975, p. 472) concluded "that GRE and MAT scores are

not substantially valid predictors of program completion."

Multiple Regression

Multiple regression is a statistical technique which

analyzes the relationship between a dependent variable and a

set of independent variables to find the best linear predic-

tion equation. (Both Nie [1975, pp. 321-367] and Harnett

[1982, pp. 541-594] discuss multiple regression in detail.)

In the literature, multiple regression is the most fre-

quently used statistical technique for predicting academic

success. Kirnan and Geisinger (1981, p. 817) used multiple

regression to predict success on the Master's Comprehensive

Examination (MACOMP) in a graduate psychology program.

Their regression analysis found that the GRE-V was a signi-

ficant predictor, with a correlation coefficient of 0.44.

Kirnan and Gelsinger also determined that undergraduate GPA

did not correlate with MACOMP performance.

Bean (1975) used GRE-V, GRE-Q, and undergraduate GPA as

predictors of graduate GPA in an educational psychology

master's degree program. A stepwise regression analysis

determined that combining GRE-Q, undergraduate GPA, and

GRE-V failed to significantly increase the predictability of

12



graduate GPA. Only GRE-Q alone was a significant predictor

of graduate GPA. Bean found that undergraduate GPA failed

to be significant in predicting graduate GPA. Covert and

Chansky (1975) used the same three predictors as Bean in a

sAtudy of a master's of education program. They found that

GRE-V, GRE-Q, and undergraduate GPA accounted for no more

than 20 % of the variance in graduate GPA (Covert and Chan-

sky 1975, p. 950).

A research study by Federici and Schuerger (1974) used

multiple regression to predict graduate GPA in a master's

psychology program from undergraduate GPA, GRE scores, and

letters of recommendation. Only GRE-Advanced and undergra-

duate GPA were found to be significant predictors of gradu-

ate GPA. The GRE-Q scores and letters of recommendations

failed to contribute to the prediction of graduate GPA while

GRE-V had only a modest relationship (Federici and Schuerger

1974, p. 949).

In a study of 94 colleges, Baird (1975) looked at a

large amount of biographical, personal, attitudinal, and

educational information about students in an attempt to

predict graduate GPA. He looked at six different graduate

4fields of study and found that each had different predictors

of success. For example, his multiple regression analysis

of the Physical Science field determined that the order of

g| significance of predictors was (1) undergraduate GPA in

13
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major field, (2) GRE-V scores, and (3) GRE-Q scores. The

order of predictors in the Arts and Humanities field was (1)

undergraduate GPA in all courses, (2) GRE-Q , and (3) paren-

tal level of education (Baird 1975, pp. 944-945).

Other Statistical Methods

Hunt (1977) proposed the use of the Wald classification

statistic as a practical tool for predicting academic per-

fQrmance. The Wald classification statistic uses the

variance-covariance matrix to contrast one schema with

another. (Hunt [1977, pp. 272-279] presents a detail dis-

cussion on the Wald statistic.) He used Scholastic Aptitude

Test scores, and freshman and sophomore cumulative GPA's as

predictors. Hunt based his decision rule on cost minimiza-

tion of a classification error. Although Hunt's study dealt

only with predicting high school student's success in col-

lege, his novel approach may be applicable to predicting

success in graduate school.

Sexton and Goldman (1975) used discriminant analysis to

predict college GPA from high school transcripts. Discrim-

inant analysis weights and linearly combines discriminating

variables in such a way that the groups are forced to be as

statistically different as possible. (Nie [1975, p. 435-

467) discusses discriminant analysis in detail.) They

divided high school transcripts into five categories by

14
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subject area: English, mathematics, science, history, and

foreign language. The grade average and the number of

courses in each category were used as independent variables.

A multivariate analysis indicated that "college success was

related to high school grades but not to the pattern of

preparation" (Sexton and Goldman 1975, p. 30).

Keith (1977) used multiple regression, automatic

interaction detection analysis, and discriminant analysis to

predict success in the AFIT Graduate Systems Management and

Graduate Operations Research programs. The automatic

interaction detection analysis decomposes a set of data into

mutually exclusive subgroups. (McNichols [1980, pp. 8-1 to

8-65) presents a good discussion of the automatic interac-

tion detection analysis.) Keith used graduate GPA and degree

receipt/ nonreceipt as the criteria of academic success.

The following are findings of Keith's (1977, p.41-44) study:

1. "The Graduate Management Admission Test quanti-
tative score proved to be the best predictor of gradu-
ate GPA."

2. "The best predictor of degree nonreceipt was a
single [unmarried person] nonvolunteer" for the pro-

V.- gram.

3. Motivation (Volunteer status) was a good pred-
ictor of success.

ti
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Pickens (1971) used the logistic quantal response model

to estimate the functional relationship between the proba-

bility of achieving a master's degree. and the GRE aptitude

test scores. The logistic quantal response model is a means

of estimating the functional relationship between two vari-

ables. (Prickens [1971, pp. 8-23] provides a good discus-

sion on this model.) Data from the AFIT Graduate Systems

Analysis, Graduate Aeronautical-Mechanical Engineering, and

Graduate Logistics Management programs were used in this

study. Pickens found the mean weighted score for failures

was only 38 points lower than the mean weighted score for

successes and that several successful students had very low

GRE scores. From these observations, Pickens (1971, p. 38)

concluded that "a reasonable policy would be to cease

requiring applicants to submit GRE aptitude scores."

The final study discussed in this section involves the

use of an interesting approach to determining successful

completion of graduate work. Lewis (1974) classified under-

graduates into four groups based on high or low academic

aptitude and high or low academic achievement (GPA).

Academic aptitude was determined from the Iowa Placement

Test scores. The groups were further divided by sex. The

percentage of undergraduates in the four ability-achievement

groups that had completed an advance degree was calculated.

Then the differences between percentages were tested for

16
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significance using the chi-squared statistic. The chi-

squared statistic tests how closely a set of observed fre-

quencies corresponds to a given set of expected frequencies.

(Harnett [1982, pp. 708-718] provides a good discussion on

the chi-squared statistic.) Lewis (1974, p. 385) found that

"low aptitude-high achievement males were second only to

high aptitude-high achievement males in successfully com-

pleting an advanced degree."

Summary of Previous Prediction Attempts

In the literature reviewed, no one set of variables

could be used to predict success in graduate programs. Each

graduate field of study seems to have its own set of predic-

tor variables. Undergraduate GPA, GRE-V scores, and GRE-Q

scores were the most often used predictor variables. How-

*ever, the order of importance of these variables in predict-

ing success varied according to the field of study.

Several different statistical techniques were also used

in predicting success. Multicollinearity between the pred-

ictor variables caused problems in using some of statistical

techniques such as multiple regression. Multicollinearity

is the situation created when two or more of the independent

variables are highly intercorrelated. In summary, each

researcher should use the predictor variables and statisti-

cal techniques which can best predict success in the field

1
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of study he or she is investigating.

Profiling

This section of the literature review will summarize

three studies which developed profiles of students. These

three studies provide good examples of the statistical tech-

niques used in developing profiles and for determining

differences between profiles.

Riech (1976) conducted a study which used the results

from the California Psychological Inventory test to develop

a profile of 94 first-year law students. Inventory tests

measure a person's personality traits, aptitudes, and

skills. The profile consisted of a table which presented

the means and standard deviations of all inventory scales

and the correlations of all inventory scales with Law GPA,

undergraduate GPA, Law Aptitude scores, Law SAT Writing

Ability scores, and Law General Background scores. The

correlation coefficients were Pearson product-moment corre-

lation coefficients. None of the inventory scales were sig-

nificantly correlated to first-year Law GPA, which meant

there was no significant relationship between personality

dimensions measured by the inventory and first-year legal

achievement.

The Millon-Illinois Self-Report Inventory Form P, the
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State-Trait Anxiety Inventory, and the Personal Orientation

Inventory were used by Dods and Treppa (1978) to develop

profiles of male and female medical students. These tests

were administered to 155 male and 37 female students. The

profiles contained score means and standard deviations for

each scale of the inventory tests. A t-test of the means

was conducted to determine whether significant differences

existed between the scale means for male and female stu-

dents. The t-test compares the means of two independent

samples to see if any significant differences exist. (Har-

nett [1982, pp. 378-380] and Nie [1975, p. 269] discussed

this test in detail.) Three levels of significance were

examined: less than 0.10, less than 0.05, and less than

0.005. Eight of the twenty-three scales were significantly

different at the 0.10 level. The results of this study were

that female medical student's style of interpersonal
functioning was characterized by less emotional
indifferences and uninvolvement, less competitiveness
and self-centeredness, less constriction and authori-
tarianism, and more impulsivity and negativism than
that of their male counterparts [Dods and Treppa 1978,
p.6).

Demographic and socio-psychological profiles of both

Army ROTC students and non-ROTC students were developed by

Card (1977) in an attempt to determine if differences

existed between these two groups of students. The sample

consisted of a nationwide random sample of high school

seniors and college students from schools/colleges which

19
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offered ROTC. A total of 1089 high school seniors filled

out the survey questionnaire; of these, 102 were in Junior

ROTC. A total of 1633 college students participated in the

study, add 754 of them were in ROTC. The survey measured

200 various demographic and socio-psychological factors

which were hypothesized to be related to ROTC/Army career

participation. Differences between ROTC and non-ROTC stu-

dents were evaluated for significance by the chi-squared

statistic (for nominal variables) or the t-test for the

differences in means (for ordinal variables). Card also

performed a discriminant function analysis to identify the

characteristics which best differentiated ROTC from non-ROTC

students. This study found that "ROTC cadets differed from

their classmates in their demographic background, their

aptitudes, their social environment, and especially their

soclo-psychological profile" (Card 1977, p. 213).

In summary, the literature revealed that three statist-

ical techniques have been used to develop profiles: 1) means

and standard deviations, 2) relative frequencies, and 3)

correlation coefficients. Means and standard deviations

were used to profile ordinal scale variables, while relative

frequencies were used to profile nominal scale variables.

Correlations were used to show if any significant relation-

ship existed between the independent and dependent vari-

ables. The three statistical techniques used to test for

20



differences between profiles were the chi-squared statistic,

the t-test, and the discriminant function analysis. The

chi-squared statistic was used to examine differences in

relative frequencies, while the t-test tested for differ-

ences in the sample means. Discriminant analysis was used

to identify the variables which best differentiated between

two profiles. The studies discussed above, along with

several other studies not mentioned (Bird 1979; Brooks and

Avila 1973; Buhmeyer 1978; Kelly and King 1978; Scott and

Anadon 1980; Ward, Cunningham, and Summerlin 1978), all used

one or more of these statistical techniques to develop pro-

files or to test for differences between-profiles.
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CHAPTER III

METHODOLOGY

This chapter will discuss the methodology used in this

research project. The methodology will be discussed in the

following three parts: composition of the population, the

student characteristics, and the specific analytical tech-

niques used.

Population

The population examined included all U.S. Air Force

officers who began either the Graduate Engineering Manage-

ment program or the Graduate Facilities Management program.

A total of 207 students have attended these programs; how-

ever, only 196 were USAF officers. The non-USAF students

consisted of seven U.S. Marine Corp officers, one civilian,

and three foreign students. Two USAF officers were dropped

from the population because they transferred from the GFM

program to another program in the Logistics School. These

two officers had good grades in the GFM program, so their

reason for transferring was not due to academic difficul-

ties. Therefore, the total number of students in the popu-

lation is 194, and all of them are male. The population

contains 12 persons who failed to graduate on time. One of

these unsuccessful students resigned from the program prior
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to his graduation date. Six of the twelve students gra-

duated late. The other five never graduated.

The data selected for evaluation were obtained from the

individual student records which are maintained in the AFIT

Registrar's office. These records contain undergraduate

*i transcripts, GRE and/or GMAT scores, AFIT transcripts, and

basic biographical facts. Information about theses and

thesis advisors was gathered from records kept in the School

of Systems and Logistics Department of Communication and

from old AFIT catalogs. All personal data were handled

according to the provisions of the Privacy Act of 1974. A

copy of the data collection form used in this study is pro-

vided in Appendix A.

Student Characteristics

Twenty-three student characteristics were used to

develop profiles for each of the achievement levels. These

characteristics provided a variety of academic and biograph-

ical information on each of the students. A number of

characteristics were included because some factors other

than academic ability might have an influence on success at

AFIT. Such things as work experience, time since undergra-

duate degree, marital status, source of commission, or age

might have an impact on whether a person successfully com-

pletes the GEM program. All the characteristics were used
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in determining a profile of a successful GEM student; how-

ever, a subset of these characteristics was used in predict-

ing success at AFIT since only 18 of these characteristics

are available to the Director of Admission at the time an

individual applies for admission. lhe following is -a list

of the student characteristics. Definitions and reasons for

including them in this analysis are included where needed.

1. Undergraduate GPA: Undergraduate grade point aver-

age is one of the most commonly used predictors of success

for graduate school admission. All undergraduate GPAs in

this analysis were computed on a 4.0 scale.

2. GRE Scores: The Graduate Record Exam scores are

also a widely used predictor of success in graduate school.

Three different scores were gathered from this standardized

test. The GRE verbal and quantitative scores were recorded

on a point basis and a GRE-Total score was calculated by

adding the GRE-V and GRE-Q scores together. Scores were

recorded on a point basis because a GRE-Total score of 1000

points is required for admission to AFIT's School of Systems

and Logistics graduate programs (AFIT 1982-1984 Catalog, p.

10).

3. GMAT Scores: The Graduate Management Admission Test

is another frequently used criterion for graduate student

selection. Scores were recorded on a point basis. A GMAT
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score of approximately 500 is required for admission to

AFIT's School of Systems and Logistics graduate programs

(AFIT 1982-1984 Catalog, p. 10).

4. Age: The student's age was his age in years at AFIT

entry. Age was rounded down to the nearest whole year.

5. Marital Status: Marital status is defined as either

married or single at AFIT entry. No attempt was made to

further divide marital status into divorced or separated.

6. Time In Military: The time in military includes

both commissioned and enlisted time served before entering

AFIT. Time was measured in years, and partial years were

rounded down.

7. Military Rank: The military rank of the student was

his rank upon arrival at AFIT. This characteristic will be

highly correlated to time in the military.

8. Source of Commission: The three main sources of Air

Force commissions are the United States Service Academies

(USSA), Reserve Officer Training Corp (ROTC), and Officer

Training School (OTS). This characteristic was selected to

investigate the relationship between a undergraduate educa-

tion in a rigid environment, such as in an USSA, and gradu-

ate school performance. The ROTC officers had military

training during their undergraduate program but the training
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not as rigid as the USSA training. The OTS officers did not

go through military training until after they graduated from

college.

9. Squadron Officer School: Squadron Officer School

(SOS) is one of the professional military education courses

which AF officers either attend in residence or take by

correspondence. This school is designed to improve oral and

written communication skills, leadership abilities, and

management techniques. Some of these topics are taught in

the GEM program, so this characteristic was included to see

if having attended SOS had any relationship to success in

the GEM program.

10. Aeronautical Rating: Aeronautical rating is a

dichotomous characteristic (one which divides the population

into two parts). The GEM program was developed for civil

engineering officers, but each year several rated officers

attend the program before going into the civil engineering

career field. This characteristic was used to see if the

officers with previous civil engineering experience are more

or less successful at AFIT than the rated officers, who cus-

tomary have less CE experience. No distinction was made

between types of rating (pilot or navigator.

11. Time Since Undergraduate Degree: This characteris-

tic was selected to investigate the possible influence of
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academic staleness. The time is the number of months

between receipt of the Bachelor degree and entry into AFIT.

12. Time Since Last Math (Calcu.lus) Course: Like time

* since undergraduate degree, this characteristic was selected

to investigate the possible influence of mathematical stale-

ness. Calculus is not used on a day-to-day bases in either

the civil engineering or the flying career fields; there-

fore, a perspective GEM student probably has not used cal-

culus extensively since his last calculus course. The GEM

program has several courses that are very quantitative in

nature, requiring a good mathematical background. The time

in months was measured from the completion of the last cal-

culus level course to AFIT entry.

13. Mathematical Undergraduate GPA: Mathematical GPA

was chosen as a measure of previous mathematical perfor-

mance. Only calculus level and higher math courses were

included in this grade point average.

14. Mathematical Credit Hours: This characteristic was

selected to give a better understanding of a person's previ-

ous mathematical (calculus) background. Quarter credit

hours were converted to semester hours (one and a half quar-

4 ter hours equaled one semester hour) to standardize the unit

of measure.

15. Undergraduate College: The college a student
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attended was examined to see how U.S. Air Force Academy stu-

dents performed with respect to students from other col-

leges.

16. Previous Graduate Work: This characteristic was

selected to investigate the influence of previous graduate

work on performance in the GEM program. Previous graduate

work is defined as any master's level course work which a

student had completed before attending AFIT.

17. Transferred Courses: The number of courses

transferred in for credit was used as a measure of the

amount of previous graduate work done in the Engineering

Management area. AFIT restricts the number of course hours

that can be transferred in for credit, so this variable is

limited in its ability to measure previous graduate work.

18. Type of Undergraduate Degree: Students in the GEM

program are supposed to have an undergraduate degree in

engineering. The types of undergraduate engineering degrees

were investigated to see if they related to success in the

GEM program. The five major types of engineering degrees

found in the civil engineering career field are civil,

mechanical, electrical, industrial, and architectural.

The following five student characteristics were used

only in developing profiles of GEM students. These charac-

teristics were chosen because they represent possible areas
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for differences between a successful and a unsuccessful GEM

student.

19. Thesis Advisor Characteristics: Since the comple-

tion of a thesis is a requirement for graduation, the

characteristics of a student's thesis advisor were investi-

gated to see if they related to a student's successfully

completing his or her thesis. The three characteristics

* investigated were academic background, school that advisor

works in, and thesis advising experience. Academic back-

ground was measured by the highest degree an advisor had

received. There are three different schools in AFIT: the

School of Systems and Logistics, the School of Civil

Engineering, and the School of Engineering. The GEM program

is in the School of Systems and Logistics, but an advisor

can be from one of the other schools. The schools operate

under different rules and regulations. Where an advisor

works was investigated to determine whether there was any

relationship to a student's successfully completing a

thesis. Thesis advising experience was investigated to

determine if there was a relationship between an advisor's

knowledge of the thesis process and a student's completing a

thesis. It was assumed if a professor advised a thesis

within the previous three years, he was experienced and had

a good idea of the current thesis procedures.

20. Type of Thesis: The three types of thesis
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investigated in this analysis were a pure civil engineering

thesis, a partial civil engineering thesis, and a non-civil

engineering thesis. A pure CE thesis has both a CE problem

and CE database, while a partial CE thesis contains only one

or the other of these two characteristics. Any problem or

database related to civil engineering activities, personnel,

or responsibilities was considered a CE problem or database.

For example, this study would be considered a pure civil

engineering thesis because it examines a CE graduate educa-

tion program and uses a database made up of CE officers. A

non-CE thesis deals with a subject totally unrelated to

civil engineering.

21. GPA In Engineering Courses: The courses that a

student took in the GEM program were divided into three

categories to determine how successful students were in each

of them. A GPA was then calculated for each category.

Engineering is the first of these three categories. All

engineering design courses and courses related directly to

the civil engineering career field were included in this

*O category. The following are examples: Contracting for

Engineers, Pavements, Environmental Issues, Engineering

Economy, Engineering Management Applications, and Energy.

22. GPA In Analytical Courses: The second .,tegory

contained analytical courses. The analytical/quantitative

courses not included in the engineering category were put in
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this category. The following are examples of courses

included in this category: Applied Statistics for Managers,

Quantitative Decision Making, Fortran and Simulation, and

Production Management.

23. GPA In Socio-Humanistic Courses: The socio-

humanistic courses make up the final category. This

category contains the management, writing, and economics

courses. Some examples of courses in this category are

Management and Behavior in Organization, Concepts and Tech-

niques of Research, Communication for Managers and Analysts,

and Managerial Economics.

Analysis Techniques

Introduction

Analysis of the data involved a three-step process.

The first step was to develop profiles for each achievement

level through the use of means, standard deviations, rela-

tive frequencies, and correlation coefficients. The second

step involved using a t-test, a chi-squared statistic, or an

analysis of variance (one-way) to determine whether or not

statistically significant differences existed between the

achievement levels. The final step in the process was to

perform a factor analysis and a discriminant analysis to

identify which characteristics best predict success among
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applicants for the GEM program.

The subprograms contained in the Statistical Package

for the Social Sciences (SPSS) version 8.3 (Nie 1975) were

used to perform the statistical analysis in this research

project. This study used an alpha of 0.05 to determine if a

statistical test was significant. Therefore, a five percent

probability of having a Type I error is used in this

research project.

Profile Development

Means And Frequencies

Three major statistical techniques were used to develop

student profiles for each achievement level. The first

technique used the SPSS subprogram CONDESCRIPTIVE to obtain

descriptive statistics for the continuous scale characteris-

tics. This subprogram provides means, standard deviations,

maximum values, minimum values, and a number of other

descriptive statistics for each variable (Nie 1975, p. 190).

-The maximum and minimum values were very helpful in checking

for any out-of-range responses caused by mistakes in loading

the data base.

The second technique was to obtain frequency distribu-

tions with descriptive statistics for the characteristics

which were classified into a limited number of values or
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categories. The SPSS subprogram FREQUENCIES provides a fre-

quency distribution table, a number of descriptive statis-

tics, and a histogram of the relative frequencies for each

variable*. The relative frequencies, in percentages, were

calculated both with missing values included and without the

missing values (Nie 1975, p. 198).

Correlation

The final technique was to perform a bivariate correla-

tion analysis between the student characteristics and the

achievement levels. Achievement levels were used instead of

AFIT GPAs because a person might have a cumulative GPA above

3.00 but still be unsuccessful due to not finishing a

thesis. This analysis was done to evaluate what (if any)

linear relationship existed between each of the continuous

scale characteristics and the achievement levels. Bivariate

correlation provides a population correlation coefficient

(t) which summarizes the strength of a linear relationship

between two variables. The value of P can range from -1 to

+1. The extreme values, -1 and +1, indicate perfect nega-

tive linear correlation and perfect positive linear correla-

tion respectively. AnP-value of zero indicates the vari-

ables are not significantly linearly related (Harnett 1982,

p. 520-521).

The significance of each coefficient was determined by
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the "Student's t" statistic. A two-tailed test for signifi-

cance was performed because the hypotheses being tested were

Ho: 7=0

Ha: 0

where:

7 = population correlation coefficient.

Therefore, if the calculated significance was 0.05 or below,

the relationship between the two variables was considered

significant.

The Pearson product-moment correlation coefficient (r)

is the sample statistic used to estimate the population

correlation coefficient. The sample correlation coeffi-

cients were calculated using the PEARSON CORR subprojram. If

the Pearson r is squared, it becomes a measure of the pro-

portion of variance in one variable "explained" by the other

(Nie 1975, p. 525).

The Pearson correlation coefficient for two variables

is calculated by dividing the sample covariance by the pro-

duct of the standard deviations. The mathematical expression
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for r is

whr: ~ Y= sample covariance of variables x and y

Sx(p /= sample standard deviations of variables
xand y respectively

N = number of observations
X4 = ith observation of variable x

= ith observation of variable y
= mean of variable x
= mean of variable y

Differences Among Achievement Levels

After the achievement level profiles had been

developed, three statistical techniques (t-test, analysis of

variance, and chi-squared statistic) were used to determine

whether significant differences existed among achievement

levels. These statistical tests were also used to check for

differences between a unsuccessful student profile and a

successful student profile. A t-test or an analysis of

variance was performed on the continuous characteristics

while the chi-squared statistic was used to test the

categorical characteristics.

The t-test was used to test for differences between the

unsuccessful and successful student profiles, since only the

means of two independent samples were being examined. How-

4t ever, an analysis of variance was used to test for
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differences among the four achievement levels because the

t-test does not control experiment-wide Type I errors when

more than two treatments (achievement levels) are tested.

The four achievement levels would have required six t-tests

to be performed, each at an alpha equal to 0.05. The Type I

error for this experiment would have been 0.26 instead of

0.05: P(reject Ho/ Ho true) = 1 - P(fail to reject Ho/ Ho

true) = 1 - (1 - 0.05) 6 = 0.26. Therefore, an analysis of

variance was used so the Type I errors could be controlled

at the 0.05 level. The t-test and the analysis of variance

are discussed in detail below.

t-Test

The SPSS subprogram T-TEST was used to perform the t-

test analysis. The t-test was used to compare the means of

the continuous scale characteristics in the successful and

unsuccessful student profiles to determine if significant

differences existed. The assumptions involved with the t-

test are that both parent populations are normally distri-

buted, their variances are equal, and they are independent.

(Nie 1975, p. 269; Harnett 1982, pp. 378-380). The null and

alternative hypotheses were

Ho : 4d = ,

Ha: A
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Therefore, the null hypothesis is rejected only if the two-

tailed probability is less than alpha.

If the variances i.n the normal parent population are

equal, the t-statistic is

Ni Nz-Z N% N Z

where:
N= sample size of sample one
t4. = sample size of sample two
- = sample mean of variable X1
!;Z= sample mean of variable X2
14 = population mean for variable X1
, z- population mean for variable X2
S%= sample variance for X1
SZ= sample variance for X2

()

When the variances in the normal parent population are

unequal, the t-statistic cannot be computed for the differ-

ences in the sample means. Instead, an approximation to t

is computed using the following formula (Nie 1975, p. 270):

/ s• 8  +I_ S U

The T-TEST subprogram provides t-values and 2-Tailed
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probabilities for both a population with equal (pooled)

variances and one without equal (separate) variances. An

F-test of the sample variances is also performed by the T-

TEST subprogram to determine whether the variances are equal

or not. If the probability for F is greater than alpha, the

variances are considered equal and the pooled-variance esti-

mate is used. The value of F is equal to the ratio of the

variance of two independent random samples drawn from normal

parent populations. Otherwise, the separate variance esti-

mate must be used (Nie 1975, p. 270).

Analysis of Variance

The analysis of variance is a "method of estimating how

much of the total variation in a set of data can be attri-

buted to certain assignable causes of variation and how much

can be attributed to chance" (Harnett 1982, p. 650). The

one-way analysis of variance involves the comparing of

groups (called treatments) to determine whether significant

differences exist between them with respect to the dependent

variable. The model and null hypothesis for the one-way

analysis are

Ho: 2- *07
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where: Y= dependent variable

4-= grand mean of the combined populations
2Uj= treatment effects associated with a

particular population
random error term

An F-statistic was used to test the null hypothesis.

The ratio of the Mean Squared (MS) Between to the Mean

Squared Within is equal to the F-statistic. Nonzero treat-

ment effects will tend to increase the MS Between, thus

rejecting the null hypothesis for large values of F (Harnett

1982, p. 659-660). The SPSS ONEWAY subprogram provides the

MS Between, the MS Within, the F-statistic, and the F-

probability.

An analysis of varalance does not tell which groups are

significantly different when it rejects the null hypothesis.

Therefore, a posteriori contrast test was performed along

with the analysis of variance in order to determine which of

the groups were significantly different. A posteriori con-

trast test is a systematic procedure for comparing all pos-

sible pairs of group means so that overall experimental

error is controlled. Several posteriori contrast tests

exist; however, the more common ones are the Duncan, Tukey,

and Scheffe. The Scheffe posteriori contrast test was used

in this analysis because it was the only one of the three

that could be used with unequal group sizes. The group
j

sizes in this analysis were unequal. Scheffe uses a single
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range value for all comparisons; therefore, this test can

examine all possible linear combinations of group means, not

just paired comparisons (Nie 1975, pp. 426-428). The ONEWAY

subprogram outputs the categories into subsets, thus showing

which groups are significantly different from one another

(Nie 1975, pp. 426-428).

Chi-Squared Statistic

The chi-squared statistic is used to test how closely a

set of observed frequencies corresponds to a given set of

expected frequencies; therefore, it is considered a "good-

ness of fit" test. The null and alternative hypotheses for

the chi-squared test used in this analysis were

Ho: The categories in the categorical character-
istics were independent of the academic
achievement levels.

Ha: The categories in the categorical character-
istics were not independent of the academic
achievement levels.

This statistic determines whether a relationship exists

between two variables by comparing the expected frequencies

to the observed frequencies according to the following for-

mula (Harnett 1982, pp. 713-718; Nie 1975, pp. 223-224):

( )40 (j-
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where:
=s number of columns

r = number of rows
E= expected frequencies

0.j = observed frequencies

When the fit is good, the numerator will be relatively

small, hence a small chi-squared value. Conversely, if the

fit is not good, then the numerator will be large and the

chi-squared value will also be large. Therefore, the criti-

cal region for this test statistic "will always be in the

upper tail of the chi-squared distribution because we want

to reject the null hypothesis whenever the difference

between Ei and Oi is relative large" (Harnett 1982, p. 709).

When using the chi-squared statistic, it is important to be

careful not to use categories that have small expected fre-

quencies because the chi-squared test is an approximation

test. The rule of thumb in chi-squared testing is "that the

expected frequency should be at least five; recent research,

however, has indicated that an expected value of one or more

in a category is usually sufficient" (Harnett 1982, p. 711).

The SPSS CROSSTABS subprogram was used to perform the

chi-squared tests. CROSSTABS provides chi-squared values

and significances for each comparison of expected frequen-

cies to observed frequencies. If the significance is less

then alpha, the null hypothesis is rejected, which means

there is a significant difference among the achievement lev-

els. Only the categorical characteristics were tested using
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the chi-squared statistic.

Identifying Predictor Characteristics

Two statistical techniques were used to identify which

of the 19 student characteristics available to the AFIT

Director of Admission best predict success among applicants

for the GEM program. These two techniques were factor

analysis and discriminant analysis.

Factor Analysis

Factor analysis is a statistical tool for analyzing

correlated variables. This technique examines the correla-

tion structure of a set of observed variables (called man-

ifestation variables) to determine if the observed correla-

tions can be reproduced from a smaller set of hypothetical

variables called factors. If successful, this technique

will reduce a set of variables to a smaller set of factors

or components, which then can be used as source variables in

some other statistical analysis (Nie 1975, p. 469; McNichols

1980, p. 6-71).

The principal component technique was used to produce

uncorrelated factors. This technique attempts to define a

set of uncorrelated new variables (called principal com-

ponents) as a linear combination of the manifestation vari-
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ables (McNichols [1980, pp. 6-1 to 6-73] provides a good

discussion about the principal component technique). A Var-

imax with Kaiser normalization rotation was accomplished to

make it easier to name the factors. The manifestation vari-

ables most highly correlated with the factor loadings were

used to define the factors (McNichols 1980, pp. 6-71 to 6-

73).

This study used the SPSS FACTOR subprogram to reduce

the 19 highly correlated characteristics down to a smaller

number of uncorrelated factors. These factors were then

used as source variables in a discriminant analysis.

Discriminant Analysis

Discriminant analysis is a method to statistically dis-

tinguish between two or more groups of cases. A set of

discriminating variables that measure characteristics on

which the groups are expected to differ is used to develop a

discriminant function. The objective of discriminant

analysis is to weight and linearly combine discriminating

variables in such a way that the groups are forced to be as

statistically different as possible (Nie 1975, p. 435). The

SPSS DISCRIMINANT subprogram was used to build the discrim-

inant function. A linear discriminant function was built by

using a stepwise selection of variables. The stepwise

method seeks to maximize the Mahalaobis's distance between
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the groups (McNichols 1980, p. 7-48). Several discriminant

functions can result when there are more than two groups.

The number of functions will be equal to one less than the

number of groups or the number of variables, whichever is

smaller. The discriminant function associated with the

largest elgenvalue will do the best job of discriminating

between groups. However, there may be several alternative

functions with nearly equal power (McNichols 1980, p. 7-3).

Once a discriminant function has been derived, it can

be used to analyze the data or classify new cases. The

discriminant coefficients can be interpreted in the same

manner as the factor loadings were in factor analysis. The

standardized discriminant function coefficients help iden-

tify the variables which contribute most in differentiating

between the groups. The coefficients represent the relative

contribution of each variable in the discriminating process.

Also, a discriminant function can be used to classify new

cases into groups without the investigator knowing which

group they actually belong to. The DISCRIMINANT subroutine

provides a classification table which reports the percentage

of the cases correctly classified. This table is useful in

evaluating the effectiveness of the discriminant function to

correctly classify cases (Nie 1975, pp. 445-446).

Two discriminant analysis were accomplished -- one with

the factors from the factor analysis, and the other with the

44



19 student characteristics. The purpose of the discriminant

analysis was to determine which characteristics or factors

contributed most in predicting the success of an applicant

for the GEM program.

This chapter presented the methodology used in this

study. The next chapter will provide the results obtained

from the statistical techniques discussed in this chapter.
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CHAPTER IV

RESULTS

This chapter provides the results of the data analysis.

The results are presented in three parts: the student pro-

files, the differences among profiles, and the predictor

characteristics. The database used in this analysis is pro-

vided in Appendix B.

Student Profiles

As was stated in Chapter III, three different statisti-

cal techniques were used to develop student profiles: means

and standard deviations, frequencies, and correlations. Six

student profiles were developed from means and standard

deviations, and frequencies. The six profiles were of 1)

the population, 2) all successful students, 3) high success-

ful students, 4) middle successful students, 5) low success-

ful students, and 6) unsuccessful students. The successful

student profile is a composite of the high, middle, and low

successful profiles. Since several profiles were developed

by each statistical technique, the student profiles are

presented according to the statistical technique used to

create them. Table 1 shows the number of students in each

one of the profiles.
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Table 1

Number of GEM Students In Each Profile

Profile Number of Students

Population Profile 194

Successful Student Profile 182

High Successful Student Profile 87

Middle Successful Student Profile 67

Low S'jccessful Student Profile 28

Unsuccessful Student Profile 12

Men And Standard Deviation Profiles

Means dnd standard deviations for the continuous scale

characteristics were used to create six student profiles.

These six profiles are presented in Tables 2 through 7.

Maximum and minimum values for each characteristic were

included in the profiles in order to provide information

about the range of these characteristics. Several of the

minimum values appear to be incorrect because they are

smaller then what would be expected given the AFIT admission

requirements. However, these values are correct and the

reason for their being small is that the minimum admission

requirements were waived for several of the GEM students.
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Table 2

Profile of the AFIT GEM Student Population

Variable Mean Standard Maximum Minimum

Deviation

Age 29.33 4.37 40 21

Years In Military 7.02 4.58 20 0

Undergraduate GPA 2.74 0.41 3.87 1.96

Months Since Under- 76.37 43.61 216 0
graduate degree

GRE-V 520.50 85.22 760 310

GRE-Q 661.00 70.89 820 480

GRE-Total 1181.50 117.25 1520 900

GMAT 531.73 75.12 683 381

Months Since Math 99.89 45.44 234 6

Math Credit Hours 12.53 3.93 28 0

Math UGPA 2.58 0.75 4.00 0.67

Engineering GPA 3.78 0.28 4.00 3.00

Socio-Humanistic GPA 3.53 0.29 4.00 2.73

Analytical GPA 3.50 0.38 4.00 2.60

Cumulative AFIT GPA 3.60 0.26 4.00 2.98

I-
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Table 3

Profile of Successful AFIT GEM Students

Variable Mean Standard Maximum Minimum
Deviation

Age 29.17 4.37 40 21

Years In Military 6.80 4.46 20 0

Undergraduate GPA 2.74 0.41 3.87 1.96

Months Since Under- 76.57 44.60 216 0
graduate degree

GRE-V 521.15 85.07 760 310

GRE-Q 663.85 69.07 820 480

GRE-Total 1185.00 115.59 1520 900

GMAT 533.34 75.09 683 381

Months Since Math 100.31 46.37 234 6

Math Credit Hours 12.60 3.88 28 2

Math UGPA 2.56 0.75 4.00 0.67

Engineering GPA 3.80 0.27 4.00 3.00

Socio-Humanistic GPA 3.55 0.29 4.00 2.73

Analytical GPA 3.53 0.37 4.00 2.60

Cumulative AFIT GPA 3.63 0.24 4.00 3.05

4
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Table 4

Profile of High Successful AFIT GEM Students

Variable Mean Standard Maximum Minimum
Deviation

Age 28.54 3.58 37 21

Years In Military 6.08 3.11 13 0

Undergraduate GPA 2.77 0.41 3.87 1.96

Months Since Under- 75.87 37.02 168 0
graduate degree

GRE-V 525.30 89.72 760 310

GRE-Q 676.82 65.83 820 510

GRE-Total 1202.12 112.28 1520 950

GMAT 538.43 67.63 683 390

Months Since Math 100.31 41.35 192 15

Math Credit Hours 13.36 4.05 28 4

Math UGPA 2.59 0.79 4.00 0.67

Engineering GPA 3.95 0.11 4.00 3.50

Socio-Humanistic GPA 3.77 0.19 4.00 3.22

Analytical GPA 3.81 0.17 4.00 3.20

Cumulative AFIT GPA 3.84 0.10 4.00 3.68
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Table 5

Profile of Middle Successful AFIT GEM Students

Variable Mean Standard Maximum Minimum
Deviation

Age 29.55 4.88 40 22

Years In Military 7.21 5.35 20 0

Undergraduate GPA 2.72 0.43 3.73 2.03

Months Since Under- 74.69 49 216 0
graduate degree

GRE-V 531.09 76.54 690 360

GRE-Q 648.70 70.60 810 480

GRE-Total 1179.78 114.22 1500 900

GMAT 534.38 79.68 654 381

Months Since Math 99.50 51.09 234 6

Math Credit Hours 12.26 3.47 20 5

Math UGPA 2.57 0.69 4.00 1.50

Engineering GPA 3.75 0.27 4.00 3.00

Socio-Humanistic GPA 3.43 0.20 3.86 2.73

Analytical GPA 3.39 0.23 4.00 2.80

Cumulative AFIT GPA 3.52 0.10 3.67 3.34

1
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Table 6

Profile of Low Successful AFIT GEM Students

Variable Mean Standard Maximum Minimum
Deviation

Age 30.21 5.15 39 21

Years In Military 8.07 5.36 18 0

Undergraduate GPA 2.67 0.35 3.47 1.96

Months Since Under- 83.21 55.19 194 1
graduate degree

GRE-V 480.56 80.91 600 310

GRE-Q 655.00 71.31 750 500

GRE-Total 1135.56 121.86 1320 940

GMAT 507.60 96.20 622 405

Months Since Math 102.50 51.53 224 25

Math Credit Hours 10.79 3.74 17 2

Math UGPA 2.46 0.79 4.00 1.00

Engineering GPA 3.47 0.27 4.00 3.00

Soclo-Humanistic GPA 3.18 0.14 3.50 3.00

Analytical GPA 2.96 0.20 3.43 2.60

Cumulative AFIT GPA 3.23 0.09 3.32 3.05

"i
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Tabl e 7

Profile of Unsuccessful AFIT GEM Students

Variable Mean Standard Maximum Minimum
Deviation

Age 31.67 3.68 37 24

Years In Military 10.25 5.40 19 1

Undergraduate GPA 2.81 0.36 3.42 2.20

Months Since Under- 73.42 24.94 102 25
graduate degree

GRE-V 512.00 91.38 690 380

GRE-Q 624.00 87.20 740 490

GRE-Total 1136.00 135.34 1430 1010

GMAT 456.00 0.00 456 456

Months Since Math 93.27 26.88 135 44

Math Credit Hours 11.46 4.72 17 3

Math UGPA 2.88 0.72 4.00 2.00

Engineering GPA 3.40 0.27 3.00 3.86

Socio-Humanistic GPA 3.24 0.22 3.53 2.93

Analytical GPA 3.06 0.37 3.67 2.60

Cumulative AFIT GPA 3.24 0.20 3.71 2.98
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The means and standard deviations for the GRE and GMAT

scores were calculated using only the students who took each

test. The AFIT admission office had no record of 25 stu-

dents' having taken either a GRE or a GMAT test. A hundred

and forty students took the GRE test, and 48 students took

the GMAT. Nineteen students took both tests.

Seven GEM students never had calculus in their under-

graduate degree programs. These seven students were not

included in the means of the characteristics dealing with

previous mathematical background (time since last calculus

course, mathematical credit hours, and mathematical UGPA).

Four of the seven students who did not have calculus were

architects. Also, the student who dropped out of AFIT

before graduation was not included in the AFIT GPA means

(engineering GPA, analytical GPA, socio-humanistic GPA, and

cumulative AFIT GPA) because he completed only one quarter

at AFIT.

Frequency Profiles

The number of students and the relative frequencies for

each of the categorical characteristics were used to develop

six GEM student profiles (population, all successful, high

successful, middle successful, low successful, and unsuc-

cessful). These six profiles are presented in Tables 8

through 13.
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Table 8

Profile of the AFIT GEM Student Population

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 149 77.0
No 45 23.0

Rank
2LT. 17 9.0
1LT. 35 18.0
Capt. 123 63.0
Maj. 16 8.0
Lt. Col. 3 2.0

Source of Commission
USSA 34 18.0
ROTC 111 57.0
OTS 48 25.0
Other 1 1.0

Rated Officer
Yes 50 26.0
No 144 74.0

Previous Grad. Work
Yes 18 9.0
No 176 91.0

Type of Undergraduate
Degree

Electrical 19 10.0
Mechanical 31 16.0
Architectural 14 7.0
Civil 93 48.0
Industrial 14 7.0
Other 23 12.0

Advisor Advised In
Past 3 Years

Yes 142 74.0
No 51 26.0
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Table 8 (Continued)

Profile of the AFIT GEM Student Population

Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 114 59.0
Masters 79 41.0

Where Advisor Works
Eng. School 5 3.0
Log. School 158 82.0
CE School 30 15.0

Type of Thesis
Pure CE 117 60.0
Partial CE 30 16.0
Non-CE 46 24.0

Undergraduate College
USAFA 31 16.0
Other College 163 84.0

Number Of Courses
Transferred In

Zero 182 94.0
One 5 2.5
Two 5 2.5
Thi ee 1 0.5
Four 1 0.5

SOS
No 38 20.0
Residence 25 13.0
Correspondence 23 12.0
Unknown 108 56.0
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Table 9

Profile of Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 138 75.8
No 44 24.2

Rank
2LT. 16 8.8
ILT. 34 18.7
Capt. 113 62.1
Maj. 16 8.8
Lt. Col. 3 1.6

Source of Commission
USSA 33 18.1
ROTC 105 57.7
OTS 43 23.6
Other 1 0.5

Rated Officer
Yes 48 26.4
No 134 73.6

Previous Grad. Work
Yes 17 9.3
No 165 90.7

Type of Undergraduate
Degree

Electrical 17 9.3
Mechanical 30 16.r
Architectural 11 6.0
Civil 90 49.5
Industrial 14 7.7
Other 20 11.0

Advisor Advised In
Past 3 Years

Yes 138 75.8
No 44 24.2
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Table 9 (Continued)

Profile of Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 108 59.3
Masters 74 40.7

Where Advisor Works
Eng. School 5 2.7
Log. School 153 84.1
CE School 24 13.2

Type of Thesis
Pure CE 110 60.4
Partial CE 28 15.4
Non-CE 44 24.2

Undergraduate College
USAFA 30 16.5
Other College 152 83.5

Number Of Courses
Transferred In

Zero 172 94.5
One 3 1.6
Two 5 2.7
Three 1 0.5
Four 1 0.5
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Table 10

Profile of High Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 67 77.0
No 20 23.0

Rank
2LT. 4 4.6
1LT. 20 23.0
Capt. 57 65.5
Maj. 6 6.9
Lt. Col. 0 0.0

Source of Commission
USSA 20 23.0
ROTC 50 57.5
OTS 17 19.5
Other 0 0.0

Rated Officer
Yes 25 28.7
No 62 71.3

Previous Grad. Work
Yes 8 9.2
No 79 90.8

Type of Undergraduate
Degree

Electrical 9 10.3
Mechanical 11 12.6
Architectural 4 4.6
Civil 48 55.2
Industrial 9 10.3
Other 6 6.9

Advisor Advised In
Past 3 Years

Yes 71 81.6
No 16 18.4
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Table 10 (Continued)

Profile of High Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 50 57.5
Masters 37 42.5

Where Advisor Works
Eng. School 3 3.4
Log. School 76 87.4

* CE School 8 9.2

Type of Thesis
Pure CE 55 63.2
Partial CE 12 13.8
Non-CE 20 23.0

Undergraduate College
USAFA 20 23.0
Other College 67 77.0

Number Of Courses
Transferred In

Zero 83 95.4
One 1 1.1
Two 2 2.3
Three 1 1.1
Four 0 0.0
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Table 11

Profile of Middle Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 51 76.1
No 16 23.9

Rank
2LT. 8 11.9
1LT. 10 14.9
Capt. 41 61.2
Maj. 6 9.0
Lt. Col. 2 3.0

Source of Commission
USSA 10 14.9
ROTC 39 58.2
OTS 17 25.4
Other 1 1.5

Rated Officer
Yes 18 26.9
No 49 73.1

Previous Grad. Work
Yes 6 9.0
No 61 91.0

Type of Undergraduate
Degree

Electrical 7 10.4
Mechanical 16 23.9
Architectural 2 3.0
Civil 33 49.3
Industrial 1 1.5
Other 8 11.9

Advisor Advised In
Past 3 Years

Yes 52 77.6
No 15 22.4
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Table , (Continued)

Profile of Middle Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 41 61.2
Masters 26 38.8

Where Advisor Works
Eng. School 1 1.5
Log. School 57 85.1
CE School 9 13.4

Type of Thesis
Pure CE 41 61.2
Partial CE 10 14.9
Non-CE 16 23.9

Undergraduate College
USAFA 9 13.4
Other College 58 86.6

Number Of Courses
Transferred In

Zero 63 94.0
One 2 3.0
Two 1 1.5
Three 1 1.5
Four 0 0.0
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Table 12

Profile of Low Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 20 71.4
No 8 28.6

Rank
2LT. 4 14.3
iLT. 4 14.3
Capt. 15 53.6
Maj. 4 14.3
Lt. Col. 1 3.6

Source of Commission
USSA 3 10.7
ROTC 16 57.1
OTS 9 32.1
Other 0 0.0

Rated Officer
Yes 5 17.9
No 23 82.1

Previous Grad. Work
Yes 3 10.7
No 25 89.3

Type of Undergraduate
Degree

Electrical 1 3.6
Mechanical 3 10.7
Architectural 5 17.9
Civil 9 32.1
Industrial 4 14.3
Other 6 21.4

Advisor Advised In
Past 3 Years

Yes 15 53.6
No 13 46.4
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Table 12 (Continued)

Profile of Low Successful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 17 60.7
Masters 11 39.3

Where Advisor Works
Eng. School 1 3.6
Log. School 20 71.4
CE School 7 25.0

Type of Thesis
Pure CE 14 50.0
Partial CE 6 21.4
Non-CE 8 28.6

Undergraduate College
USAFA 1 3.6
Other College 27 96.4

Number Of Courses
Transferred In

Zero 26 92.9
One 0 0.0
Two 2 7.1
Three 0 0.0
Four 0 0.0
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Tabl e 13

Profile of Unsuccessful AFIT GEM Students

Variable Number of Relative Frequency
Students (percentage)

Married
Yes 11 91.7
No 1 8.3

Rank
2LT. 1 8.3
1LT. 1 8.3
Capt. 10 83.3
Maj. 0 0.0
Lt. Col. 0 0.0

Source of Commission
USSA 1 8.3
ROTC 6 50.0
OTS 5 41.7
Other 0 0.0

Rated Officer
Yes 2 16.7
No 10 83.3

Previous Grad. Work
Yes 1 8.3
No 11 91.7

Type of Undergraduate
Degree- Electrical 2 16.7

Mechanical 1 8.3
Architectural 3 25.0
Civil 3 25.0
Industrial 0 0.0
Other 3 25.0

Advisor Advised In
Past 3 Years

Yes 7 63.6
No 4 36.4
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Table 13 (Continued)

Profile of Unsuccessful AFIT GEM Students

. Variable Number of Relative Frequency
Students (percentage)

Advisor's Acad. Background
PhD 5 45.7
Masters 6 54.3

Where Advisor Works
Eng. School 0 0.0
Log. School 5 45.7
CE School 6 54.3

Type of Thesis
Pure CE 7 63.6
Partial CE 2 18.2
Non-CE 2 18.2

Undergraduate College
USAFA 1 8.3
Other College 11 91.7

Number Of Courses
Transferred In

Zero 10 83.3
One 2 16.7
Two 0 0.0
Three 0 0.0
Four 0 0.0
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The student who dropped out of AFIT did not have a thesis,

so the thesis and thesis advisor characteristics are missing

one case (student).

The population profile shows that no information was

available from 56% of the student records on whether the

students had taken SOS. Therefore, this characteristic was

eliminated from the study. A list of undergraduate colleges

and the number of GEM students who attended each is

presented in Appendix C.

Correlation Profile

The correlation profile was developed from the Pearson

product-moment correlation coefficients. This profile was

the result of a correlation analysis between the student

characteristics and the four achievement levels (high suc-

cessful, middle successful, low successful, and unsuccess-

ful). A correlation analysis requires the independent and

dependent variables be continuous; therefore, only the con-

tinuous scale student characteristics were used to create

this profile. The correlation profile is in Table 14. The

two-tailed significance level for each correlation coeffi-

cient was also included in the profile. If the significance

of the correlation coefficient was less than )r equal to

0.05, then a significant linear relationship existed.
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Table 14

The GEM Student Characteristics
Correlated With The Four Achievement Levels

Variable Correlation Significance
Coefficient

Age -.1968 .006

Years In Military -.2366 .001

Rank -.0111 .878

GRE-V .1103 .197

GRE-Q .2080 .014

GRE-Total .2060 .015

GMAT .1575 .285

Undergraduate GPA .0422 .559

Months Since Under- -.0216 .765
graduate Degree

Months Since Math .0160 .828

Math Credit Hours .2118 .004

Math Undergraduate GPA -.0230 .755

Number of Courses -.0379 .601
Transferred In
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Differences Between Profiles

Three statistical techniques (t-test, analysis of vari-

ance, and the cai-squared test) were used to test for signi-

ficant differences among the achievement levels, and the

successful/unsuccessful student profiles. The results of

the tests between the successful and unsuccessful profiles

are presented first.

Differences Between Successful/Unsuccessful Profiles

The t-test was performed to test the continuous scale

student characteristics for significant differences between

the successful and unsuccessful student profiles. Table 15

shows the results of the t-tests. For this research project,

if the two tailed probability for the t-value is less than

or equal to 0.05, then there was a statistically significant

difference between the successful and unsuccessful students

for that student characteristic. The F-value and its proba-

bility were used to decermine if the two variances were

equal or not. If the F-value probability was less than

0.05, then the separate variance estimate of t was used;

K: otherwise, the pooled-variance estimate for t was used.

f6.
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Table 15

t-Test Between Successful
And Unsuccessful AFIT GEM Students

Variable F-Value 2-Tailed t-Value 2-Tailed
Prob. Prob.

Age 1.41 .539 -1.93 .055

Years In Military 1.46 .297 -2.56 .011

Undergraduate GPA 1.27 .699 -0.59 .554

Months Since Under- 3.20 .035 0.40 .696
graduate Degree

GRE-V 1.15 .660 0.33 .745

GRE-Q 1.59 .247 1.72 .087

GRE-Total 1.37 .416 1.28 .204

GMAT 0.00 1.00 1.02 .313

Months Since Math 2.98 .059 0.50 .620

Math Credit Hours 1.48 .301 0.94 .351

Math Undergraduate 1.09 .958 -1.36 .175
GPA

Number of Courses 1.67 .343 0.38 .702
Transferred In

Engineering GPA 1.01 1.00 4.84 .000

Socio-Humanistic GPA 1.64 .391 3.49 .C01
I.

Analytical GPA 1.02 .862 4.09 .000

Cumulative AFIT GPA 1.54 .457 5.08 .000

i'.7
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The chi-squared test was used to test the categorical

student characteristics for statistically significant

differences. Table 16 shows the r.esults of the chi-squared

test. For this study, if the significance of the chi-

squared value is less than or equal to 0.05, then a statist-

ically significant difference exists between the successful

and unsuccessful profiles for that characteristic.I
The chi-squared test requires that the expected value

for each category be at least one. Therefore, categories

with expected values of less than one had to be eliminated

or combined with another category. Since the expected value

for a industrial engineering degree (type of undergraduate

degree characteristic) was equal to zero, the students with

an industrial engineering degree were placed into the

"other" degree category. The expected value for Major and

Lt. Colonel (rank characteristic), and engineering school

(where advisor works characteristic) were also equal to

zero, so these three categories were eliminated from the

analysis since they could not reasonably be placed into

another category.

Differences Among Achievement Levels

An analysis of variance was used to test the continuous

scale characteristics for differences among the academic

achievement levels.
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Table 16

Chi-Squared Test Between Successful
And Unsuccessful AFIT GEM Students

Variable Chi-squared Value Significance

Marital Status .82139 .3648

Rank 1.21413 .5449

Source of Commission 2.20296 .3324

Rated Officer .16316 .6863

Previous Grad. Work .01357 .9073

Type of Undergraduate 8.33008 .0802
Degree

Advisor Advised In 6.40218 .0114
Past 3 Years

Advisor's Acad. Background .09865 .7535

Where Advisor Works 10.09622 .0015

Type of Thesis .22607 .8931

USAFA/ Other Colleges .11534 .7341
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Table 17

Analysis of the Variance
For Achievement Levels

-* Variable F-Value F-Sign. Achievement Levels
Between Which

Differences Existed

Age 2.600 .0535 None

Years In Military 3.904 .0098 High - Unsuccessful

Undergraduate GPA .612 .6080 None

Months Since Under- .282 .8383 None
graduate Degree

GRE-V 1.682 .1737 None

GRE-Q 2.594 .0552 None

GRE-Total 2.160 .0956 None

GMAT .559 .6449 None

Months Since Math .107 .9561 None

Math Credit Hours 3.350 .0202 High - Low

Math Undergraduate .816 .4866 None
GPA

Number 'of Courses .097 .9619 None
Transferred In

Engineering GPA 53.385 0.0 High - Unsuccessful
Middle - Unsuccessful
High - Low
High - Middle
Low - Middle
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Table 17 (Continued)

Analysis of the Variance
For Achievement Levels

Variable F-Value F-Sign. Achievement Levels
Between Which

Differences Existed

Socto-Humanistic 96.475 0.0 High - Unsuccessful
GPA Middle - Unsuccessful

High - Low
High - Middle
Low - Middle

Analytical GPA 145.492 0.0 High - Unsuccessful
Middle - Unsuccessful
High - Low
High - Middle
Low - Middle

Cumulative AFIT 327.466 0.0 High - Unsuccessful
Middle - Unsuccessful
High - Low
High - Middle
Low - Middle
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Table 18

Chi-Squared Test Between
Achievement Levels

Variable Chi-squared Va"ue Significance

Marital Status 1.96179 .5804

Rank 6.65983 .3535

Source of Commission 6.11546 .4104

Rated Officer 1.87825 .5981

Previous Grad. Work .09034 .9930

Type of Undergraduate 27.33672 .0069
Degree

Advisor Advised In 17.04707 .0007

Past 3 Years

Advisor's Acad. Background .34144 .9521

Where Advisor Works 17.07164 .0007

Type of Thesis 1.93632 .9255

USAFA/Other Colleges 7.24041 .0646
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Table 17 presents the analysis of variance results. A

Scheffe posteriori contrast test was also performed, and

Table 17 shows which (if any) achievement levels were signi-

ficantly different. For example, there was a significant

difference between high successful and unsuccessful students

for the years in the military characteristic.

The chi-squared test was used to test the categorical

characteristics for differences among achievement levels.

Table 18 presents the results of the chi-squared analysis.

The three categories (Lt. Colonel, Major, and Engineering

School) eliminated in the successful/unsuccessful analysis

were also eliminated in this analysis. Also, the people

with industrial engineering degrees had to be placed into

the "other" engineering degree category.

Predictor Characteristics

Factor analysis and discriminant analysis were used to

determine which student characteristics available to the

AFIT Director of Admission would best predict success among

applicants for the GEM program. Factor analysis was used to

reduce the predictor characteristics to a smaller number of

uncorrelated factors. These factors were then used in a

discriminant analysis to determine which of the factors were

most important in discriminating between the successful and
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unsuccessful students. The factors most important in

discriminating between the successful and unsuccessful stu-

dents are the best factors for the AFIT Director of Admis-

sion to use to predict success among the applicants for the

GEM program. Several sets of factor and discriminant ana-

lyses were performed, and in each case the discriminant

functions only correctly classified approximately 60% of the

students. In an attempt to obtain better discriminating

functions, the individual characteristics were used in the

discriminant analysis. These discriminant functions

correctly classified approximately 80% of the students.

Discriminant analysis requires a data base to be com-

plete (no blanks in the data) for each variable used in the

analysis. Since all of the GEM students did not take both

the GRE and the GMAT, it was impossible to perform just one

discriminant analysis and still consider both the GRE and

the GMAT characteristics. Therefore, two discriminant ana-

lyses were accomplished: one with the students who took the

GRE and the other with the students who took the GMAT.

Also, each category of the categorical predictor charac-

teristics was treated as an individual variable in discrim-

inant analysis.

The seven students who did not have calculus in their

undergraduate programs were eliminated from these two

discriminant analyses because they were missing the data
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about mathematical background. Also, the 25 students who

did not take either test were excluded from these two ana-

lyses. These exclusions left 135 students in the GRE

discriminant analysis and 47 in the GMAT discriminant

analysis. The results of the GRE and GMAT discriminant ana-

lyses were inconclusive because the GMAT and GRE charac-

teristic did not enter the discriminant functions.

Since GMAT and GRE scores did not appear to be impor-

tant variables for predicting success, a discriminant

analysis was performed without these two characteristics.

All of the rtudents except the seven who did not have cal-

culus were included in this analysis. Table 19 presents the

standardized discriminant function coefficients for the

characteristics that entered the function. These coeffi-

cients are presented as absolute values. The predictor

characteristics with the largest coefficients are the most

important variables in discriminating between the successful

and unsuccessful students.

This discriminant function classified 87.17% of the

students into the correct group (successful/unsuccessful).

The classification table obtained from this analysis is

presented in Table 20. This table shows in what group the

function would have classified each student.
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Table 19

Standardized Dlscriminant Function Coefficients

Characteristic Discriminant Function
Coefficients

Age .81346

Years In Military .75368

Source of Commission .40578
(Aviation Cadet)

Architectural Degree .68048

"Other" Engineering Degree .32249

Undergraduate GPA .27484

Months Since Undergraduate Degree .74616

Math Undergraduate GPA .49904

Months Since Math .59115
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Table 20

Discriminant Analysis Classification

Predictor Group
No. of Membership

Actual Group Cases 1 2

Unsuccessful 1 11 8 3
72.7% 27.3%

Successful 2 176 21 155
11.9% 88.1%

Percent of Grouped Cases Correctly Classified = 87.17

For example, eight of the unsuccessful students were

correctly classified into the unsuccessful group; in the

other, three were incorrectly classified into the successful

group.

This chapter presented the results of the various sta-

tistical tests used in this study. The next chapter will

* discuss these results in detail.
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CHAPTER V

DISCUSSION OF RESULTS

This chapter provides a discussion of the results

presented in Chapter IV. The discussion is presented in

three parts: the student profiles, the differences between

profiles, and the predictor characteristics.

Student Profiles

The six profiles (population, all successful, high suc-

cessful, middle successful, low successful, and unsuccess-

ful) developed by means and standard deviations, and fre-

quencies provide useful information about the students who

attended the GEM program. When looked at individually,

these profiles are self-explanatory.

The correlation coefficients in the correlation profile

show the strength of a linear relationship between the stu-

dent characteristics and the achievement levels. The signi-

ficant correlations are presented in Table 21.

The correlation coefficients for age and years in the

military are negative, which means as the variable or stu-

dent characteristic increases, the academic achievement

level decreases.
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Table 21

Significant Correlations Between Student
Characteristics and the Four Achievement Levels

Variable Correlation Significance
Coefficient

Age -.1968 .006

Years In Military -.2366 .001

GRE-Q .2080 .014

GRE-Total .2060 .015

Math Credit Hours .2118 .004

For example, an older student would be expected to achieve a

lower degree of success at AFIT then a younger student.

Undergraduate math credit hours, GRE-Q, and GRE-Total had

positive correlation coeffi. 'nts; therefore, as these

characteristics increase, so does the degree of success at

AFIT.

It is important to remember that these five student

characteristics are the only significant "linear" related

characteristics. The other characteristics could be signi-

ficantly related to the achievement levels for some non-

linear relationship.

I8
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Differences Between Profiles

Three statistical techniques (t-test, analysis of vari-

ance, and chi-squared test) were used to test for differ-

ences between profiles. To test for differences, the

appropriate statistical technique had to be performed on

each student characteristic in the profiles. For each

characteristic tested, there was a five percent probability

of a Type I error. The repeated use of a statistical tech-

nique in an experiment increases the experiment-wide proba-

bility of rejecting a true hypothesis. For example, the t-

test was used to test the 16 continuous scale characteris-

tics for significant diffetences between the successful and

unsuccessful profiles. Sixteen t-tests were performed, each

having a five percent probability of a Type I error; there-

fore, the experiment-wide error was equal to 0.56: P(reject

Ho/ Ho true) = 1 - P(fail to reject Ho/ Ho true) = 1 - (1 -

0.05)16 = 0.56. Since the experiment errors could not be

controlled, it is important for the reader to realized there

was a greater than five percent chance of rejectinj at least

one true hypothesis in the tests for differences between

profiles.

Differences Between Successful/Unsuccessful Profiles

The t-test analysis found there were significant

differences between the successful and unsuccessful students
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for five of the continuous scale student characteristics.

The significant t-tests are presented in Table 22.

Table 22

Significant t-Tests Between Successful
And Unsuccessful AFIT GEM Students

Variable F-Value 2-Tailed t-Value 2-Tailed
Prob. Prob.

Years In Military 1.46 .297 -2.56 .011

Engineering GPA 1.01 1.00 4.84 .000

Soclo-Humanistic GPA 1.64 .391 3.49 .001

Analytical GPA 1.02 .862 4.09 .000

Cumulative AFIT GPA 1.54 .457 5.08 .000

The four characteristics dealing with AFIT GPAs were

highly significant, a finding which would be expected since

cumulative AFIT GPA was used in defining success. All four

AFIT GPAs for the successful students were significantly

larger then those of the unsuccessful students. Also, unsuc-

cessful students had significantly more years in the mili-

tary then did the successful students. The unsuccessful

students averaged 10.25 years in the military while the suc-

cessful students averaged only 6.80 years. The years in the

military characteristic is a puzzling result because the age
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and time since undergraduate degree characteristics were not

significant (although age was close, with a significance of

0.055). If both of these characteristics had been signifi-

cant, then this result could have been attributed to

academic staleness. Since no obvious reason exists for this

result, further research would be required to determine why

the time in the military characteristic is significant.

The chi-squared analysis showed that two of the thesis

advisor characteristics were significantly different. These

two significant categorical characteristics are presented in

Table 23. The successful students had a larger percentage

of advisors who had advised in the past three years than did

the unsuccessful students. Also, the thesis advisors for

the successful students were predominantly from the School

of Systems and Logistics, while a majority of the unsuccess-

• ful students had advisors from outside the School of Systems

and Logistics.

Possible reasons for these characteristics being signi-

ficant are provided below. If an advisor has advised in the

past 3 years, he should be knowledgeable about the current

thesis procedures and thus be in a better position to insure

a student completes his thesis on time.
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Table 23

Significant Chi-Squared Tests Between

Successful And Unsuccessful AFIT GEM Students

Variable Chi-squared Value Significance

Advisor Advised In 6.40218 .0114
Past 3 Years

Where Advisor Works 10.09622 .0015

The school an advisor works in is important because if an

advisor works in the School of Systems and Logistics he

should be more aware of how an advisee is progressing on his

thesis with respect to the other students than would an

advisor who works outside of the School of Systems and

Logistics. Since the majority of the students who did not

complete their thesis (unsuccessful students) had advisors
.1

outside the School of Systems and Logistics, it is possible

these advisors were not aware that their advisees were

behind schedule and would not finish a thesis on time.

Differences Among Achievement Levels

An analysis of variance established that six continuous

scale characteristics were significantly different among the

four academic achievement levels. Table 24 shows the six

significant characteristics obtained from the analysis of

variance.
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Table 24

Significant Analysis of the Variance
Tests For Achievement Levels

Variable F-Value F-Sign. Achievement Levels
Between Which

Differences Existed

Years In Military 3.904 .0098 High - Unsuccessful

Math Credit Hours 3.350 .0202 High - Low

Engineering GPA 53.385 0.0 High - Unsuccessful
Middle - Unsuccessful
High - Low

High - Middle
Low - Middle

Socto-Humanistic 96.475 0.0 High - Unsuccessful
GPA Middle - Unsuccessful

High - Low
High - Middle
Low - Middle

Analytical GPA 145.492 0.0 High - Unsuccessful
Middle - Unsuccessful
High - Low
High - Middle
Low - Middle

Cumulative AFIT 327.466 0.0 High - Unsuccessful
GPA Middle - Unsuccessful

High - Low
High - Middle
Low - Middle
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The Scheffe posteriori contrast test shows which of the

achievement levels are significantly different from each

other. This analysis established a significant difference

between the high successful and the unsuccessful students

for years in the military. The high successful students had

an average of 6.08 years in the military, while the unsuc-

cessful students averaged 10.25 years. As discussed ear-

lier, there is no obvious reason for this result.

A significant difference existed for the mathematical

credit hour characteristic between the low and high success-

ful students. The high successful students averaged 13.36

hours of mathematics while the low successful students aver-

aged only 10.79 hours. One possible conclusion about this

result is mathematical background (measured by mathematical

credit hours) has a positive effect on performance at AFIT.

Therefore, the more math a student had in his undergraduate

program, the better he would do in the GEM program.

The four characteristics pertaining to AFIT GPA were

significantly different among all of the achievement levels

except for the low successful and unsuccessful levels. This

result would be expected since cumulative AFIT GPAs were

used to divide the students into the academic achievement

levels.

Three categorical characteristics were found
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significantly different. These three characteristics are

presented in Table 25.

Table 25

Significant Chi-Squared Tests
Between Achievement Levels

Variable Chi-squared Value Significance

Type of Undergraduate 27.33672 .0069
Degree

Advisor Advised In 17.04707 .0007
Past 3 Year

Where Advisor Works 17.07164 .0007

The chi-squared analysis determines if there is a sig-

nificant difference among the achievement levels and the

categorical characteristics; however, it does not tell which

of the categories is causing the significant difference.

Further research beyond the scope of this study would be

required to determine which of the categories are not

independent of the achievement levels. The following is a

subjective observation about which undergraduate degree

might be causing the significant differences between

achievement levels. The percentage of the total population

of architects in the unsuccessful and low successful

achievement levels is much higher (by at least 15%) then for
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any of the other types of degrees. Therefore, one possible

reason for the significant differences between the types of

undergraduate degrees and the achievement levels is that the

architects do not perform as well in the GEM program as do

the other types of engineers.

The two explanations provided in the section for

differences between successful and unsuccessful students

with respect to the advisor characteristics (advisor advised

in past 3 years, and where the advisor works) are also valid

here for the differences among the achievement levels.

Those two possible explanations were (1) that an advisor who

had advised in the past 3 years is more knowledgeable of

current thesis procedures and (2) that an advisor who works

in the School of Systems and Logistics is more likely to be

aware of an advisee's progress on his thesis then an advisor

who works outside of the School of Systems and Logistics.

Predictor Characteristics

The discriminant analysis which used all of the indivi-

dual characteristics except GRE and GMAT established that

nine characteristics were important in discriminating

between the successful and unsuccessful students. These

characteristics are the best characteristics (based on his-

torical data) for predicting success among the applicants
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for the GEM program. The function created from these nine

characteristics correctly classified 87.17% of the students.

Table 26 presents the nine predictor characteristics in

order of importance.

The standardized coefficients represent the relative

contribution of the associated characteristic to the func-

tion. Therefore, the characteristics with the largest coef-

ficients are the most useful in predicting success at AFIT.

The sign of each coefficient designates whether the charac-

teristic is making a positive or negative contribution to

the function. Since the discriminant function coefficients

are based on standardized data, the interpretation of the

signs is beyond the scope of this study.

The aviation cadet (source of commission) characteris-

tic is not a very useful characteristic since the population

examined only had one student with this characteristic.

Also, this source of commission has not been available for a

long time, so the Director of Admission will probably not be

seeing any more students with this source of commission.

The purpose of this study was to provide the AFIT

Director of Admission and applicants for the GEM program

with the best predictors for success at AFIT, not to set or

recommend a policy for admission.
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Table 26

Standardized Discriminant Function Coefficients

" .Characteristic Ditcriminant Function
Coefficients

Age .81346

Years In Military .75368

Months Since Undergraduate Degree .74616

Architectural Degree .68048

. Months Since Math .59115

- Math Undergraduate GPA .49904

Source of Commission .40578
(Aviation Cadet)

"Other" Engineering Degree .32249

Undergraduate GPA .27484

These nine student characteristics are the best predictors

of success at AFIT based on the historical data used in this

study. Both the AFIT Director of Admission and applicants

for the GEM program should use these nine characteristics

only as they feel appropriate to determine a person's chance

of being successful at AFIT.
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

This chapter states the conclusions that can be drawn

from the results of this research and makes recommendations

for future research. Conclusions about the three research

objectives of this study will be presented first, followed

by some general conclusions about GRE and GMAT scores.

Recommendations for future research will be presented in the

final section of this chapter.

Conclusions

Research Objective One

To identify the characteristics present in successful
Graduate Engineering Management students which are not
present or are present to a different degree in the unsuc-
cessful students.

Seven student characteristics were found statistically

different between the successful and unsuccessful students.

These seven characteristics were years in the military, AFIT

engineering GPA, AFIT socio-humanistic GPA, AFIT analytical

GPA, cumulative AFIT GPA, advisor advised in past three

years, and where the advisor worked. Of the seven signifi-

cant characteristics, only the years in the military charac-
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teristic is available to the AFIT Director of Admission to

be used as a predictor characteristic. Therefore, based on

the characteristics examined in this study, it can be con-

cluded that no statistically significant difference (except

for years in military) existed between the successful and

unsuccessful students when they enter AFIT.

Thesis advisor characteristics appeared to be important

in determining whether a student was successful or unsuc-

cessful. Two of the three advisor characteristics examined

in this study (advisor advised in past three years and where

the advisor worked) were significantly different between the

successful and unsuccessful students. Successful students

had both a larger percentage of advisors from the School of

Systems and Logistics, and a larger percentage of advisors

who had advised in the past three years then did the unsuc-

cessful students. This result could cause new students in

the GEM program to pick only advisors who met these two cri-

teria; however, that would be a mistake for the following

three reasons. First, several of the successful students

had advisors that did not meet this criteria. Therefore,

some professors who would make very good advisors might not

have been considered just because they did not meet these

two criteria. Secondly, a few students had advisors who met

the criteria but the students were still unsuccessful. Hav-

ing an advisor who meets the criteria does not guarantee
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that a student will be successful. Finally, the new (1982)

School of Systems and Logistics policy regarding thesis

advisors might eliminate these significant differences with

respect to thesis advisors. The new policy requires a stu-

. dent who has an advisor that has not advised in the past

three years to also have a reader. The reader must be a

qualified advisor. Therefore, under this new thesis advisor

policy, a student would always have someone working with him

or her who has advised in the past three years.

As expected, a significant difference exists between

the successful and unsuccessful students with respect to the

four AFIT GPA characteristics (engineering GPA, socio-

humanistic GPA, analytical GPA, and cumulative AFIT GPA);

however, this result can be misleading. Cumulative AFIT

GPAs were not the reason for students being unsuccessful,

instead it was the fact that they did not complete a thesis

which made them unsuccessful.

Research Objective Two

To identify the student characteristics for each of the
academic achievement levels and determine whether or not
there are differences among these levels.

This research project found statistically significant

differences among the academic achievement levels for nine

of the student characteristics. The nine significant
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characteristics were years in military, undergraduate math

credit hours, AFIT engineering GPA, AFIT soclo-humanistic

GPA, AFIT analytical GPA, cumulative AFIT GPA, type of

undergraduate-degree, advisor advised in past three years,

and where the advisor worked.

Significant differences existed between the high suc-

cessful and unsuccessful students for years in the military.

The high successful students had an average of 6.08 years in

the military while the unsuccessful students averaged 10.25

years. No obvious reason was found for this result. A sig-

nificant difference was also found between the low and high

successful students for mathematical credit hours. The high

successful students had more mathematical credit hours then

the low successful students; therefore, it is possible that

mathematical background (measured by mathematical credit

hours) has a positive effect on performance at AFIT.

Although, a significant difference was found among the

achievement levels for undergraduate degree, further

research beyond the scope of this study would be required to

determine which of the degrees were not independent of the

*achievement levels. The conclusions presented earlier in

this chapter about the thesis advisor characteristics are

also valid for this research objective.
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r Research Objective Three

To identify which characterist4 c available to the AFIT
Director of Admission best predict success among applicants
for the GEM program.

Nine student characteristics were found to be good

predictors of success at AFIT. The nine characteristics, in

order of importance, were age, years in the military, months

since undergraduate degree, architectural degree, months

since math, math undergraduate GPA, source of commission

(aviation cadet), "other" engineering degree, and undergra-

duate GPA. These predictor characteristics are the best

predictors of success in the GEM program based on historical

data; therefore, further research into which characteristics

best predict success in AFIT graduate programs should be

conducted before making any changes to current AFIT admis-

sion requirements.

GRE And GMAT

In this study, GRE and GMAT scores did not appear to be

important in predicting success in the GEM program. Neither

GRE nor GMAT scores entered into the discriminant analysis

function; therefore, they were not important in discriminat-

ing between the successful and unsuccessful students. This

result is contradictory to the findings in the literature

review. Most of the studies in the literature review found
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at least one of the GRE scores (GRE-V or GRE-Q) to be impor-

tant variables for predicting success in graduate programs.

The GRE and GMAT scores were also not significantly dif-

ferent among the academic achievement levels (although GRE-Q

and GRE-Total were close with significances of 0.0552 and

0.0956, respectively). However, the correlation profile did

show that GRE-Q and GRE-Total scores were significantly

linearly related to the academic achievement levels. This

result conflicts with the discriminant analysis and the

results from the tests for differences between achievement

levels. A possible cause of this conflict might be the

manipulation of the database into the four academic achieve-

ment levels.

Recommendations For Future Research

The following is a list of recommendations for future

research.

1. If this study proves to be of value to the AFIT

Director of Admission and/or applications for the GEM pro-

gram, then similar studies for each of the other graduate

programs should be conducted to determine the best predic-

4J tors of success and to determine the differences between the

successful and unsuccessful students in each program.

98



-', _ . , : .. .:., . _ _ . - .~.

2. A further study on the GEM students should be con-

ducted in order to determine:

(a) Why the time in the military characteristic

was significant in this study.

(b) Which of the undergraduate degrees examined in

this study caused the significant differences among the

achievement levels.

3. Unlike civilian graduate students, Air Force stu-

dents do not necessarily have to apply for AFIT in order to

be considered for an AFIT graduate program. An Air Force

officer may be asked by Military Personnel Center if he or

she desires to attend AFIT; therefore, the desire to attend

AFIT (motivation) could be an important factor in a

student's being successful at AFIT. A research study should

be conducted to determine if a relationship exists between

the desire to attend AFIT and success at AFIT.

4. A study looking at several AFIT graduate programs

should be accomplished to determine the value of GRE and

GMAT scores in predicting success at AFIT.

Summary

This research project concluded that statistically sig-
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nificant differences did exist between successful and unsuc-

cessful students in the GEM program. Nine student charac-

teristics were also determined to be good predictors of suc-

cess. This study provides the AFIT Director-of Admission

- and applicants for the GEM program with information about

the performance of previous GEM students, so they can better

evaluate a future student's chance of being successful.
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DATA COLLECTION SHEET

Data set number AFIT CLASS
Age DOB Date Entered AFIT
Married t1- yes,O- no) Date Suppose to Grad.

____Years in Military TAFMSD
Rank (0- civilian, I- 2Lt, 2- ILt, 3- Capt, 4- Maj, 5-

Lt. Col. 6- Foreign student)
Source of Commission (1-USSA, 2-ROTC, 3-OTS, 4-Other)
SOS (0- no, 1- residence, 2- correspondence)

_____Rated Officer (1- yes, 0- no)
____GRE-V

GRE-Q
GMAT
Undergraduate GPA
Months Since UGD UG Graduation Date

_ _ Months Since Last Calculus Course Date
_____Math Credit Hours
_ _ Math UG GPA

UG College Name
Previous Graduate work (1- yes, 0- no)
Type of UGD (1-Elect,2-Mech,3-Arch,4-Civil,5-Indust,

6-Other)
Number of Courses Transferred In

Thesis Advisor
Advised Thesis In Past 3 Years (1- yes, 0- no)
Academic Background (2- PhD, I- Masters, 0- BS)
Field of Expertise
Where Advisor Works (.1- Eng, 2- Log, 3- CE, 4- Oth-er)
Type of Thesis (1- Pure CE, 2- Partial CE, 0- Non-CE)

Thesis #

Finished Thesis (1- On time, 2- Late, 3- Never)
Date

Graduated (1- On time, 2- Late, 3- Never)
Date

Deficiency (1- None, 2- GPA, 3- Class(s), 4- Thesis,
AI G5- 2&3, 6- 2,3,&4, 7- 3&4, 8- 2&4)

______AFIT GPA

1-___GPA for Applied Engineering Courses
GPA for Socio-Humanistic Courses
GPA for Analytical Courses
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APPLIED ENG. SOCIO-HUM. ANALYTICAL
Course HG QPT Course HG QPT Course HG QP

Course - Course Number
HG - Credit Hours and Letter Grade
QPT - Quality Points
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APPENDIX B

DATABASE OF AFIT GEM STUDENTS
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KEY TO DATABASE

Column (s) Characteristic

1 - 2 Age of Student

3 Married (O-no, 1-yes)

4 - 5 Years In Military

6 Rank (1-2Lt, 2-ILt, 3-Capt,
4-Maj, 5-Lt Col)

7 Source of Commission (1-USSA,
2-ROTC, 3-OTS, 4-Other)

8 SOS (O-no, 1-resid., 2-corresp.,
9-unknown)

9 Rated Officer (O-no, 1-yes)

10 - 12 GRE-V Score

13 - 15 GRE-Q Score

16 - 18 GMAT Score

19 - 22 Undergraduate GPA

23 - 25 Months Since Undergraduate Degree

26 28 Months Since Math

29 - 30 Mathematical Credit Hours

31 - 34 Mathematical Undergraduate GPA

35 - 36 Undergraduate College Attended

37 Previous Graduate Work
(O-no, 1-yes)

38 Undergraduate Degree (1-Elect,
2-Mech, 3-Arch, 4-Civil, 5-Ind,
6-Other)
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Column (s) Characteristic

39 Number of Courses Transferred In

40 Advised in Past 3 Years
(O-no, 1-yes)

41 Advisor's Academic Background
(2-Phd, 1-Masters, O-BS)

42 Where Advisor Works
(1-Eng, 2-Log, 3-CE, 4-Other)

43 Type of Thesis (1-Pure CE,
2-Partial CE, 3-Non CE)

44 Finished Thesis (1-On time,
2-Late, 3-Never)

45 Graduated (1-On time, 2-Late,
3-Never)

46 Deficiencies (1-None, 2-GPA,
3-Class(s), 4-Thesis)

47 - 50 AFIT Cumulative GPA

51 - 54 Applied Engineering GPA
-J

55 - 58 Socio-Humanistic GPA

59 - 62 Analytical GPA
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361173320500620 3.03071096092.000815113111113.463.603,603.00
220001200 3.09001042084,000304006201113.213203.332.80
270043210540720 3.47060090123.283204001311113.693.603.504.00
230001200 3.23003025154,000904001311113.383.203.503.20
250001200 2.03001018153.143302001311113.433,403.333.40
301073220540600 2.31094126091.330805001311113.293.603163.00
341124290 2,41145181131,23220601221113,724,003,673,40
291073200540730 2.42094126102.103404011211113.553.803.333.40
311113390560600 2.59054078163,422002001311113.774.003.673.60
291083300 3,57054121053,003516413111114.004.004.004.00
271093310520620 2,41054072111.723506002201113.263.203.502.80
301083121580650 2,68096108162.160106011221113,494.003.502.80
210001200 3.53000030163.003605006201113,943,804.004,00
280063121 3.60072084223.390106011221113.834.003.673.80
220001200 2.82001025143.073704006211113.113,403.172.80
321133311 2,94083106111.733004011221113.323.403.203.00
251032220520700 3.14049073181,943814201311113733,753.673.80
210001200560730 3.13001025122.500204006211113.063.203.003.00
311143310600710 2.51055073122.502205015101113,323,403.203.17
230002200 3.02003039173.182202001311113,433.203.333.60
241033190530730 3.57036054194.000104011211113.944.004.003.80
321123300 5743,06054078143,362604006201113.323.403.333.00
301073321 2.55097132141,363904014211113.744,003.673.80
310093110450720 2.34108132132.604006001311113,323.603.332.80
281063290590680 2.42072096121.754104011211114.004.004.004.00
291053291490620 2.79061085181.834214314211113.493.673.673.17
331103311 2.55132159172.002103011211113.724.003.433.83
301063221560570 2.51078102121.750804014211113.413.503383.33
331153300690740 2.26094114152.332604014212243.033.003.132.83
300063290610690 2,88073135133.384303014212243.253.003.293,33
301053220310650 2.71063 27113014211113.143.333.143.00
260032390400640 3.04051087151.672606014221113.323.003.173.43
291053200480660 2,32087116081.502706014211113.544.003.573.33
281063290530730 2.29077089100.674415117211113.944.003.834.00
281093390640710 3.59056068093.501901014221113,553.003.503.71
260043290 5863.14050074093.381004111201113.523.333.57340
271043290680740 2.59053089132.500904017211113.894,003.714.00
301083211670510 3.49099123153.333704011201113.773.673.574.00
301083191440710 2.32096114162.190104016201113.393.673.143.43
261043290470720 2,78049078123.3345040J3201113.894.003.883.83
251043190490700 2.26048090082.000106011201113.303,673.253.00
291043290460730 2.86060087132.501002014211113.604.003.503.50
261033190550590 3.23036054143.430104011201113.633.673.633.50
301073191400650 3,10084120093.000104011201113.684.003,503.67
291073290510730 2.77090126081,000803016201113.814.003,883.67
311112390660740 2.85042054072.431904011211113,684.003,633.50
271053220460760 2.31061097142.174602011211113.794.003.753.67
351113390 5232.65090106132.38t904011201 113.253.333.382.83
300063290 4702.42075114041.504802011211113.794.003.883.50
261042190440620 2.94051081163.000104011221113.954.003.884.00
280053290410730 3.57075093104.002301011211114.004.004,004.00
311073390540650 2.25099135102.004805014221113.053.333,003.00
270042190490620 3.26051075113.000104011221113,844.003.713.86
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V.! 241011290 3.42025061034.002203011312243.713.863.533.46
261043390 2.51061084083,002304012201113,644.003.293.54
301083210560730 2,99096133163.002414014201113.904.003.873.77
231022190400620 3.07025025113.000104012211113.854.003.653.77
250022290 4003.19042066153.532504012201113.613.833.183.77
321152390490650 2.16046078053.002604012201113.493.503.143,63
220001200450630 3.16001025113.700304004201113.743.713.454.00
250042200310640 2.48049065152.200204001311113.823.673.644.00
230022290 3902,79049049153.332704011211113.773°833.594.00
260043100520580 2.43048066142.840104014201113.874.003.713.81
210001200520640 3.87001024114.000304004201113.913.863.854.00
261032220 5502.26049059151.600204014201113.534.003.453,75
251022200350640 3.27037066163.750401012211113.924.003.714.00
250032100550740 3.04037061113.480104014201113.954.003.854,00
290083290480640 2.77097114172.800904014201113.954.003.854.00
240022300690640 3.10025049162.000604001311113,553.863.413.46
3311031904506405402.36121126142.380104011211113.773.833.594.00
361183310440500 2,38073085101.860704001311113.323,403.102.92
3410933005405804753.54058078122,100804007201113.493.573.413.00
241022100470620 2.90025025113,030104011211113,853.834.003.54
341102220520490 3.18036044034.000903001312243.303.333.503.23
251032200500540 3.08048090023,001003011311113.203.203,052,69
251032190470690 2.45037049142.410104001311113.744.003.643.81
301083191 5492.97096114133.800104014221113.733,803.503,77
230022190570750 2.95025037112.410104001311114.004.004.004.00
371193390590520 3.49073097153.382601001211113,493,573.363,00
301083220540660 2.20102121123.500812101313343.413.603.163.67
271063120540700 3.26072090083,500101012211113.683.673.573.57

291063211590680 3.21084109133,001004011111113.813.833.853.80
291083191500550 3.02096102132,800104004202243.183#383,002.60
311093221550570 2.94108135122.171104001211113.864.003.653.80
301053210360540 2.49072102092.001212216201113.343,332,733.25
220001200500580 2.88001018093.001306001311113.503.483.003.60
221001200440640 3.35001018092,001404001211113.613.563.433.80
371183310420670 3.11065078092.401501001323382.983.253.142.60
321133390 4143.16085102102.411501012211113.503.713.213,20
311093321480780 2.56117147104.000512201311114.004.004.004.00
311113390380730 2.94054080152.342806101313343.183.572.933.00
260032200440710 3.05049073124.001714201311113.143.503.003.00
341113291 2.58114 2903001311113.323.383.003.00
280032200 4052.79049090021.001803001311113.053.383.002,60
231022190420720 3.23025042143.440104013111114.004.004.004.00
231022190530770 3.01025037143.300104004211113.914.003.793.80
291053211440620 2.60073085152.001106006223343.193.433.003.33
311063221540710 2.45085106172.271914212201113.253.433.213.25
301073291500750 2.76078121102.003004001311113.653.863.534.00
220001200410700 3.73001006153.800204001311113.663.783.213.60
371193310 4562.66087109112.502004001313343.303.673.473.00
3611243105205304542.24156192132.232114001311113.764,004.003.20
220001200 2.82000025081.5031001311113.433,203.503.40
220001290 3.47001025143.572701014211113.233.203.173.40
251022220590650 3.24025049133.070404001311113.353.403.333.20
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310073390 2.38097135152.474901014221113.384,003.143.43
291073190 2.30087111172,640104013201113.573,673.503.50
271042190500640 2.93051087082.000104014211114.004.004,004.00
321083290530730 3.27099135042.005003014211113.844,003.883.67
270032290590670 3.07043063162,601704014211113,464,003,383.17
351113290660680 2.30145183092.770901011211113.633,673.753.33
341124391530670 2.73145164113.275102016201113;123.333.142.82
261053291500480 2.23061085151.673704016201113.593,673,483,57
281063290420640 2.17084106122.335202011211113.483,673.333.25
321083290600720 2.36120144082.005302011211113.303.673.173.121 301073291550650 3.22097121222.955402012201114,004.004.004.00
321073291570660 2.46090120162,250401016201113.874.003.793.88
38115429164q730 3.50144168112.670702016221113.654.003.583.47
3010732915307505762.51084126152.675505011211113.954,004.003.84

260032290560630 2,70049073162,505602011211113.543.673.473.40
3211433905306306142.43066090072.503004011211113.413.673,333.25

331093290 5482,27108140082.000504011211113.404.003.293.14
361134311 5622.50168192142.865705016201113.754.003.483.68
3211032905006004792,48121157161.505804011211113,784.003.713.71
251032290430750 2.81042066193.580402011211113.784.003.563.68
260032290570680 2,61049078111,691805011211113,754.003,623.73
3310632904805805112,74090114152.004905011211113.934.004.003.82
271053290 5162,93064096152,472606011211113,664.003,483.61
3210833905406005522.61102132201,605904011211113,683.673.813.50
210001200 3.33004028153,736002011211113.754,003.483.86
311093390 5482.50123147131.784714016201113.844.003.863.73
3110931915107305652.09099117153.240104011211113,404,003.333.00
230022290 5762.50029029112.006104011211113,463.673.423.26
220001290450760 3.42003033133.382104016201113,603.673,443.60
331104291410650 1.96135015282.503904016201113.884,004.003.68
220001290 3812.70004028152.521102016201113.403.673.143.41
341143390540550 2,61076097172.416201017202243.153.333.482.64
2700432906906306002.75057088172.600904015201113.614.003.863.14
291073290540790 2.45088112182.000204011211113.634.003.333,68
290073190430660 2.39084102162.840104011221113.754,003.623.88
291063391430760 2.41084109112.006301011221113.724.*003.713.59
291053291500650 2.64072108163.066402011211113.934.003.814.00
291063291520750 2.57073 0803011201113,704.003,223.89
321113191 5712.33132156153.184006011211113.614,003.713.32
3310832905007205832,25096132182.447604011211113.814.003,933.68
261042190550660 2,18048078102.000106011211113,614.003.673,40
401175291 6542.30216234052.005202011211113.444.003.523.24
341113191550590 2.54132156122,300106011211113.584.003.523.44
311083210760620 2.13102138161.500406011211113.824.003,833.73
381154291530710 2.60192216092.673906011211113.614.003.673.40
261043290 2,41061082182.220204013201113.683.503.813.56
321073290480570 2.50097157092,076503016201113.654.003.613.54
300083220620680 2,28096132122.005204011211113.814.004.003.56
2600422905380820 2.64054090103.006605011211113.844,003,833.76
321083200480540 2.81100 100609999336
261043291 2.61052064111.756704011201113.894.004.003.76
361173390420560 2,38124145122.160704011221113.374.003.333.12
271072291 2.58052088132.003001016201113.754.003.483.88
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381154310 5032.50148170101.502612011221113.614.003.673.40
301073391550690 2.26093 6802003201113.674.003.523.64
291043200550710 2.82055091123.756901011211114.004.004.004.00
341124320 5652.13150162152.337004011211113.954.004.003.88
331103220 4142.72127 7103001221113.094.003.172.64
3200732205206706472.43096133151.675504011211113.754.003.563.88
321123300490680 2.58115133061.502602011211113.744.003.723.60
271053191580690 2.63066097162.000104001221113.894.003.834.00
301073210 4892.40099116161.750204011211113.814.004.003.56
281063391680530 3.17080115093.000806011211113.754.003.623.76
311063391760760 2.57110128122.757202013221113.894.003.674.00
341124291460630 2.61151176122.250801011221113.774.003.503.84
391165191 6222.71194224092.334006011221113.254.003.003.12

" 381144210400570 1.96182182082,500302011211113.234.003.172.84
3010632017006506833.12073116202,007305016221114.004.004.004.00
301073211 2.56086122133.002005016221113.934.004.v03.864 2710531006908106472.99062110093.330101013221113.603.503.223.79
291053290 4752.30086104161.500214011211113.814.003.623.88
371163390490670 2.48110134112.002612011211113.514.003.223.50
3711343915106205212.37194203122.443212011211113.374.003.333.14
261053191540570 2,58062080163,000104016221113.614.003.563.50
2910831205607706122,76096128162.000106011211113,814.003.723.76
291063310 4912.38086122103.327402011211113.894.003.833.89
311083200 5642.28102138072.502404012211113.694.003.523,60
301063201560620 2.52072078102.001501016211113.494.003.613.33
381205411 6503.40036084124.000702011221113.463.503.673.24
2710532904806504892.35066085161.880204016211113,403.503.293.36
301063391 2.79089137204.007502016211113.554,003.393.54
321093210 4792.41110146101.503504012211113.614.003.673.40
291053390570710 3.13074116153.335502016211113.453.503.393.42
371144210410750 2.37170180162,253505016211113.313.503,393.14
361144220380600 2.63171 7606001221113.224.003.282.80
2310122005106605673,18026050083.505301001211113.894,003.674.00
3711342904505704832.94164188093.670804001211113.343,503.173.04
361124290620640 2.48146173073.001104001221113,574,003.673.39
371103300720680 2.58134166121.837704001211113,804.003.673.84
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.4

UNDERGRADUATE COLLEGES ATTENDED

BY GEM STUDENTS

College Number of Students

Air Force Academy 31
Arizona State University 9
Arlington State College 1
Auburn University 3
Bradley University 2
California State University 3
Case Western University 3
Catholic University of America 1
Clarkson College of Technology 1
Clemson University 1
Colorado State University 1
Duke University 1
Fenn College 1
Florida Technological I
Fresno State College 1
General Motors Institute 1
Geneva College 1
Georgia Tech. 1
Grove City College 2
Iowa State University 1
Kansas State University 5
Lafayette College 1
Leigh University 1
Louisiana Technological University 4
Lowell Technological College 1
Michigan Technological University 4
New Mexico State University 3
Newark College of Engineering 3
North Carolina State University 3
Northwestern University 1
Ohio State University 6
Oklahoma State University 4
Oregon State University 1
Penn Morton College 1
Penn State University 2
Purdue 1
Rutgers 1
San Jose State College 1
State University of New York 1
Sunny College 1
Texas A&M University 10
Texas Technological College 1
Texas Technological University 1
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College Number of Students

The Citadel 3
Tuffs University 2
Tulane University 1
Tuskegee Institute 2
University of Arkansas 2
University of California 1
University of Chattanooga 2
University of Detroit 1
University of Hawaii 1
University of Illinois 4
University of Kansas 1
University of Kentucky 1
University of Massachusetts 2
University of Miami 1
University of Missouri 4
University of Nebraska 1
University of New Hampshire 4
University of Pittsburg 1
University of Portland 1
University of Puerto Rico 1
University of South Alabama 1
University of South-West Louisiana 1
University of Tennessee 1
University of Texas 1
University of Virginia 1
University of Washington 2
University of Wisconsin 3
University of Wyoming 4
Utah State University 5
Virginia Military Institute 9
Virginia Polytechnical Institute 2
West Point 3
West Virginia University 2
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