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CHAPTER I
. INTRODUCTION

The United States Air Force has been a leader in
the design, development, a. management of new technologies
throughout its history, | The evolution of military air
power has been parilloloa br a growth in the size and
complexity of the Air Force. By consistently exploiting
the military_ applications of technological advan&os, the
ﬁir‘ Force has been able to counter the threats posed by
potantial adversaries and increase its own capability to
support the national objectives of the United States. In
meeting this challenge, the Air Force has made a strong '
commi ttment to advanced tochnical and management education.
The Air Force Institute of Tochno)ogy (AFIT) is a concrete
example of‘ that committment. Thrdugh AFIT’s programs,
military officers and civilian employees of the Department
of Defense ar§ sponsored ﬁn both undergraduate and graduate
level programs in management, engineering, and other
related disciplines.

A!though AFIT aoministers A wide range of
educational programs, iti in-residence master’s degree

programs are of particular interest.




Tﬁoso programs are designed to give selected
officers the ability to analyze and solve complex
technical! and managerial problems faced by the Air
Force and the Department of Defense. (Uni ted
States Air Force Manual %0-5, Volume 1, para 4-9
(a), 1981

This ur que emphasis provides students with many of the
skills necessary for successful performance at the higher
Tevels of the Air Force organization and opens carser
opportunitiss for them, Thus, both the 3ndividual students
and the Air Force behofit.

Class size limitations, and the need to maximize
the return on its investment require the Air Force to
employ a selective admissions policy. Only those officers
whose academic abilities, motivation, and job performance
indicate a high probability of success are admitted to
AFIT’s master’s degree programs, To differentiate between
those students who are likely to succeed and thuse who are
not, AFIT has ostablisﬂod basic eligibility criteria.
Minimum .roquiromonts vary somewhat from program to program
but, in general, AFLIT requires an undergraduate
grade-point-average (UGPA) of 2.5 or better (on a 4.0
scale) and Graduate Record Examinations (GRE) Verbal, and
Guantitative scores totalling 1000, or a Sraduate
Management Admiszsions Test (GMAT5 score of 300 or better
(Air Force Institute of Technology, 1982).

Undergraduate grade-point-averages have been widely

used as eligibility criteria in graduate and professional

2
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schools, ~ However, in recent vears, grade inflation, a wide

range of grading practices, and the advent of
non-tradi tional degree programs has made this index
increasingly ‘difficult to interpret (Knapp and Hamilton,
19?8), .As a result, the use of other indicators, and
especially the use of stahdardized tests sﬁch as the GRE
andAGMAT, has become more and more important.

Professioﬁa]ly prepared standardized tests can
provide valuable information about the skills and aptitudes
of potential graduate students. Information about the
distribution of test scores for recent examinees is made
available to graduafe schools by> test puin#hers. This

enables graduate school admissions départments to evaluate

‘students from a wide wvariety of backgrounds on a common

scale, and to comparé the performance of each individual
with national aver;ges.

When test scores are used to differentiate between
applicants, an underlying assumption is that they measure
attributes that are strongly related to academ}c
performance. Another assumption is that scores occur in a
continuum and can be ranked. Following this logic, it is
further assumed that higﬁ scores indicate high potential,
average scores indicate average potential, and low scores

low potential,
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These assumptions may or may not be valid. The
degree to which they are valid in predicting success in 3
specific situation is a critical concern. Many factors can
influence the accuracy of such predictions, but they can be
reduced to the test itself, individual differences, and
differences in how "success" is defined.
A test cannot be valid in general; it is valid
for a purpose. Indeed, a test may be both valid
and invalid. For example, skill in algebra may be
a valid predictor of science and math grades, but

it may not be valid for history or english. (Gr.en,
1981)

Green’s point is wel) ta;en. A test must measure pertinent
skills if it is to be useful, The relationship between a
predictor and a criterion (measure of success) is expressed
in terms of the predictor’s criterion-related validity.
Test wusers must have evidence of the criterion-related
validity of the test to insure that their decisions are
based on relevant information.

There is also another issue. Those involved with
the use of tests for selection must be aware of sthical
considerations. In an effort to establish some ethical
guidelines +for test users and publishers, the American

Psychological Association published a handbonk entitled:

Standards for Educational _and Psychological Tests and
Manyals (1946)., Its purpose is to provide a common

framework for evaluating tests and test materials. The
reason for its develooment follows:

4




Almost any  tegt can be wuseful for some
functions and in some situations, but even the best.
test can have damaging consequences iif used
inappropriately. Therefore, primary responsibility
for the improvement of testing rests on the
shoulders of test wusers.(American Psychological
Association, 1984, p.&)

This general admonition was followed with a more specific
o v
discussion of the criterion-related validity issue,

Local collection of evidence on
criterion-related validity is frequently more
useful than puyblished data . . . In cases where
criteria differ from one locality to another or
from one institution to another, no published data
can serve all localities. For example, the
validity of a certain test for predicting grades at
a college with a unique Kind of curiculum may be
quite different <from the published validity of the
same test that was based on more conventional
colleges. (American Psychological Association,
19646, p.13 : :

Of course it can be argued that untif the criterion-related
validity of a test has .beon dempnstraﬁed for a specific
purpose, a user cannot ethically rely oﬁ publishod'data.

This type of argument, along with.practicil conc;rns about

the effectiveness of the GRE and GMAT as predictors, has

led many graduate schools to sponsor local validity

studies. The Educational Testing Service (ETS), developer
and publisher of the GMAT and GRE has been even more
specific in its recommendafions.

It is incumbent on any institution using GMAT
scores in the admissions process that it
demonstrate empirically the relationship between
test scores and measures of performance in its
academic program. (Graduate Management Admissions
Council, 1982)
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All parties to the development of the Graduate
Record Examinations (3SRE) Program, from the outset,
have recognized the need for empirical evidence
regarding the predictive validity of the GRE tests
and other preadmissions variables. (Wilson, 1279)
Independent researchers have reached similar conclusions:
Each professional schoo!l should carry on
continual research on the effectiveness of its
selection procedures and various other aspects of
its total program. Selection procedures need to be
empirically wvalidated, since one cannot assume that
they will be effective in one situation if they
have been so in others. <(Furst, 1930)

Practical consideration are very important. The
value of any selection instrument is directly related to
the savings it provides the 6rganization. According to
AFIT’s 094CR financial report for 1981, the average costs
for sponsoring g¢graduate students in the Engineering and
Logistics Management Schools were $82,892.48 and $467,258.466
respectively (Air Force Institute of Technaology, 1981).
There are many ways to view this investment, but no matter
what your perspective is, it is reasonable to assume that
the Air Force gains more from graduates than non—graduates.
I you view 'non-graduation as a total loss, it is evident
that even a small improvement in the selection procedure
could result in significant savings,

When tests are wused in the selection process,

it should be on the basis of demonstrated

improvement in the selection with the test score

over selection without the test score. (Womer,
1948, p.S7
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Local wvalidity studies can {urniSh this information and may

also point out better wayi' of combining the various

pfodictors. A . tailor-made prediction model can be

developed for a particular situation,

Admissions eligibility criteria can become

‘outmoded. 1¥f ¢this happens the efficiency or the selection

-proceés can be seriously affected.

A test with significant criterion-related
validity five or ten years ago may not have the

same relationship today. This will be
particularily true whenever there is any change in
the criterion., A coilege that becomes more

selective " over a period of years may change its
grading practices enough to alter the predictive
validity of a college aptitude test., (lWomer, 1948,
p.41> . .

Problem statement

GRE and GMAT test scores are used in determining
the eligibility of candidates for AFIT’s resident master’s
degree programs in the School of Systems and Logistics and
in the School of Engineering., While other factors are also
considered, GRE and GMAT test scores are heavily weighted
by the AFIT Registrar’s staff,

Simply stated, the problem is that the
relationships between the various indicators of student
potential and academic success in these programs have not
been demonstrated. More specifically, the ualiditf'of the

GRE and GMAT as predictors of academic performance for most

‘>
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of these programs has not been established, nor has the
validity of existing selection procedures been analyzed.
Empirical research is clearly called for. Until this
research 'is accomplished, no basis exists faor criticizing
or endorsing AFIT evaluation procedures. All we can say
conclusively is that we do not Know whether or not the
evaluation pfocoss is accurate. An empirical study may
provide support for the AFIT Registar’s selection process,
including its use of GRE and.GMAT scores, or it may suggest
that other methods could be more useful. In either case,
it should furnish a basis for evaluating past, present, and
future admissions practices.

The ﬁrimary purpose of this study is to evaluate
the criterion-related validity of the GRé and GMAT and
other variables as predictors of success in AFIT resident
master’s degree programs. Tq establish a basis for
comparison, the wvalidity of the prosént selection process
was investigated. Finally, . prediction models were
developed and their effectiveness compared with the

historical accuracy of AFIT admissions decisions.

Backaroynd
The criterion-related wvalidity of the Graduate
Record Examinations (GRE) and Graduate Management

Admissions Test (GMAT) in predicting student success in
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graduate schools has been the subject of many sfudies.‘ The

GRE has Eecome firmly estab{isbed as a device for

evaluating the relative academic potential of progpect}ve

graduate stud§nts throughout a wide range of academic

disciplines. The GMAT, which is designed for use by
- business and management échools, has alsoc become an
important tool in graduate student selection (Hecht and
Powers, 1982). Both tests have known reliability, and are
general enough to measure the knowliedge, aptitudes, and
skills of a wide variety of individuals from different
educational backgrounds (Educational Testing Sefvico,
1981).

The GRE and GMAT are standardized tests with norm
and scale scores, Standardization refers to the
administration, apparatus, and scoring methods associated
wi th the use of the measurement device. Educational
Testing Service (ETS) insures *hrough carefully controlled
formal administration procedures, that each time a test is
given the same <=pecific steps are followed by the test
proctor., Each version of a tes" is identical in appearance
to other wversions of the. same test. Each has the same
number of questions, the same type of answer sheets, and
each follows the same format. Each version is anal'yzed to
insure its. content parallels that of other versions

" (Educational Testing Service, 1981).




The term “scaled score” as it is used by ETS.
refers to the practice of using a reference group to
establish a3 scale aQainst which the performance of
subsequent examinees can be measured. Accorging to ETS,
the reference group for the GRE consisted of a large group
of college seniors Ffrom eleven undergraduate institutions
who took both the GRE verbal aﬁd quanti tative subtests in
1932. The mean score for this entire group was set to
equa! S00, and a standard deviation was set ot 100,
Through statistical manipulation of test score data, ETS
sets the means and standard deviations of subsequent groups
of examinees to the same parameters. ETS asserts that
comparisons between the scores of two (or mori) examinees
is vseful and valid when consideration is given to errors
of measurement. That is, ETS is careful to paint out that
small differences in test scores are relatively
meaningless (Educational Testing Service, 1981),

Tests, Jlike other tools, are designed with specific
purposes in mind. As an aptitude test, the GRE is designed
to measure the effects of learning that occurred over »

relatively long period of time under relatively

uncontrolled condi tions. Its purpose is to predict

performance. This can be contrasted with the use of
achievement tests to measure the learning and skills that a

person has acquired in a more structured formal setting

10




¢(Anastasi, 19?&, Educational Testing Seruiée, 1981, Thé
GMAT, which measures knowiedéo in a spocific area to a
greater extent than the GRE‘doos; is more‘o+ an achievehent
test than an aptitude test. It is‘important to realize
tﬁat there is no absolute distinction between the two types
of tests, since similar items appear in both. The
distinction .is‘ bésed on the use. of the scores from the
tests rather than any inherent dfffebonces in the tests
themselves. |

Both the GRE and the GMAT are ‘divfded into
subtests. The GRE has  three subtosts; verbal,
quantitative, and analytical. The analytical subtest was
added to the GRE in 1977, and scores for it have been
reported since 1978, ETS cautions that this test should
not be used +for decision hikfng uﬁtil fts validity can be
demonstrated. The analytical test is'dosigned to measure
an  individual’s ability to reason in a logical w#y, to
roach» sensible conclusions, and to identify the important
factors in a siiuation. The purposes of the verbal and
quantitative subtests are to measure aptitudes in those
areas. The GMAT contains subtests in only the verbal and
quantitative areas.

On the surface, quantitative measures are easier to
interpret than subjective measures. Thoy fit more easily

into decision criteria formulae. Certainly, it is easy to

i1




pick the higher of two scores. It is much more difficult
to make a decision based on individual traits such as
motivation, persistence, 'and maturity, though most pecple
would agree that these factors contribute to an
individual’s performance. In fact, subjective appraisals
have been shown to be less effective than decisions based
on statistical measures in many circumstances because of
variability among raters and di fferences in criterion
definitions (Sawyer, 1944). In addition, qﬁantitatiuo
measures tend to lend credibility to a selection process
(Furst, 1930, Marston, 1971). In termes of practical
results, the use of test scores has, in general, improved
the efficiency of many organizations both inside and
outside the educational arena (Travers, 1934).

A substantial body of research deals wigh the
effectiveness (or ineffectiveness) of the GRE as a
predictor of success in graduate education. Simi}ar
research of the GMAT is 1imited by comparison. Criticisms
of the predictive wvalidity of the GRE and the GMAT have
centered around the low correlations that have been found
in studies of the relationships between these predictors
and the criterion of academic success as measured by
Qraduate grade-point average (GGPA). The key factors

contributing to the low correlations are explored below.

12




Reliability

The concept of test reliability deals with the

accuracy of the measurement.

In its broadest sense, test reliability
indicates the extent to which individual
differences in test scores are attributable to
*truye" differences in the characteristics under
consideration and the extent to which they are
attributable to chance errors. (Anastasi, 1976)

The Educational Testing Service is responsible for
developing ~and managing the GRE and GMAT programs., ETS has
consistently demonstrated that the reliability of both
tests is above .90 (Hecht and Powers, 1992, Educational
Testing ' Service, 1981). AsS pointed out by Cureton,
reliability is a necessary prérequisite for meaningful
validity <(Cureton, 19350). For the purpose of predicting
student performance in graduate school, a nigh measure of

reliability increases our confidence that a given

prediction is meaningful.

Validity

Validity is concerned with what tests measure. In
genersal, it can be described as the usefulness of the
measurement., Criterion-related validity, the central
concept in prediction, is a combination of two of these;
concurrent validit? and predictive validity.
Critorion-rtlatod validity emphasizes the relationship
(i.t;; correlation) between a test score (predictor) and

13




some other measure of behavior, the criterion of success
(Womer, 1968). The criterion of success is some future
performance that is of interest. When considering
prediction of academic performance, the criteria of
graduate grade-point average and graduation/non-graduation
haug frequently been employed., These criteria, and others,
are used to improve the accuracy with which schools select
students that ar2 likely to succeed (Womer, 1948).

Brogden demonstrated that the correlation
coefficient represents *he proportional improvement in
selection that results +from the use of a predictor over
what would be expected in a selection based on the
criterion alone. He interpreted this "as showing that the
correlation coefficient is a direct index of predictive
efficiency"” (1944) ., Brogden argues convincingly that
decision makers should consider the improvement in
selection obtained through the use of predictors in light
of the costs associated with obtaining and interpreting
them. Brogden‘s point is that the users of a test are
reiponsible for validating its v ility in both economic and
predictive terms. Qomor makes the same argument. In
discussing the use o0f standardized tests in selection, he
states: "The development of local validity studies is the
best possible approach ¢to critzrion-related validity.®

(1948, p.é1)

14




If any positive correlation between the predictor
and the criterion is -achiquod, predictions based on the
predictor will be more accurate than r;ndom chance.
Al though decision . makers ‘would prefer perfecf pr?diction,
validity coefficients are wusually less than 40 in
. practice (1948, p.é1). Traxler noted that:

_ In view of the restricted range of talent
usually represented in correlations between test
scores and marks at the graduate level,
correlations in the neighborhood of .50 may be
regarded as satisfactory., (19352, p.47&)

Validity coefficients abe'largost in groups that éncompass
a wide range of ability levels. In groups where the range
of ability is narrrow, validity coefficients tend to be
Tow. As the range of abilities in a‘group becomes narrower
and narrower, it become progrossiu;ly more difficult to
differentiate Dbetween mgmbers, of the group <(Chronbach,
1970).

This phenomenon is Known as restriction in rango..
The selection process itself contributes to the problem.
As products of successively more and more str{ngent
screeenings, graduate students form a group that is very
homogenous compared to the population as a whole. The
difficulty in achieving success at higher and higher lesvels
increases, compensating somewhat for the iffects of

restriction in range. Even so, the usual pattern is for

correlation coefficients to decrease as groups become

13




smaller and more homogenous. In discussing t?o effects of
restriction in range on prediction studies, Furst and
Roel s stated:

Much of the so-called inconclusiveness has come
from Jow correlations and these, in turn, from
persisting conditions, especially restrictions in
range owing to selective admissions and attrition.
(1979, p.147)>

Another factor that tends to reduce wvalidity
coefficients is compensatory admissions practices. UWhen
students are admitted to graduate school dospfto low test
scores, it is usually because the tchool_is aware of other
factors that compensate for the test scores. ror instance,
students with 1low test scores may be admitted on the basis
of strong JGPA’ s, 1+ this happens often enough,
correlations between GRE scores and GGPA for the body of
students are likely to be lower than they would have been
had selection been based on GRE scores alone. To the
extent that compensatory admissions practices are used,
validity coefficents will  be reduced (Livingston and
Turner, 1982). Robertson and Nielsen (19461) noticed the
same effect in their stud}.

All of this is not meant to suggest that ndmissions'
officers should use GRE or GMAT scores exclusively as
selection criteria. Other factors may indeed be very
useful, they are commonly wused in combination with test

scores. According %to Chronbach (1970), the addition of
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other relevant factors to a prediction model will general]?

- improve validity coefficfents.

Analytical methods
| Prediction is either statistical or clinical.

Statistical prediction uses data on past performance of
groups to predict future performance. Clinical prédiction
is Judgemental, and may 5@ based on theoretical
cpnsideratibns (Sawyef, 19éé). According to Thorndike, the
clinical method’s éﬁly advantage is that it:

permits combination of scores in other than a
linear manner. It permits a2 maximum of flexibilty
in that any pattern, no matter how complex or
unique, may Dbe recognized and weighted. For this
extreme flexibility to be an advantage, it is
necessary (1> that special patterns and
combinations of tests, not well represented by a
l'inear combination of scores, be important for
success on the job and (2) that there be clinicians
available who have the insight teo discover those
special patterns and the skill to recognize then
whenever they appear. We may well be skaptical on
both counts, but especially on the second. It
represents a severe demand on a clinician‘s insight
to expect him to discover better ways of using test
scores than will be given by the best 1linear
combination of those scores, and. then to be
consistent in identifying and interpreting those
patterns when they reappear. (1949, p.201)

Statistical prediction - techniques involving
multiple regression and/or the use of correlation
Eoefficients have been wused in all‘but one study reviewed
in this report. By collecting data on seoeral.predictor

variables and using stepwise regression or factor analysis,
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researchers obtain information about the relative
contribution of wvarious predictors to the model. Often,
those measures identified as the strongest contributors
were entered into the mode! with no woightsAapplied to
them. This practice is known as unit weighting.

Jensen pointed out that:

Given a set of predictive measures from which

it is desired to predict graduate scholastic

achievement of different groups, equal powers of

prediction should not be arbitrarily given to each

or any combination of these variables. Empirical

tests should first be made to ascertain differences

in group performance based on the predictive and

criterion variables and data weight derived for

each member of the predictive team (1953, p.328).
By the term “predictive team", Jensen is referring to the
group of predictors the researcher considers to be
logically related to performance in the criterion. His
argument against arbitrary weighting of predictors is
sensible, especially when techniques such as multiple
linear regression, which asgsigns weights statistically, are
available.

Two studies, Madaus and Walsh (19433, and Covert
and Chansky (1977), set out to determine optimal prediction
models by dividing large groups into smaller, more specific
ones. Through this aporoach they sought to demonstrate
that the performance of different groups of people can be
best predicted using different prediction models. Their

hypothesis was that alternate weighting strategies, based
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on the characteristics of subgroups would be more effective
thah simple unit’weighting. Their efforts were successful.
Even though the need for 'research in optimal predictor
weighting sfrateéies had begn called for by Jensen (1953,
efforts to do so have .been 1imited (Covert and Chanskf,
19?272>.

Data collection s statistical (or mechanical) if
rules can be prescribed to insure that clinical judgement
is not involved., Selféreported and clerically obtained
data including psychometric tests, biographical data, and
gradi reports are examples of statistical data. Interviews
and judge‘’s ratings, bunless sfrict]y limi ted to recording
pro—specified characteristics are cliniqal in nature
(Sawyer, 1944),.

Once data 'of either type are collected, they are
cbmbined in prediction models through step-wise regression

.or other statistical techniques. These methods identify
the predictor with the highest _correlation with the
criterion and build the prediction model around it. 1In a
step-by-step process the relative contribution of each
predictor to the model is evaluated,.and thé predictors are
added. to the model in order of their contribution. Once
the model cannot be improved through the addition of
anothef predictor, the protess is complete. Sawrer noted

that when data are collected by both the statistical and
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the clinical me thods, the advantages of statistical
combination is the g¢greatest. In addition, he found that:
*The present analysis finds the mechanical mode of
combination always equal or syperior té the clinical

mode..."” (1964).

Predi r

The literature on validity studies makes it clear
that there are nearly as many approaches to prediction as
there are researchers. Al though this ;oction focuses on
the role of predictors, some discussion of criterion
measures and research methodology is inevitably included.
Depending on the goals of a particular study, a wide range
of predictors have been employed.

Thacker and Williams (1974) reviewed twelve studies
of GRE predictive validity which spanﬁod the period from
1937 to 1970. In ten of the twelve studies GGPA was the
primary criterion wvariable. One study <(Robertson and
Nielsen, 1941) wused <faculty ratings, and  another (Law,
1960) used pass/fail doctoral comprehensives as the
criterion. Six of the ten studies using GGPA as the
criterion found correlations that were either not
statistically significant, or were too low to be used
effectively in prediction. '

Based on these results, Thacker and Williams~
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conclusion lthat the criterion o? GGPA ,is of doubtful
predictive wvaluye is hot Qurprising.  Other researchers,
including Marston (1971) ‘and Nagi ¢1975) have come to
similar conclusions, Thacker and Williams reported that
the limited range and inherent uariabilityl bf the GGPA
criterion were partly responsible for this findingf They
also noted thatz"thg use of other measurement criteria has
not consistently yielded Iimproved correlations® (Thacker
and Williams, 1974) Given the relatively small sample
sizes (N was less than 50 in three of the five studies),
and the 1likelihood that other faétors alse influenced the
size of the corrslations, this conclusion is  not
surprising.

Using faculty ratings as the criterion of success,
Rober tson and Nielsen (1961) arri;ed at the same
conclusions. In. their study, nine faculty members each
rated fiffy sfudents aﬁcording tc their perceptions of‘the
students’ ability to <complete a psychology doctoral
program. The ratings were then combined to form a
composi te score for each ratee. The mean GRE‘ score
correiatod with this criterion .27 at the .05 level of
significance, The authors concluded that the results were
too weak to De used in prediction, However, the

combination of mean GRE scorez and UGPA in hath/s:ionce

. courses correlated .44 with the criterion at the same
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significan;o level, indicating that the combination cf the
two was 2a better predictor than was the GRE alone. UWhile
this supports Chronbach’s observation that increasing the
number of predictors will generally increase correlations,
it is important to note that Chronbach was referring to a
general outcome of adding more variables (information) to a
regression model!, not a specific situation (Robertson and
Nielsen, 1941, Chronbach, 1977).

Nagi used the GRE as a prodi?tor of a dichotomous
criterion: completion/non-completion - of a doctoral
education program, He was unable to find any significant
correlations, despite his use of a2 sample which included
thirty non-graduates as well as thirty-three graduates
(197%). You might expect that the inclusion of the
non-graduates would increase the the heterogeneity of the
sample and therefore the siio of the correlations aéhiovod.
However, this strategy was ineffective. ‘Since the
non-graduates were ggig;;gg for the program, their

scores on the predictors were similar to the scores of

. those who completed the doctoral program. The study may

also be criticized for its small sample size, which may

have prevented it from achieving more conclusive results.
Camp and Clawson examined the predictive validity

of the GRE with respect to the criterion of GGPA. They

obtained a correlation of .24 for the total GRE score (the
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sum 54 the GRE verbal and quantitatiu#ksuotest scores), and
a correlation of .27 at.the .01 significance level for the
verbal subtest alone. They concluded that the results were
ﬁot gtrong .enough to be useful in predicting success for a
grbup such as the 135 Master of Arts -in Counseling
candidates they studied (Camp and Clawson,il979). However,
in view of Brogden’s (1944 finding that even small
improvements in selection can result in signifiﬁant
benefits to the organization, it -appears that Camp and
Clawson's conclusion was premature. Many studies can be

criticisead on the same grounds.

_Selegtidn based on cut-off scores

To determine the effectiveness of the GRE in
discrim}nating be tween successful ;nd unsuccessful
studenti, Borg {1963 used a dichotomous criterion.
Students were Jjudged successful if their GGPA was equal to
or greater than 3.0, and unsuccessful if their GGPA Qas
less than 3.0. To test the hypothesis that successful
students can be differentiatedvfrom unsuccessful students,
Borg c¢reated intervals odual to one-half of one standard
deviation and computed the number of scobes that fell in
each of the six intervals he created. He determined that a
GRE verbal test cut-off score, established at one-hal¥f

standard deviation below the mean score for his sample of
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175 would have eliminated 724 of the unsuccessful students.
The same cut-off score would have had the undesired effect
of eliminating 274 of those students that were successful,
As a result, admission would have been denied to 41
successful students and 21 unsuccessful students. Based on
these +findings, Borg concluded that the use of a GRE verbal
test cut-off score should not be used at Utah State
University (1943),

After analyzing the results of his own predictive
validity study and Educational Testing Service reports of
other wvalidity studies, Marston (1971) warned against the
use of fixed cut-off scores. Marston attempted to predict
the publication rates for sixty-four clinical and
forty-seven non-clinical psychologists based on the GRE
scores they had earned prior to acceptance in graduate
school . There was a difference in the correlations he
found for the twoc groups (clinical r = ,01, non-clinical r
s .27, p>.0%. However, the practical value of this
information is unclear. Marston’s study can be criticized
for its small sample size as well as its unreliable and
possibly unrealistic criterion.

When several predictors are relevant, a common
practice is establish cut-off scores on each of them. The
result of using multiple cut-off scores is to eliminate

individuals from consideration if their score on any of the
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criteria is low. On the other hand, a mu!fiuariate linear
regression -model allows ~high 3cores '6n one pr?dictqr to
compensate for lowrscores on another. Comp?nsation can be
‘desirable in situations where a strength in one area can
make up for a weakness in another. Multiple cut-off scores
are - more 'appropriate in situations where a specific trait,
or . prerequi;ite cannbt. be compenséted for by other
abilities (Chronbach,'l??o, pPp.437-433) .

One probiem with the use of multiple cut-off scores
is that there is 'nb analytical method for osfablishing the
minimum acceptable scores, Determining the effect of a
single cut-off score is relatively easy, but with multiple
éut-off scores the process is neccosariiy one of trial and
orrér. The coﬁbinod effect of multiple cut-of# scores
creates a non=linear selection model.

The one case in which we would expect those who
were selected by the multiple cutoff procedure to
surpass in criterion performance those selected by
multiple reagression is that in which the
relationship of one or more of the tests to the
criterion is sharply non-linear. If there is some
unigque critical score on a particuylar test below
which all or most applicants do poorly on the job
and above which a smaller proportion do poorly on
the Jjob no matter what their other qualifications,
then a procedure which determines that point and
establishes a fixed cutoff at that point
undoubtedly has advantages. However, in so far as
a continuous and approximately linear relationship
exists between score on each of the tests and the
criterion score of success on the job, no basis
exists for choosing a uniquely desirable cutting
score, (Thorndike, 1949, p. 198
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. In addition, Thorndike points out that multiple cutoff
scores provide ~.n6 information about the degree of
suitability of an applicant. In an environment where the
intent is to select the best qualified, this method is not
particularily useful (1949, p. 199,
(o
her r h

In a study of the GMAT, Breaugh and Mann (1981)
used discriminant analysis to detgrmino whether or not
graduates of an MBA program could be statistically
differentiated from non-graduatos. The sample consisted of
307 graduate students. Of this group, 246 graduated, 193
voluntarily withdrew, and 48 were terminated for academic

defficiency. The authors grouped all non-graduates

|
toge ther,

Broaugh' and Mann were able to differentiate the two
Qroups. Student age and GMAT Quantitative subtest scores
-were the most heavily weighted variables. Their method was
697 accurate in predicting graduation. This was contrasted
-with the 382( accuracy of the admissions committee. The
criteria used by the admissions committee were not
mentioned, but statistics on the students were reported.
For this sample, the mean UGPA was 2.98, the mean GMAT
Verbal score was 31.8 (71st pircontilo) and the mean GMAT

Quantitative test score was 31.7 (also 7ist percentile),
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indicating that tﬁe admissions committee had set "fairly
high standards® for applicants{(Broauéh and Hann,'l981).

‘ Although the main focus here is on the GRE and GMAT
as predictors of sucﬁoss, these variables are seldom used
alone. The rolﬁtionships be tween a number of other
variables and GGPA have been investigated. 0f these
variables a review of the literature shows that
undergraduate gride-point average is the most common. In
an analysis of 189 wvalidity studies conducted by ETS
be tween 1975 and 1981, Livingston and Turner found that :

The combination of GRE scores and undergraduate'

grades predicts first year grades much more
effectively than either the GRE scores alone or
undergraduate grade-point average alone. (1982)

Several studies have tested background variables as
predictors. 'Bair§ (197%) used questionaires to obtain
background, self-assessment, and GGPA information on over
2;000 graduate students. He determined that a student’s
confidence in his abilities and his family background were
related to success in business and }aw schools, -

Mehrabian (1949) investigated the effectiveness of
a number of variables in predicting success for 246
applicants +for admission to a graduate psrychology program,
and 79 studonfs already enrolied in that prbgram.
Predictica criteria of sex, increase in GPA for the last
twoe undergraduate years quor' the first two vyears, the
raéing of the student’s undergraduate department, and
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research experience were excluded <from the final model.
Factor analysis showed that those variables did not relate
significantly to the success criteria. The success
criteria emploryed were an average evaluation of research
competence, average grades in first year statistics
courses, and average grades in first year content courses.
Despite the fact that he found little evidence in
the literature to support the use of letters of
recommendation as predictors, in his own study, Hehrabiaﬁ
reported that they were the socoﬁd strongest predictor of
graduate school succcess. The best single predictor
Mehrabian found was the sum of the student’s GRE and
Miller’s Analogy Test (MAT) scores. Although he determined
that the UGPA over the last two years of undergraduate
school had a stronger relationship to graduate performance
than overall UGPA, this predictor was not strong enough to
b§ included in his final mode! (Mehrabian, 194%9).
Mehrabian’s criteria are questionable, and his
findings have not been replicated. In <fact, Lin and
Humphreys’ study disagrees with Mehrabian’s on one point.
After analyzing patterns in the undergraduate and grzduate
school records of over 2,000 students, Lin and Humphreys
stated: “There is no evidence that senior grades predict
grades in graduate departments more accurately than

freshman grades." (1977, p.25&)
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Lewis examined the relationshipl be tween six
predictor oariablosr and two criterion measures in the MBA
proérém at the ‘Uniyersjty of lowa. ’ The . predictors
included: the number of undergraduate semester hours in
business related courses, GPA in those courses, cumulative
UGPA, wundergraduate major, and Graduate Study in Business

Test (GSBT) scores, (The GSBT was avforerunner o% the

GMAT.) Using stepwise regression, Lewis found that GPA’s

in business courses and scores'on the quantitative portion
of the GSBT were the best predictors of GGPA in required
MBA courses. He was unable to find any predictors that
correlated significantly wi th his second criterion,
persistence in the MBA program (Lewis, 1944},

In a 1945 study, Mittman and Lewis invostigat‘d the
relationships between the other five predictors used in
Lewis’ 1944 study and .tho criteria of GSBT Verbal and
Quantitative scores. Stopwi;o regression revealed that the
only background variable to correlate with the verbal test
score was the number of undergraduate semester hours taken
in business courses. This correlation coefficient was .45
at the .05 significance level. The relatively strong
relationship between -verbal scores on the GSBT and the
number of undergraduat; business courses, demonstrates that
the GSBT is a good achievement test. Undergraduate

department and undergraduate major were also found fo be
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significantly correlated wi th the quantitative ‘test

(Mi ttman and Lewis, 194%).

riterion problem
The hardest part of a predictive validation study
is to obtain suitable criterion data (Chronbach, 1970).
Aptitude tests are normally validated against grade-point
averages, put these are not always a stable criterion
because of differences in raters and in evaluation

criteria.

If a criterion measure is not stable, not
consistent, it will be impossible for any test or
other predictor to relate well with it. CWomer,
1968)

Another problem with the criterion is the
possibility ¢that it is biased in favor of certain
Qroups of people. If the criterion is affected by
factors unrelated to the attribute it is designed
to measure, it may be biased. (Womer, 1948)

Travers and Wallace advised that graduate schools
monitor the stability of average grades from year to year
and from department to department. They found that in one
engineering school, useful prediction cf GGPA was

impossible because of its large variability (1950).
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Departmental differences

Madaus and Walsh (1963) investigated the

differences - between departments. They found that
department sizes were strongly related to the sizes of the
correlation coefficients achieved for those departments.
| '"They observed higher correlations in larger departments
than they saw in smaller ones, or in the university as a
whotle. When GRE Verbal and Quantitative scores were used
to predict GGPA, correlations ranged from .22 for the
chtire sample of S69 students to .49 for a single
department (N = é8) , Based on their fihdings the
researchers wrote:
' It would appear, therefore, that the size of N
is a definite factor relative to whether or not a
significant relationship is found between the
dependent and independent variables. The findings
of this study lead one to the conclusion that the
practice of grouping departments for predictive
purposes should not be employed. No matter how
togical the grouping appears to be, the results are
likely to be of limited utility. (Madaus and Walsh,
19635) :
Grouping departments to increase sample size,  based on
Jjudgement appears to be 'counter~praductiue;' Jensen
recognized that differences be tween departments occured
because = student abilities and grading practices wvary
between departments. If the groups statisticglly differ
with respect to the relevant variables, variability tends
to increase and correlation coefficients tend to decrease
(Jensen, 1953).- On the other hand, if the differences
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between groups were tested using gtatistical methgds,
and groups of similar programs formed, the correlation
coefficents should not decrease significantly.

In their review of 189 GRE validity studies,
Livingston and Turner observed that within the group of 41
departments having less than 25 students, variations in the
correlation coefficients were noticeably large. This
occurred between departments and within the same department
from year to vear. Their analysis _f these variations

caused the authors to state:

Individual departments differ widely in the
correlations of GRE scores with FYA, but these
differences may mainly be the result of small
sample instabitlity, (1982

FYA in the previous quote refers to first vyear graduate
grade-point average. It seems likely that differences in
departmental grading criteria may have been partly
responsible for the inter—-departmental differences, and
that the effect of small sample instability is better shown
in the year to year intra-departmental fluctuations.

Lin and Humphreys used a sample selection strategy

to reduce the effects of differential grading standards.

They selected three particular graduate departments

because:
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they attract somewhat similar studehts, have
large numbers of graduate students, and have
faculties  that have more or less maintained
reliable and valid standards of graduate and
undergraduate grading. This last criteria barred a
large number of departments from consideration.
(1977, p.250)>
They found that the academic performance of students with
high test scores and UGPA‘s was more stable than those with
lower test scores and grades, and the pehforhance of better

students was more predictable (1977, p. 252).

The selection ratio

1 Prodictidn of academic performance is an important
topic %or research. While the consequences of inaccurate
decisions or policies #re serious, accurate prediction of
success in graduate scﬁool is elusive. The variability 64
undergraduate and graduate grades, the Aeffects of
restrfction in range and  small s#mple_ sizos have
consistently been Cited as factors contributing to
prediction problems, Researchers have investigated a
number of predictors and criteﬁia with mixed résults. In
general, background variables have had, at best, moderate
correlations with GGPA. The most commonly chosen
predictors, UGPA, GRE test scores, and GMAT test écores
have usually demonstrated statigtically significant
relationships wi th GGPA, but h&ue | seldom yielded

correlations researchers consider neccesary. In this
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respect many promising research efforts have been abandoned
too quickly. As Brogden (1944) demonstrated, even a small
improvement in selection can be valuable in many
situitions.

A critical element in determining the wvalue of
criterion-related validity research has gone unmentioned by
many researchers, This element is the selection ratio.
The selection ratio can be compdtod by dividing the number
of selected applicants by the total number of applicants,
Taylor and Russell (1939) demonstrated convincingly that
the wusefulness of tosis with a validity of less than .70
increases more and more as the selection ratio becomes
smaller.

They developed a series of tables that depict the
relationships between the selection ratio, the proportion
of individuals rated satisfactory <(before the use of a
predictor or prediction model), and the validity of the
predictor or prediction model. By using the appropriate
table, a researcher can estimate the benefits that can be
derived from the use of a predictor or prediction model,
based on a validity estimate that reflects the influence of
the selection ratio. For example, if S04 of the present
students in a graduate school were successful, a selection
ratio of .3 was used, and the validity of a new test was

b6, the tables show that ¢4 of those selected would be
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successful. The substantial increasé‘in the proportionAof
successful! students from S50/, which would be expected if
all appiicants were admitted, to 944, if a test with a
validity of .6 was used and the selection ratio remained
constant, shows the powerful effects of the selection ratio

(Taylor and Russell, 1939, pp.570-578).

Symmary

A wide range of approaches has been used in
‘ critorion-relited validity studies. A lack of agreement
concerning the relevant variables, and appropriate
techniques for analyzing their inter-relationships has
resulted in a large number of exploratory investigations
and feow in—d;ptﬁ studies. Even when research has
identified promising techniques, or potentially important

variables, later researchers have seldom atfempted to

incorporate them in their own studies. The results paint a

clear picture of what has not worked jn a variety of
specific seituations, but Jleave only a vague impression of
what may be useful in general application.

It is clear that there is room for improvement in
the prediction of graduate school success. [t is equally
apparent that reliance on publishe& data to support the use
of a particular test or prediction model cannot be

Justified. There are important differences between schools
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and between departments within them, that make 1local
validity research necessary. Nearly every researcher has

agreed in one respect: continuing research and empirical
. studies of criterion-related validity are needed. Based on
the material reported here, it is cloar that these

recommendations, at least, are valid,
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Research hypotheses

1. The correlations of the predictor variables with GGPA

vary between AFIT m#ster’s degree programs. In at least
some cases the diffebences_'between program correlation
coefficients are statistically'significant.

2. The correlations computed for the entire samﬁle are
lower than at 1least some of those computed for indiuidu.l

programs. |

3. When groups are formed bas#d on statistically simflar
prodictor/critefioﬁ rolationships,' and multi-variate
regression models ar§ developed for those ghoups, the’
prediction modefs deveioped for - the groups contain
different Sots of 'predi&torsv and ﬁi?ferent. predictor
weights. |

4. Graduate Record Examinations test scores, Graduate
Management Admissioné T?st scores, and ungergraddate
grade~point averigo are valid predictors of graduate
grade-point average. |

S. Background wvariables such as .commissioned years of
service <(CYRS), enlisted years of service (EYRS), and
number. of undorgriduato m#th courses (NMAT) add to the
accuracy of one or more of the prediction modeis,

é. The models developed in this study are more‘accurate

than AFIT’s'curront selection procedures,
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CHAPTER 11
METHODS

Subjects

The subjects in this study include all resident
AFIT master’s degree students in the School of Systems and
Logistics and the School of Engineering who attended AFIT
be tween 1977 and 1982, inclusive. The information
collected inclﬁdos relevant predictor, criterion, and
biographical data for approximately 984 of the total
population group. The total data base includes 2170 cases.

Demographic information is contained in Appendix A.

i 1 inition
For convenience, abbreviated variable names will be

used throughout the remainder of this thesis. The variable

names are defined below.

GMTT GMAT composite score

GMTV GMAT Verbal subtest score

GMTQa GMAT Quantitative subtest score

GRET The sum of the GRE verbal and
quantitative subtests

GREV GRE Verbal subtest score

GREQ GRE Quantitative subtest score

GREA GRE Analytical subtest score

EYRS Enlisted years of service

CYRS Commissioned years of service

NMAT Number of undergraduate mathematics courses
TOEF Test of English as a Foreign Language score
UGPA Undergraduate grade-point average

GGPA Graduate grade-point average
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In the firit. stepv‘of " the analysis), correlatibn
hatrices containing all of the variables were calculated
for the entire sample and for éach of the 17 AFIT resfdent
master’s degree programs using the Statistical Package for
the Social Sciences (SPSS) Pearson Corr program (Nie, et
al, 197%. The matrices were calculated using pair—wisé
dolotiﬁn of missing values so that each correlation
codfficidht would be baéed on the largest pﬁssible sample
size. VThis was necessary because the number of cases Qith
missing values was very large. For example, only 1330 of
the 2170 cases (41.3%) contained GRE data.

The data ba?o contained information  on
non—graduatos,. late~graduates, and graduates, however it
- did not contain information on applicants who had not been
selected for AFIT roéiaont master‘s degroe programs,
Because the mean scores of thob selected group and the
non-selected group differ for Athoso variables used in
making eelection decisions, if is necessary to consider the
effects ~»f restriction in range. Restriction in range
attenuates the correlation coefficients be tween the
predictors and the criterion. In cases whére only a small
proportion of ap-iicants are selected, the attenuation can
be significant (Thorndike, 1949, pp.149-174&). In the
groups rt.died here, there is a direct restriction on the
predicto~ variables as a result of the selection process,
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The initial correlation coefficients were corrected to take
this attenuation into account using the formula derived by
Thorndike (1749, p.173).

Frequently, problems associated with small sample
instability have been mentioned as 1limiting factors in
criterion-related validity research. ~The range of
correlation coefficients for the master’s programs studied
here was large, indicating that the same problems may be
present, To reduce the effects of small sample
inztability, an effort was made to determine whether or not
some 0f the programs could be combined to form larger, but
still homogeneocus, groups. A preliminary inspection of
the correlation matrices showed that only a few of the
predictor variables consistently correlated with GGPA at a
.03 significance level in more than half of the 1?7
programs. The matrices were examined to determine which of
the wvariables were significantly related to the criterion

in the largest humbor of programs with the following

resul ts:
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Predictor . Number of
Variable Programs
Name . Significant
GRET : 13
GREQ ' 13
UGPA 10
GREV &
EYRS é
GREA S
CYRS s
GMTQ 3
NMAT 3
GMTT 2
GMTY 2
TOEF 0

It was .decided Ito use the subset of predictors
containing the GRET, GRE@, GREV, and UGPA as the basis for
comparing the predictor/criterion relationships. betweer
programs due to missing data among the other predictors.
Statistically significant predictor/criterion relationships
were compared acrross programs using the method ocutlined in
Cohen and Cohen (1975, pp.50-52), Because the sampling
distribution of non-zero correlation coefficients is
skewed, it was necessary to use Fischer’s 2 Transformation
to convert the distribution of independent correfation
coefficients to 2 n2arly normal distribution. The
transformed values were tested using a procedure very
similar to a T-test (Cohen and Cohen, 1975).

The observed significance ‘Ieuels - (p=valyes)
caléulated in this process were tabulated in matrix form.

The table of p-values can be found in Appendix B. Al though
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the number 64 possible program combinations was large, the
requirement that the programs be similar with respect tokat
least two of their predictor/criterion correlations
eliminated a great number of possible combinations. In the N
end, five homdgoneous program groups were formed. In these
groups the predictor/criterion relationships for two or
more predictors were not significantly different (p ¢ .05,
Correlation matrices for these five program groups, and fo
the entire sample, can be <found in Appendix C. The

resul ting program groups are reported in Chapter III.

Stepwise multiple regression was used to calculate

prediction models for each of the five groups. This

. method has the advantage of weighting each predictor in
direct proportion to its correlation with the criterion and
in inverse proportion to its correlation with other
predictors, The highost weight is assigﬁod to the
predictor with the highest validity and the Ioast‘ovorlap
with other predictors in the model. Since optimum weights '
are developed for each predictor, the mulitiple correlation
coefficient that results has the highest validity thaf is
possible for that set of predictors C(Anastasi, 1974, .

pp.180-183) .,
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" Since sdme_o# ghe-independent variables used in the
heéression models were highly intercorrel#ted, .the
likelihood of multi-colino;rity inducing a blocking'effect
on the introduction of vsubsequent‘ independent uariableé
inté the model! had to be considered. :To prevent a variable
that was highly correlated with both the dependent varijable
and the other independent variables +from reducing }he
oyerall multiple correlation coefficient, the'independent
variables were systematically dropped from fhe equation.
This procedure has been suggested both as a means to
identify a multi-coliﬁearié} problem if one exists, and to
eliminate its effects on the calculation df a regression
equation (Nie, et al, 1975, pp.340-341),

The "best® model! for each of the groups was chosen
based on a comparison of multiple correlation coefficients.

These modeis are éoportod in Chapter ITI.
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CHAPTER 111
RESULTS

This chapter contains four se tions. In section
one, evidence supporting the wvalidity of the predictor
variables is presented. Section two contains a brief
analysis of the validity of the procedure currently used in
selecting AFIT students, and reports the outcome of this
procedure. In the ¢third section the prediction models
developed in this research project are listed, and their
usefulness is discussed. The fourth section is a short
economic analysis of the benefits that could result from

the use of the prediction models deve'oped in this study.

Validity of the predigtors

The correlations be tween each of the twelve

predictor variables and GGPA are shown in Tablie 1. These
correlation coefficients were computed <for the entire
sample (N = 2170), but because data on some of the
variables were missing from many of the cases, the
indiuiduai correliations are based on smaller sample sizes.

For some of the variables the reduction in sample size is

very large, A full correlation matrix can be found in

Appendix C.
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- Table 1

Corrolations of predictors with GGPA Centire sampio)

VARIABLE: GMTT GMTV  GMTQ@ = GRET

CORRELATION: «440 .465 .285 .315
SAMPLE SIZE: 384 381 381 1330

SIGNIFICANCE: 0.00 0.00 0.00 0.00

VARIABLE : GREV GREQ GREA EYRS
CORRELATION: .143 . 351 .401 -.31
SAMPLE SIZE: 1330 1330 456 342

SIGNIFICANCE: 0.00 0.00 0.00 0.00

VARIABLE: CYRS NMAT TOEF UGPA

CORRELATION: 191 -.095 .402 .187
SAMPLE SIZE: 1978 2090 28 2148

SIGNIFICANCE: 0.00 0.03 0.046 0.00

-~

‘Table | shows that the GMAT tests and the GRE
Analytical test are correlated with GGPA when all AFIT
master‘s degree .programs are grouped together, In
addition, it sho&s that their correlations with GGPA are
stronger than thos; of GRET, GREV, and UGPA which are being
used - by the AF;T ﬁegistrar’s' office as the prfmary
indicators for the engineering master’s programs, and as

a) ternates for the logistics school programs. .
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Comparing the correlations

The correlations reported in Table | were based on

2 sample containing 17 different mastoé's degree programs.
It is logical to assume that they represent a middie ground
be tween the highest and lowest correlations found in
individual programs. A comparison' of the correlation
coefficients that were calculated for the 17 master’s
degree programs supports this hypothesis. Substantial
differences in the relationships between the predictor
variables and GGPA were observed, even when programs that
appear to be somewhat similar on the surface were compared.
For oxampfo correlation coefficients +for GREV with GGPA
ranged <from -.447 (N = 115) in the Aeronautical Engineering
program to .674 (N = 34) in the Systems Engineering
program,

Some of the differences in correlations can be
attributed to the instability of correlation coefficients
in small samples, although most of the sample sizes
reported here for . individual programs are equal to or
larger than those commoniy reported in the literature.
Sample correlation coefficients for each of  the
predictor/criterion relationships were compared with the
object of combining programs into statistically similar
Qroups., As a result of this process 15 of the 17 programs

were combined into 3 groups. Members of each of these
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groups had  correlation coefficients for two or more
prodictor/cbiterion relationships that . were not

significantly different.

This process ' demonstrated that some programs'could:

be grouped together to reduce the effects of small sampie
instability wi thout significantly degrading
predictor/criterion relationships that were-observed in the
individual programe, and addéd support to the hypothesis
that statistical combination of 4groups would reveal

similarities not intuitively obvious.

Predictor/criterion correlations for program groups

Tables 2 through & show the correlations betwezn the

relevant pEedictors and GGPA for each of these groups.
These correlations demonstrate the validity of the
predictor/criterion relationships in the program groups.
With the exceptions of GRET, GREY, GREQ, and UGPA which are
reﬁortad‘ in every case for purpose of comparison,
predictors that did not ‘corﬁelate with GGPA at the .10

significance level are not included in the tables.
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Table 2

Correlations of predictors with GGPA (Group #1)

ASTRONAUTICAL ENGINEERING

SYSTEMS MANAGEMENT

SYSTEMS ENGINEERING
VARIABLE: GRET GREV GREQ UGPA
CORRELATION: . 638 .538 622 -.08
SAMPLLE SI2E: 147 167 147 294
SIGNIFICANCE: 0.00 0.00 0.00 8.27
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Correlations of predictors with GGPA

Table 3

(Group #2

STRATEGY AND TACTICS (0.R.)

ELECTRICAL ENGINEERING OPTICS

ELECTRICAL ENGINEERING _

VARIABLE: GRET

GREV GREQ

CORRELATION: .308 129 347

SAMPLE SIZE: 28% 285 285

SIGNIFICANCE: 0.00 0.06 0.00

VARIABLE: GREA CYRS UGPA

CORRELATION: .143 147 .341

. SAMPLE SIZE: 117 . 422 429
SIGNIFICANCE: 0.10 0.00

6.00

4%




Table 4

Correlations of predictors with GGPA (Group #3)

. LOGISTICS  MANAGEMENT
ENGINEERING MANAGEMENT
CONTRACTING MANAGEMENT
ACQUISITION MANAGEMENT

VARIABLE: GRET GREV GREQG GREA
CORRELATION: «372 .233 .324 «331
SAMPLE SIZE: 519 519 319 146

SIGNIFICANCE: 0.00 0.00 0.00 g.00

VARIABLE: CYRS NMAT UGPA
CORRELATION: «139 .140 .138
SAMPLE SIZE: 437 484 470
SIGNIFICANCE: 0,01 0.01 0.14
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Table 3

Correlations of predictors with GGPA (Group #4)

AERONAUTICAL ENGINEERING
ENGINEERING PHYSICS
OPERATIONS RESEARCH

VARIABLES: GRET GREV GREQ
CORRELATIONS: .308 129 .367
SAMPLE SIZE: 285 285 285
SIGNIFICANCE: 0.00 0.06 © 0.00
UARIABLES: GREA . CYRS  UGPA
CORRELATIONS: .143 167 .341
SAMPLE SIZE: 117 270 277

SIGNIFICANCE: 0.10 0.02 0.00

St
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Table &

Corrolationi of predictors with GGPA (Grqup #3)

COMPUTER SCIENCE
NUCLEAR EFFECTS ENGINEERING

VARIABLES: GRET GREV GREQG UGPA

CORRELATION: .322 .010 492 «273
SAMPLE SIZE: 142 142 142 181
S‘GNIFICANCE: 0.00 0.00 0.00 0.00
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escripti f present admissions rocedureg.

The Air Fofce uses a thh@e—step process in
~ screening potential students for programs under AFIT’s
Jurisdiction. In the first step, academic records are
roviewed‘ by AFIT’s evaluators and the names of all
academically eligible officers are transmittedAto theHAir
Force Military Personnel Center (MPC). AFIT’s academic
evaluation is a continuous process. Since AFIT is the
reposi tory for all active duty Air Force officer
educational records, these records are forwarded fo AFIT
shortly after an officer is commfssioned. When AFIT
receives them, the records are -screeded to determine
whether or not the officer meets the sligisility criteria
for admission to the AFIT programs that are related to
his/her career field or past academic oxporiencé.

Those officers whose academic records are above
average will normally be classified as elfgible for A#IT
programs as a result of the initial evaluation. In this
manner, officers who have not formally applied for
admission are “centrally identified.” Officers may also
become Qligibio for AFIT programs by requeﬁting svaluation
. (volunteering). AFIT’s position is that volunteers are

better motivated to succeed in AFIT graduate programs.

93
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These individuals need not have above average academic
records, but they must meet AFIT’s minimum criteria. AFIT
prooidos. educational counseling to volunteers who do not
meet eligibility critoriaf 1¥f additional transcripts
showing that deficiencies have been corrected are forwarded
to AFIT at a later date, the officer’s records are
re-evaluated and eligibility may be granted at that time.
The names of all officers qualified by either of these
processes are placed on an AFIT eligibility 1listing.
Updated versions of ¢this computer listing are transmitted
to MPC periodically (Bigelow, 1983).

The current listing shows that approximately 13,0C0
officers have attained eligibility status through the
processes described above (Air Force Institute of
Technology, 1983),. This can be contrasted with the nu-ber
of Air Force officers who have not yet earned a masters
degree. According to the ir in (May, 1983),
there are 351,190 1tline officers in this category, 0f that
total, only 23.3Z are included in the group that AFIT
considers eligible.

Al though the minimum oIigibilit? criteria vary from
program to program, in gQeneral they consist of the
following:

1. Undergraduate GPA of 2.5 or higher

2. GRE verbal and gquantitative test scores

34
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totalling 1000. GMAT scores of S00 or better are prefered |
for some programs, but GRE scores are #éceptable.

3. A minimum number of math coursés (depending on
d‘groovtype). |

4, Grades of "C" or better in required courses.
(U.S. Air Force Manual SQ-S, Volume 1, para 4-15, 4-14,

1981)

In the second step of the pro&ess, careér field
managers at MPC review the military records of eligible
officers under their purview to determine which of them are
available for an assigﬁment, have the required job
exporioqce, and have acceptable performance rati.gs. Once
this review is completed, selection folders containing the
relevant portions of the academic and military records of
the officers eligible +or AFIT are prepared for review by
MPC’s selection board. Since each of the career field
managers acts independently, and has a different quota to
fil1l, it is doubtful that this part of the ﬁcreening
process is conducted wuniformly. Minimum criteria is
specified by Air Force Manual 50-5, Volﬁme I, para 4-15
(a):

- a.Milita - Availability., Officers must:
(1) _e medically unrestricted for
worldwide duty.
(2) Be serving in the grade of colonel or

below,
(3> Have a competitive military record.

5
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(4) Be available for reassignment,

(35) Have at least 3 years intervening
service since last PCS education on the date of
class entry. (United States Air Force, 1981)

In addition to those requirements, officers must also meet
the following criteria, which are among those specified in
AFM 30-5, Volume 1, para 1T (c):

c. Assignment availability:
1 On-station requirements:

(a Normatlly, the AFIT entry date
provides for a minimum of 24 months on station
before school entry.

(b) Officers serving on or projected
to serve on overseas tours are scheduled for school
entry to coincide with their DEROS. (United States
Air Force, 1981)

The ~final phase of the screening process occurs
when the officer’s military and educational records are

evaluated by a selection board of senior officers.

According to AFM S0-3, Volume I:

A continuous selection board convenes begining
in July (each vyear) to consider line of the Air
Force applicants and centrally identified officers
below the rank of colonel for AFIT entry during the
next fiscal year. OQOut of cycle selections are made
throughout the year from late volunteers and PCS
available officers to £ill any remaining
vacancies.(para 4-22 (a), 1981)

The selection process is highly competitive and
- considers overall academic military performance and
post-AFIT assignment suitability. Factors include
promotability, career progression, prior academic
and assignment experience and the qualifications of
the individual to perform in positions requiring
the education to be obtained through AFIT. The
selection process is designed to select officers
whose potential contribution after graduation will
most benefit the Air Force. (para 4-22 (b), 1981)

This board functions differently from a military promotion

Sé




board,  and is closely related to the assignment process.
MPC’s career field managors,vwhose primary interest is in
the assigﬁhont process,"havc & significant‘influence on

AFIT selection board decisions (Bigelow, 1?93).

- ) Determining the procedure s validity

The number of people involved in the screening
process makes analyzing‘the current procedures a difficult
task., For the purpose of this thesis, analyzing the result
of the process is a better starting point. If success at
AFIT is dofinod ‘in terms of graduation on time, the
data collected in this studyr shows that 90.44 of those
selected for AFIT meet thit-cfiterion. 0f those who did
not graduate on time, 26.974 eventually completed their
_degree requiremoﬁts. 1In othef words, 92.994 of those who

Aattonded AFIT resident master’s degree prograhs be tween
1977 and 1982 (inclusive) have completed graduaticn
requirements, This is a wvery respectable figure, when
compared to the gradﬁation rates normally found in civilian
graduaté institutions, However, there aré.other factors
that must be>considgred.

The selection ratio has a direct bearing on the

. results of a selection process. OQuriug the ﬁeriod of {977

ta' 1982 inclusive, an average.of 362 studengs were s?lectdd

_for AFIT resident master’s degree programs each year,

S7




Assuming that the number of eligibles has'rpmainod fairly
constant over that periocd, a useful estimate of the
selection ratio for this time period is 342713000 or 2.7%.
The actual selection ratio must be lower than 2.7 because
that estimate includes only officers who are eligivle for
AFIT (25.37 of the population). A selection ratioc of this
size significantly enhances the accuracy of a selection
process. Given an ostimafo of the graduation rate that
would have occurred had no screening process been'used, it
is possible to estimate the validity of the selection
proéoss itself,

The graduation rate that would have occurred had
there been no selection was estimated at 494, This figure
assumes that essential wund~- jraduate prerequisite courses
or course sequences had been completed and that the
applicant’s undergraduate degree is in the required field
to qualify him/her for graduate study in an AFIT resident
master’s program. It does not reflect the use of cut-off
scores for GRE or GMAT test or for UGPA. The method used
to estimate the graduation E;to is shown in Appendix D.

Using Taylor-Russel]l tables, the wvalidity s the
Air Force’s selection process was estimated at .35. The
fact that this level of validity can produce a 90.4%
graduation rate demonstrates the benefits that result from

use oOf a very low aelection ratio. Further examination of
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the Tayior—-Russell tables shows that a s.lection‘model wi th
a ualiditr of .45 or better would incr;ase the gr#dua:ion
rate to 99%. Relevant Tarlor-Russell tables are contained
in Appendix E. |

| In the first phase of its selection process the Air
Force uses multiple-criteria cut-off scores to screen
fpplicants. Selection proﬁedﬁres of this' Kind may be
usoful when the number of applicants is large, and the
~evaluation ‘mothods are relatively inexpensive, but ther are
problohatic. The | effect of the multiple cut-off scores is
to el}minato individuals from cbnsidération based on
subjective criteria weighting systems, rather than more
objective stati#fica!ly derived formulae. If any of the
eligibility criteria are set too high, or are irreleuant,la
significant portion of potentially successful applicants
can be oxcluded.

The large number of missing ualue§ in the data
indicates that the multiple cut-off score criteria are not
being applied uniformly, | An applicant who formally
requests that his/her eligibility for AFIT programs be
evaluated is required to submit GRE or GMAT scores. Other
officers, whose initial eligibility was determined based on
the other criteria (i.e., those that were centrally
selected), may be selecte& for AFIT without consideration

of GRE/GMAT scores. This situation occurs because "the
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AFIT selection cycle does not alw;ys tie in with the ETS
testing cycle®, according to Mr. C. P. Bigelow, Chief of
AF1T’s Evaluation and Counseling Section (1983).

The academic evaluation of those officers who are
not wvolunteers (who have not forwarded test scores toc AFIT)
is based fargely on UGPA. Considering that the
correlations found between UGPA and GGPA in this study
range from .13 to .34,‘prodictions based on UGPA alone are
questionable, especially when better information is
available. This practice results in the use of a different
set of predictors C(and predictor weights) for those who
have furnished AFIT with test score data and those who have
not. However unavoidable they may be, these circumstances
result in a more stringent screening of qolunteers for AFIT
than of non-volunteers, benefiting the non-volunteers. A
procedure. that unigqrmly applied standard cut-off scores
for all criteria to all applicants would at ieast insure
that all applicants were considered on the same basis.

You may recall the study by Borg (1963) that was
discussed earlier, He +found that ¢the use of a single
cut-off score for the GRE Verbal test would have denied
admission to 41 successful students as well as 21
unsuccessful students, Since this process would have
etiminated nearly twice as many successfyl students as

unsuccessful students <from consideration, he recommended

40
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against its uéo. Because of their cumulative effects, the

Air. Force’s use of multiple cut-off scores may be producing
?ven more undesirable effects., Determining the extent of
these effects would be extremely difficult because the use
of multiple cut-off scores resulfs'in relationships that

are non-linear. Predictions based on multiple cut-off

criteria involve complicated mathematics and can only be

made for a given set of scores.

rediction models

Prediction models were developed using a step?wise
linear regression program, A series of regression models
were calculated. To insure that the best combination of
variables was used, each of the predictor var?ables was
dropped <from the equation in turn. In most cases, at least
one variable was dropped from the regfession model before
the highest multiple R was achieved. The "best models*
shown below were chosen on the basis of a comparison of

?

multiple R’s,
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Table

7

Multiple regression equation

(entire sample using cases with both GRE and GMAT)

PREDICTOR WEIGHT
GMTT +0.002798929
GRET +0.002024500
GREV -0.002382224
GMTQ -0.024734040
UGPA -0.081269790
CONSTANT +1.999044000

MULTIPLE R =
SAMPLE SIZE =

0.31692
108

Table

8

Multiple regression equation

(entire sample using cases with GMAT)

PREDICTOR WEIGHT
GMTV +0.0214935710
GMTQ +0.005746557
UGPA +0.035720140
CONSTANT +2.601640000
MULTIPLE R = 0.47809
SAMPLE SIZE = 364

62
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Table %

Multiple regression equation
(entire sample using cases with GRE)

PREDICTOR 'WEIGHT
GREA +0.0016228%4
UGPA , +0.139886900
GREV -0.001524470
GRET : +0.001040840
CONSTANT +1.941477000
MULTIPLE R = 0.49388
SAMPLE SIZE = 419

Table {0

| Multiple regression equation '<Group #1)

ASTRONAUTICAL ENGINEERING
SYSTEMS MANAGEMENT
SYSTEMS ENGINEERING

PREDICTOR WEIGHT
GRET | -0.004151110
UGPA -0.2557246700
GREQ +0.007445280
GREV . +0.005243321
CONSTANT | +1.364894000
MULTIPLE R = 0.71034

SAMPLE SIZE = 181

é3
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TABLE

11

Multiple regression equation (Group #2)

STRATEGY AND TACTICS (0.R.)
ELECTRICAL ENG (QPTICS)
ELECTRICAL ENGINEERING

PREDICTOR WEIGHT
GREQ +0.001219023
UGPA +0.421528200
CYRS +0.0435127900
GREA +0.001149079
GREV -0.001095729
CONSTANT +0.981187700
MULTIPLE R = 0.5762
SAMPLE SIZE = 117 -

44




Table 12

Multiple regression equation (Group #3)

LOGISTICS MANAGEMENT

ENGINEERING MANAGEMENT
CONTRACTING MANAGEMENT
ACQUISITION MANAGEMENT

PREDICTOR WEIGHT

GMTV - +0.008191018
GMTQ - +0.008754303
UGPA . +0.2233509900
CYRS +0.0246704010
NMAT. +0.0348879%0
CONSTANT +2.122747000
MULTIPLE R = 0.55204
SAMPLE SIZ2E = 187

é3




Table 13

Multiple regression equation <(Group #4)

AERONAUTICAL ENGINEERING
ENGINEERING PHYSICS
OPERATIONS RESEARCH

PREDICTOR " WEIGHT
[

UGPA +0.477362800

GREQ -0.003489840

GREV +0.010004080

GRET . +0.008815480

CONSTANT +0.404797700

MULTIPLE R = 0.69008

SAMPLE SIZE = 245

Table 14

Multiple regression equation (Group #3) f

COMPUTER SCIENCE
NUCLEAR  EFFECTS

PREDICTOR WEIGHT
GRET +0.003032275
GREV -0.0041353440
UGPA +0.175798500
CONSTANT +1.4935748000
MULTIPLE R = 0.64412
SAMPLE SIZE = 133

éé
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Group_ #3 contains all the programs in the School o?
Systems ind Logigtics, witﬁ the exception of Srstems
Management. It was the only group in which there were
Qnough cases with GMAT scores to permit a comparison of
modeis based on GRE and GMAT. The model based on cases
with OGMAT scores was the better of the two. (ln the GRE
based model, multiple R = .49, N = ;2?.)

GREA is' a Eelatively new subtest of the GRE.
Because it is new, this variable was m(ssing from many
cases. Inclusion of it in a model reduced the sample size.
However, GREA’s correlation with GGPA was generally one of
the highest for each of the.groups. For this reason, and
the need to establish its contribution to prediction in
the various programs, it was included in as many prediction
models as possible. In every case, it ‘increased the
muitiple correlationv coefficients over those found without
it.

These prediction models - confirm the +findings
reported in the first section of this chapter. That is,
they show that each of the program groups has its own
unique *best" set of predictars and predictor weights.
Furthermore, the different weights the variables take on in
the linear models demonstrate the importance of Using

statistical means to establish a selection formula.
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In Chapter [ the costs associated with‘spbnsoring a
student " in AFIT resident master’s degree programs were
mentioned as Justification for this research. For

convenience, the figures are repeated here.

Engineering schocl cost = $82,892.48 per student

Logistics school cost = $47,258.46 per student

In this study it was determined that 145 Engineering Scsool
students and 43 Logistics School students failed to
graduate with their classmates. I? you assume that each

. non-graduate (or Jate graduate) represents a total loss on
the Air Force’s investment, the cost of selection errors
can be determined easily.

14% x $82,892.48 = $12,019,439.00
&3 x $47,258.66 = $ 4,237,295.40

Total = $16,256,734.40

The assumption that a non-graduate represents a total loss

on the investment, seems more reasonable when you consider

that a student coyld have been selected who would have

graduated.

In the previous section which examined the validity
of current selection procedures, it was noted that a
prediction mode]l with a wvalidity of .65 or better would

é8
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increase the jgraduatiﬁn rate from 90.4%4 to 99%. The
Qa%idities, of‘ the models deueldped f&r thQ five program
groups in this study range from‘.ss td .71. The uniform
application of these models should increase the graduation
rate to between 974 and 100%X. When you consider that the
Air Force’s loss through incorrect admissions decisions
averaged more th;n 3$32.7 million per yeab-over the six years
included in this study, investing a fﬁaction of that amount

to implement a new selection strategy makes good sense.
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CHAPTER IV
DISCUSSION AND CONCLUSIONS

A review of the hypotheses

' The first hypothesis stated that statistically
significant differences in predictor/criterion correlations
would be <found when the correlations were compared across
AFIT programs, The correlations between the predictor
variables and GGPA varied significantly between AFIT
master’s degree programs, adding support to the findings of
Madaus and Walsh (1949, Furthermore, for many AFIT
master‘’s degree programs, the predictor/GGPA correlations
were not significant at the .03 or even .1 significance
level., This finding was unexpected, and indicates that the
use of variables that appear to be logically related to the
criterion is unsound. Until the validity of a predictor iQ
demonstrated st#tistica!ly it should not be used.

The second hypothesis is reiated to the first. It

stated that correlation coefficients for the entire sample
would be Jlower tharn scme of those computed for individual

programs. It was also supported.
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The third hypothesis, that the regre;sion models
developed for statjstically combined program groups wouid
differ in terms of their'bredi;tors énd ﬁredictér weights
was supborted. | | ‘ }

The fourth hypothesis, that GRE scores, OMAT
scores, ‘and UGPA are valid predictors of GGPA can only be
supported for some of the prégrams stud{ed. For'exémple,
the correlation of GREV with GGPA %E statistically
significant at the .05 level in only & of the 17 master’s
pbograms. Even when GREV is a statistically significant
predictor of GGPA the correlations dfffeh widely from
'progfam to program. The correlations for GREV with GGPA
range from -.447 in the Aerénautical Engineering program to
. 474 in the System: Engineering program, but the
correlation for the entire sample was .163. Assuming that
the cofrolation is the same +for all three groups is a
serious error. The other qredictors followed the same
patternf as GREV, though not to the same extreme. These
predictors should be used only for specific situations in
which their correlations with the criterion are known.

The 'fifth hypothesis, that background variables
would add to the accuracy of at least one of the prediction
models was supported. CYRS entered two of the final

prediction modela and NMAT entered one.
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The last. hypothesis, fhat the models developed in
this ;tudy are more accurate than AFIT’s current selection
procedure was also supported. ‘fhis finding was expected.
Thob literature contains a great deél of suppoff for the use
of statistical procedures in solving problems of this Kind,
and it offers very lfttlo support for the use of judgement

or intuition.

Discussion

'This‘ study demonstrates the concept of differential
valtidity. The correlation coefficients :alculat;d show
that the differences between programs in a single graduate
school can be significant. The prediction models developed
through multiple regression add additional support to that
finding, and sho@‘ that different sets of predictors are
appropriate for different programs. [t is evident from the
range of correlations calculated for the various programs
that success in some programs can be predicted mcre
accurately than others.

The use of statistical procedures to compare the
relationships between predictors and GGPA within the 17
programs showed that the differences between some groups
for as many as three predictor/criterion relationships were
not statistically significant, The benefits of grouping

programs in this manner, rather than through <clinical

22




inference, are domoﬁitrat?d by the ré}ativoly high multiple
correlation coefficients that were achie&ed for‘the‘grouped
programs. This technique holds prbmise for many situitiené
in‘ which large indfuidual samples do not exist. As far as
can be determined, this is the first ualidit} study to
combine groups statistically for prediction of success in-

graduate school.

Qther findings

Some intgresting variables were examined. Tﬁesc
include commissioned years (CYRS), and enlisted years
(EYRS). - CYRS provided 1low but statistically significant
correlations in 3 of the academic programé. EYRS was
statistically . significant onl? in the & of the 17 academic

programs where the proportion of officeré with prior

"enlisted service time was fairly large. . fn S of these

programs its correlations with GGPA ranged from -.51 to
-.75, iﬁdicatfng that officers with enlisted experience may
be at a substantial disadvantage in graduate school. Where
the numbers are great enough for it to assume significance,
this variable could be very useful.

The effects of moderator variables were
investigated early in this studr. This line of research
was dropped because the kef predictors had a large number

of missing values and selecting cases based on moderator
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variables drastically reduced sample sizes. However, some
interesting effects were noted. The relationships between
the predictors and GGPA were stronger for service academy
graduates than for those who obtained undergraduate dégrees
from other sources. The performance of Second Lieutenants
in engineering programs was well below average performance
in fhoso programs, Predictor/criterion correla;ions for
married officers were higher than for single officers in
most of the programs. While moderator variables were not
especially wuseful in this study, these findings indicate
that there may be a gbeat many variables that are useful in

predicting performance,

Conclusions

AFIT’s present gselection accuracy is better than
what coqld be expected at a private university. The
validity study described in this thesis relied on well
established psychological measurement techniques, but }t
combined them in a new way. As a result, it has shown that
selecting students through these methods could result.in
even better selection accuracy than presently exists,

Selecting students for graduate schooil is no simple
task; The relationship be tween success and past
performance varies <from one situation to another. This

study has demonstrated that variability exists betwean
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correlates of success in resident master’s degree program§>
at  the Air Force Institute 704 Tochnology. It has
established the wvaiidity of current selection procedures,
of five proposed selecfion models, and of several predictor

variables. Since the predictor data are élready contained

in the academic or military records of potential students,

it offers the Air Force some new toc . to aid the selection
process, More importantly it 'has shown that a selection
procedure  that uses mUltiplo cut-off scores only for
absolutely essential prereguicites, and uses a linear model
incorporating other relevant variables to predict
performance in the criterion would result in improved
selection. |

The structure of the Air Force personnel assignment
system and the dual prdcedure for determining eligibility
for AFIT programs complicate the selection process. The
concept of selecting those best qualified +for graduate
fducation is certainly appropriate, but it may be difficult
in this environment. Because the selection system is a
sub-set of the assignment system, some compromises are
probably necessary. Early notification of eligibles,
including those centrally identified, and the requ{rement
that all these officers submit test scoresi before
receiving an assignment to an AFIT graduate program would

improve the process.

75




...t e

LR QS T I R il S L A S RS
.

-
o o AR L. Bl At Pl B M 0t ® b

-

[ T TRLY S L

- veten

The School! of Systems and Logistics has recently
begun omphaskzing the requirement that all applicants
submit test scores, This effort primarily influences the
1984 class and subsequent classes, It is a step in the
right direction. Models such as those developed in this
study are effective and relatively easy to use if all the
data - are available. If data .are not available the
practical benefits they offer are 1limited.

This study points to a larger issue. That issue is
the human cost involived in selecting some applicants and
rejecting others. The cost of choosing sémeone who will
eventually +fail is high for that individuyal. By the same
token, the cost of rejecting somecne who could have
suceeded is large. In many cases limited resources,
differences in ability, and oxtérnal constraints make this
cost unavoidable, but it should be minimized whenever

possible. It may be difficult to translate into dollars

and cents, but it is real.
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AFIT UGPA DISTRIBUTION

(1877 - 1982)
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AFIT GRET SCORE DISTRIBUTION

(1877 - 1982
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N = 1330

(1977 - 1982)
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AF1T GREQ SCORE DISTRIBUTION
N (1977 - 1982)

s00| MEAN = 663.8
SOEY = 65.1

N =
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AFIT GRER SCORE DISTRIBUTION
(1977 - 1382)

Yo |
350| HEAN = 580

300
%50 SOEY = 188.7

0| N 456

5 n [
100 H{ry e
5
0 nu'”“ }m H BT RTINS

| |
Y00 500 600 100 800

M FREQ SCORE

g2

|




£39.3

AFIT GHAT-T SCORE DISTRIBUTION

L8
50
10
30

120 {HEAN




AFIT CHAT-¥ SCORE DISTRIBUTION




AFIT GMAT-Q SCORE DISTRIBUTION




AFIT GRADUATE GRADE-POINT AYG
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TABLE OF P UALUES
CALCULATED IN GRET/GGPA CORRELATION TEST
. BETWEEN PROGRAM CORRELATION COEFFICIENTS
FOR GRET WITH GGPA

| Comp | EEng | GEO 1 |_Nucl : OpsR
| | ] l |
stro I .t46 | 012 | .,246 1 ,029 | .225 | .020
| | .250 11.000 | .33% | .865 | .267
| i I .,422 | 948 | 596 | .842
i ] 1 1 .459 | ,885 | .401
| i | I I .09 | .820
| i i | i I .540
| Sys€E | Strat | Contr | EMqt | SwsMqti Log
Astro I .414 | .20 | ,0%% | .010 1 .942 | .03!
I .03 I. .826 | .4%8 | .180 | .147 | .513
! 003 | .27t | .472 | .48% | .009 | .S00
I .239 | .80 1 .447 | ,312 1 .2%8 | .4%53
I 007 1 .323 | .926 | .77% | .028 | .$9%
I 073 I .75%4 | .,489 | .45%9 | .234 | .834
l .00 1 .2720 1 .834 | .881 | .018 | .454
| | ,093 | .01S | .000 t .35 | .007
Strat | ! I 472 | .197 | .320 | .470
Contr ] | | I 7223 | 059 | .734
9 i | 1 | I .009 | .336
Srs Mgt | ] ] ! 1 1 .028

I P ¢ Alpha, reject the hypothesis that the two
programs are from the same population of students l
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 TABLE OF P UALUES
CALCULATED IN GREV/GGPA CORRELATION TEST
BETWEEN PROGRAM CORRELATION COEFFICIENTS
FOR GREV WITH GGPA

: Aero 1 _Nuecl ISr¥sEnqg : SysMat 1| LOG
| : ] I
Astro | .000 ! .888 I 153 } 1635 I .357
Aero | | .000 I .000 I .000 1 .000
Nucl | | I 243 i 317 1 .3995
- SysEng | I ! I 764 I 014
i | I I I .003

SyrsMgt

If P < Alpha, reject the hypothesis that the two
programs are from the same population of students
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TABLE OF P VALUES
CALCULATED IN GREQ/GGPA CORRELATION TEST
BETWEEN PROGRAM CORRELATION COEFFICIENTS
FOR GREQ WITH GGPA
: Aero | Comp :Tgan | _GEQ | GEP | DOpsRk
i i !
Astro Il .035 | .289 | .002 | .10¢ ) .007 | .004
Aero | ] 213 1 .368 | .84 | .392 | .28
Comp i | | 023 | .373 I .05t | .028
EEng | | 1 I .%24 | .88 I 496
GEOD ] i | i 1 .502 I .401
-§GEP | | N ] ! I .851
| SysE | Strat | Contr | EMgt | Log | _SvsMagt
Astro 1 .36 { 212 | .05t | .003 | .004 | .303
Aero 1 217 } .37% 1 .833 1 .,262 } .510 | .308
Comp I 796 | 481 | ,236 | .021 | .03% | .944
EEng I 081 I ,207 | 440 1 702 | .,729 | .040
GEOD 1 317 1| 464 | .853 | ,395 | .44 | .441
GEP I 025 | .617 | 617 | .861 | .482 | .370
OpsR I 051 | .163 | .496 | .976 | .509 | .057
SysE | I .913 | 211 | .047 | .084 | .,é381
Strat | | I .513 | 183 | 276 | .749
Contr | | | -1 .,49% | .808 | .303
EMgt | i | ! | .496 | .048
Log | l | i I . .048
1+ P ¢ Alpha, reject the hypothesis that the two
programs are from the same population of students
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TABLE OF P VALUES
CALCULATED IN UGPA/GGPA CORRELATION TEST
BETWEEN PROGRAM CORRELATION COEFFICIENTS
FOR UGPA WITH GGPA '

BEP

| dero | Comp | EEng | GEOQ | I|_Nucl
] | l ] ] ]
Aastro 1 972 | .822 | .741 | .410 | .210 { .789%
Aero | I 749 | 431 | .318 | .124 | .741
Comp | ! I 920 1| .478 1 .,230 | .920
EEng I ! N I 478 | .204 | ,940
GEOQ | | - I I 719 | .860
GEP | | i - 1= | I .441
| OpsR 1 Strat | LOG ]
Astro l .481 | .4%548 | .744 |
Aero | .3892 | 366 | 498 1|
Comp I .582 | .93% | .457 |
EEng I 589 | .S542 | .265 |
GEQ I 849 | 936 | 146 |
GEP | 855 | .654 | .038 1|
OpsR | I .21 | 198 |
Strat | | I 198 1|

1f P < Alpha, reject the hypothesis that the two
programs are from the same population of students
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CORRELATION MATRICES
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MATRIX OF CORRELATION COEFFICIENTS
ENTIRE AFIT SAMPLE
GMTT GMTY | BMTQ : GRET
] I .
GMTT | 1.000 I .918 I .843 - 1,803
5o- GMTY I | - 1.000 | .543. |  .&55
2 GMTQ i ! _ I 1.000 | .78
: GRET | I I | 1.000
I i | |
GREM ' GREQ : UGPA ' GGPA
> ] .
; GMTT I .é88 | 462 I .298 | .434
: GMTY | .éé4 | .381 | .238 I .400
; GMTQ I .S01 I .792 I .273 | .3&8
- GRET | .870 | .843 I .314 I .396
a GREV | 1.000 | .42% I .128 I .262
1 GREG i | 1.000 I .432 I .344
: UGPA | I I 1.000 I .145
. 166Pa | - | i | 1.000
| { | |
: MATRIX OF CORRELATION COEFFICIENTS .
: GROUP_#1 "
; ASTEUNAUTICAL N NG
I SYSTEMS ENGINEERING
i ' SYSTEMS MANAGEMENT
: _GRET _ GREV _ GREQ _ uGka GGPA
: T
: GRET | 1.000 | .85% |  .871 |  .215 |  .é58
| GREV i |/ t.000 | .S05 | .087 | .S538
: GREQ i | I 1.600 | .257 | .é22
. UGPA I i I i 1.000 | -.052
: GGPA | | I i | 1.000
os
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MATRIX OF CORRELATION COEFFICIENTS

GROUP #2
Al [T K.
ELECTRICAL ENGINEERING OPTICS
ELECTRICAL ENGINEERING :

—GRET . GREV _GREQ _ GREA ] CYRS TﬁUQEA —GePa
GRETI1.000 | .878 | .843 | .636 | .067 | .212 | .308
GREV (1.000 | .S01 | .&61 | .04& | .140 | .129
GREQ! | 11,000 | .472 | .037 | .216 | .367
GREAI [ [ 11.000 1=-.208 | .033 | .143
CYRS| | | | 11.000 1-.324 | .1&7
UGPA | : | | | 11.0006 | .341
GGPAI | | | | l (1.000

| | [ ! | 1 !
MATRIX OF CORRELATION COEFFICIENTS
GROUP_#3
TS MANAGEMENT

ENGINEERING MANAGEMENT

CONTRACTING MANAGEMENT

ACQUISITION MANAGEMENT
— GRET — GREV ' GREQ — GREA
GRET I 1.000 I .82? I .847 I .693
GREY | | 1.000 | .333 Y

'IGREG | [ | 1.000 I L4645
GREA | | [ i 1.000

| j i |

: CYRS _  NMAT : UGPA l BGPA
GRET i .018 i .335 | .102 I .372
GREV | .024 i .0B80 I .158 I .23
GREQ I .012 | .4%4 | =.011 I .374
GREA I .10? i .108 I .1e2 I .53t
CYRS I 1.000 I .044 | -.514 i .139
NMAT | I 1.000 | =.240 i .140
UGPA | | | 1.000 I .158
GGPA | | ! | 1.000
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MATRIX OF CORRELATION COEFFICIENTS
GROUP #4
AU [ AL G IN NG
ENGINEERING PHYSICS
OPERATIONS RESEARCH
GRET GREY GREQ UGPA __GGPa
) 1 1
GRET | 1.000 | .889 | .700 | .274 | .130
GREV I | 1.000 | 313 | .238 | -~.071
GREQ I | ~ 1 1.000 | 216 | 312
UGPA 1 i i | 1.000 | .493
GGPA : : | : : - : 1.000
W

MATRIX OF CORRELATION COEFFICIENTS

GROUP #5
COMPU 1
NUCLEAR ENGINEERING

—GRET GREV —CREQ_ ugPa GGPA
. . l

GRET | 1.000 | .856 | .858 | .230 |  .322

GREV | | 1.000 1 .43% | .15% | .00

GREG | | I 1.000 | .215 |  .4%2

UGPA [ | [ | 1.000 | .273

GGPA ! | | [ | 1.000
| ! L | |
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APPENDIX D

METHOD USED TO ESTIMATE THE VALIDITY
OF CURRENT AFIT SELECTION PROCEDURES
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'METHOD USED TG ESTIMATE THE VALIDITY

OF CURRENT AFIT SELECTION PROCEDURES

Hain GREV and GREQ scores for the unrestricted
group were obtained from an Educational Testing Service
report furnished to  AFIT ~ (Educational Testing Service,
1981)>. The means were calcuiated using all scores reported
to AFIT between Octdber, 1980 and October, - 1981. They were
based on data from non-selectees as well as soloctoos; The
ratio of the scores from this unrostriéted group to those
of the students selected For AFIT (the restricted group)
provided an index that was used to estimate what the mean
GGPA would have been had all applicants that met essential
critoriQ been accepted. |

The mean (unrestricted) GGPA was estimated by
multiplying the AFIT group GGPA by both of these indexes,
summing the products, and dividing by 2. This method was
used to insure that the estimate would be conservative.

This figure was converted to a 2 score by
subtracting the critical GGPA fS.O) and dividing by the
unrestricted standard deviation, which was calculated in
the same mannir. The 2 score was then converted into a
corresponding area of the normal curve. This area of the

normal curve (.19) was added to the area on the other side

144




of the normal curve (0.35). The result is the estimate of
the percentage of (uhrestrictod) students that would have
earned a GGPA of 3.0 or better (&97).

.with this information, anq the selection ratio, the
Taylor-Russell tables in Appendix E can be used to estimate
the wvalidity of AFIT’s current selection procedures. The
table for .70 shows that with a selection ratio of .05, the

validity of the current procedures must fall between .30

and ,35.

COMPUTATIONS
! Step |
Ratio #1 = ne ri r R Mean Score
: AFIT Student Group GREV Mean Score
= _320 = .976
332.5
Ratio #2 = \Unrestricted Groyp GREQ Mean Score
AFIT Student Group GREQ Mean Score
- 409 = 917
663.8
Step 2

(Ratio #1)> X (AFIT Mean GGPA) =
(.976> X (3.4793> = 3,3957
(Ratio #2) X (AFIT Mean GGPA) =
(.917) X (3.4793) = 3,1909
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Step 3

1 3.3957 » 3.1903 = 4.3862
(6.3882) X (0.% = 3,293

3.293 = Estimated Mean BGPA for an
Unrestricted Group of Students
- Step 4
Estimated Mean GGPA — Pass Fail Score = 2 score

Unrestricted GGPA Standard Deviation

_3.293 - 3.0 o= ,4970 (2)
.589%

«4970 (2) = area of»the normal curve = .19
S+ .19 m .49 .

69 = the percentage of unrestricted applicants
who could be expected to pass given that -
multiple cut-off scores were not used
except to establish that absolutely
essential prerequisites had been satsified
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TAYLOR-RUSSELL TABLES
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