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ABSTRACT

Command and control systems are now beginning to use local

area network technology. In many of the applications, classi-

fied data must be handled. This report discusses specific DoD

considerations for local area networks with emphasis on security.

The accessing and updating of data bases in local area networks

is also discussed and directions for further research and devel-

opment presented.
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I. INTRODUCTION

A. BACKGROUND MATERIAL

In October 1981, the Institute for Defense Analyses was

requested by the Director, Information Systems, ASD(C31), to

study local network architectures and interfaces between these

networks and global networks. Security issues and interopera-

bility were to be key considerations in these studies, which

* also include data base management system usage on local and

local-to-global networks.

The studies reported herein relate to security architec-

tures for local and global networks and the interfaces between

• these networks. Also, there were several general security

architectures which were proposed for the DDN and under study

during the time period when our work was done, and we were to

help study this subject. We reference this work and describe

parts of it in Chapter I and in the Appendix.

For local area networks, the approach taken was to study

existing and developing commercial systems as well as DoD

developments and to propose and evaluate security strategies

* for the networks while also noting some features which were de-

sirable or undesirable for DoD usage. This work is continuing.

In order to aid C3, in implementing cost-effective data

base standardization policies for command and control systems,

* our work concentrated on problems which arise in local networks.

The distribution of data in these networks presents particular

organizational concerns which need to be analyzed, and our

initial work in that area is reported herein. Some study was

* also given the problem .f a standard language for network usage.
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B. OVERVIEW OF STUDY AREAS

When security architectures for local networks are consid-

ered, there are two broad categories into which these architec-

tures may be divided: (1) end-to-end encryption, and (2) physi-

cal security. End-to-end encryption involves encryption at the

data source, as shown in Figs. la-lb. In this case the encryp-

ting device is located near the host so that data is encrypted

before it enters the switch, Fig. la. For terminal protection

the encrypting device is located at the terminal access control-

ler (Fig. ib) if IPLIs are used. The lower section of Fig. lb

shows link encryption only (for unclassified terminals) and also

where an IPLI would be placed for a more secure system. In each

case, the data is encrypted before transmission of the data. As

a result, if the network transmission medium (cable, twisted

pair, etc.) is tapped into or if data is delivered to tie wrong

user through error, or if a user for whom the data is not in-

tended obtains the transmission, the data is encrypted and can-

not be read. The header--which is attached to the data before

transmission--is in the clear, however, because it identifies

the intended destination and it must be read by the communica-

tion system in order for the proper receiver to obtain, decrypt,

and pass it to the correct user. The encryption of data while

leaving the header clear is performed by a device called a

Private Line Interface (PLI) or Internet Private Line Interface

(IPLI). When physical security is used, the transmission medium

is physically secured (generally using special conduit) and by

enclosing the transmitters and receivers in a "safe" enclosure.

This provides physical protection against intruders; however,

the receiver must also be trusted not to read and deliver

improper messages to users.

More technical information on this subject may be found in

later sections; for now, the following points should be noted.

2
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1. When end-to-end encryption is used, the data sources

* and destinations are partitioned into "communities of

interest" by the encryption used. If all transmission

and receiving stations have the same type of encryption

devices, different communities use different encryption

* keys (Refs. 1 & 2). If these keys must be distributed

and inserted manually, a given transmitter or receiver

might require several encryption devices if different

levels or different communities are involved (Refs. 3

• & 4). This could be expensive and complicated; it is,

however, the way present networks using PLIs operate.

Fortunately, present networks have well-defined user

communities for the most part, so there is no partic-

• ular problem.

Future security systems are now in development

wherein an access controller identifies a source and

proposed destination, checks the right for transmis-

• sion of data at the level specified and for the commu-

nity proposed, and then forwards to a key distribution

device the information necessary so that the sending

and destination encryption devices can be sent keys

* to be used during the transmission. The exact strategy

for this is still being worked on, and further observa-

tions will be made in later sections.

2. When the physical security approach is used, the part

* of each system which puts headers on data (packets)

and which reads these packets must be trusted or the

data could be sent to an unauthorized destination by

the transmitter placing a wrong header on the packet

• (perhaps duplicating the packet and sending a correct

packet as well). Also, the transmitter could forward

all packets, or all packets of a certain unauthorized

class, to some user. Some local networks have units

*k which monitor traffic, bypassing defective nodes and

5



correcting network problems of various kinds. These

units must also be trusted or they might misaddress

packets or bring the network down on command (whenever

a special packet is read, for instance). The receiv-

ers must also be trusted, since packets with addresses

to users other than from those connected to a given

receiver will be received by these receivers.

3. Much, if not all, software for security architectures

using end-to-end encryption must be trusted. There

appears to be little difference in the amount of soft-

ware which must be trusted in end-to-end and in physi-

cally secured networks (Ref. 5). For example, bring-

ing a local network down is direct for most present

commercial and DoD system local nets if software trap

doors (Ref. 6) are used, unlike global networks, where

switches (IMPs) are distributed and data is not broad-

cast or passed through all modes (Ref. 7). More detail

on this aspect of security follows.

During the performance of our studies on Local Area Net-

* works, IDA was also asked to study architectures and their secu-

* rity considerations for global networks. An appendix on this

subject is included. Recommendations on this subject are in-

," cluded in the next section.

C. CONCLUSIONS AND RECOMMENDATIONS

Our studies have reached a point where some general recom-

mendations can be made and where several conclusions concerning

strategies for the present can be made. The general list fol-

lows, while supportive evidence and reasoning can be found in

Chapters II and III.

1. The best security architectures for the DDN designers

to pursue are those called Options 2.2 and 2.3 (see

Appendix). For the present, the development of a

6
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separate C21 net and an unclassified network seems the

best policy. Connecting links could then be implemented

when the 2.2 and 2.3 options have been clearly analyzed,

and the advantages and disadvantages weighed so that a

final strategy can be set forth.

2. Local area networks under construction or beginning

construction at this time should use physical security

rather than end-to-end encryption. The technical risk

in end-to-end encryption is much higher, and costs

have escalated when end-to-end encryption strategy was

planned.

3. Although DoD networks have emphasized broadband cable

as a medium for local area networks, the emphasis has

been on baseband cable for the largest makers of com-

mercial systems. The less inexpensive interfaces are

an important part of commercial considerations; how-

ever, for DoD users security considerations having to

do with the complexity of securing broadband systems

may be an even more important factor. Also, if audio

and video services are included as part of the overall

cable service, the extra complexity (from a security

viewpoint) and the enlarged group of users, often at

lower security levels, along with the more complex

interfaces, head end, etc., may make it more pragmatic

to have a second broadband (CATV) cable, and a baseband

broadband (CATV) cable and a baseband data cable rather

than combining the two. For these reasons and because

of the consideration of wide commercial usage, baseband

data systems may be more practical for DoD usage.

4. Protocols for local area networks need to be standard-

ized as soon as practicable. (The IEEE 802 is a good

start.) The need for internetting makes this essential

before too much development occurs and future inter-

operability becomes difficult to achieve. TCP/IP are

7
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outstanding candidates for LAN usage in C31 and with

no industry standards at present these should be

seriously considered for standardization at this time.

5. Trusted software to control access to a local area net-

work should be developed in a common user language as

soon as possible. Similarly, trusted software which

will correctly label and check outgoing packets must

also be developed.

6. The development of advanced work stations and local

area network interfaces will result in the development

of a new generation of flexible data base management

systems. It is likely that relational systems will

dominate in this area. Future data base design and

design of data base interfaces should be geared to

this development.

7. Since local area networks will inevitably comprise

existing hardware and data base software, communication

tools such as remote procedure calls will need to be

developed. An attempt should be made to standardize

these.

8. The high transmission rates and low response times

available on local area networks will diminish the

complexity of concurrency control for distributed data

bases. However, the need for replicated data (a com-

plicating factor in concurrency control) is less acute

on local area networks. The simplest methods of con-

currency control should prove adequate.

9. The problem of multiple data base languages is being

compounded by the development of new programming lan-

guages, especially Ada. Guidelines or recommendations

should be prepared now, in order that substantially

more complicated software problems will not develop

within C3, programming efforts.

8
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II. LOCAL AREA NETWORK TECHNOLOGY--SECURITY

* ARCHITECTURE CONSIDERATIONS FOR DDN

A. INTRODUCTION

The following sections present some state-of-the-art

information on local area networks, followed by some analysis

of interrelations between local area network technology and

architecture and security. Important considerations in a local

area network design include (1) the choice of the transport

media--baseband or broadband cable or twisted pairs, (2) the

topology of the network--ring, star, and bus are the primary

* choices if PBX is not used, (3) access protocol--token passing,

CSMA or CSMA/CD are the major choices, and (4) security archi-

tecture--physically secure or end-to-end encryption are the

major choices. Within each of these choices are many smaller

* considerations. For example, if broadband cable is used, the

frequency bands on the channel can be assigned to terminals and

computers or the transceivers can be frequency agile. Some of

these considerations are also presented.

wThe material presented here includes a considerable amount

on commercial systems, in line with DoD's stated policy of using

commercial products wherever possible. This appears particu-

larly advantageous when IC chips are concerned, since chip fami-

*lies are being developed around the major manufacturers' systems.

9
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B. TRANSPORT MEDIA FOR LOCAL AREA NETWORK

Decidinj'the transport medium for a local area network is

one of the most important choices made during system design.

There are two general types of media now in use--twisted pairs

and coaxial cable, and there is also a future possibility of

fiber optics links. The coaxial cable now used fits into two

general categories--broadband and baseband cable.

This section gives some operational characteristics of

transport media, including some DoD considerations concerning

*use of these media.

Broadband coaxial cable was the transport medium used in

early DoD developments. This was because of its bandwidth and

because it was readily available, as were receivers, transmit-

ters, termination devices, taps, etc., all because broadband

coaxial cable is widely used in CATV systems. The basic advan-

tages of broadband cable are its low cost, relatively high band-

width, extra shielding, and the fact that it is manufactured in

* large quantities and therefore readily accessible.

Broadband cable is suitable for long transmission distan-

ces (longer than baseband, for example), as much as 80 kilo-

meters. Broadband supports data rates of 100 megacycles to 150

megacycles full duplex. When frequency division multiplexing

is used, multiple services can be supported on different bands

* of the channel.

The physical topology of broadband is based on a single

*rooted tree because broadband is a directional transmission

system. Each user device places transmission on the cable in

one direction (upstream, also called the reverse channel) to

the head end (refer to Fig. 2). The head end (translates and)

*" rebroadcasts (downstream, also called the forward channel) to

. attached user devices. Wangnet, DCC, and Mitrenet use a dual-

trunk twin cable in which separate cables are used for transmit-

ting and receiving. Sytek and Amdax use a mid-split, two-way,

10
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single cable that is the CATV standard and also the IEEE 802

and the EIA standard.*

In these CATV-like networks, multiple channels can be used

for data, video, and audio transmission.

The cable used is standard, low-loss, solid aluminum sheath

coaxial 0.412-inch or 0.5-inch 75-ohm cable. The cable can be

extended using connectors and by dropping branches from a trunk.

Broadband systems support a 1/4-inch drop cable connected to a

modem at the controller (refer to Fig. 2). Coupling to the 1/2-

inch (approximately) trunk cable is made with a connector and a

passive tap. The tap is a passive dirertional coupler that pro-

vides a mechanical interface between the trunk coaxial and the

drop cable. The tap couples a predetermined fraction of the rf

trunk powe.° to or from the modem. Multiport taps provide more

than one drop cable in a location. The length between a tap and

a modem is normally 50 meters maximum.

Multichannel systems that use broadband transmission often

divide the frequency spectrum into over 100 channels. For

* example, Localnet can handle up to 256 nodes on each of 120

channels. This distributes the contenders for each channel and

allows the expansion by adding channels, rather than increasing

contention for a single channel.

Broadband systems often attempt to integrate a wide range

of communications into the Localnet media. Wangnet is an

example of this, and is intended to provide voice and video

services on the same cable with digital transmission. Mitrenet

also provides this facility.

Baseband local area network uses 50-ohm coaxial cable,

repeaters, taps, transceivers, terminators, controllers, and

transceiver cable. Sections of coaxial cable are interconnected

with repeaters to give greater geographical coverage (refer to

*The IEEE 802 standard, incidentally, specifies the following

data rates: 1 megabit, 5 megabits, 10 megabits, and 20 mega-
bits per second.

12
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Fig. 3). Repeaters can be anywhere on the cable, and take the

* position of a tap transceiver; however, the number of repeaters

in a path between two users is limited to some maximum. Making

connections to a baseband cable is very straightforward. The

taps used to connect transceivers to the coaxial cable should

be located as closely together as possible. Each tap is spaced

at a-precise interval of cable, starting with the end of each

cable segment. Each cable segment is tapped with a terminator.

Twisted pair wire is used to connect controllers to the trans-

ceivers (refer to Fig. 3). Normally, standard RS-232 interfaces

connect user devices to the controller. As IEEE 802 standard

specifies, each baseband cable segment must be less than 500

meters and operate at a 1, 5, or 10 megabit rate. Innertap

* cable spacing should be 2.5 meters. Also, the space between

the tap and transceiver should be 3 centimeters, and the trans-

ceiver cable length less than 50 meters.

Since CATV broadband cables are radio-frequency modulated,

they can accommodate significantly longer distance communica-

tions than baseband systems (the signals on baseband are simply

electrical signal levels representing 0's and l's). As exam-

ples, Micronet and Sytek's Localnet use an rf signal which

results in maximum transmission distances of 15 kilometers.

The physical difference between baseband and broadband cable

is that the baseband cable has an insulated inner conductor

surrounded by a woven copper mesh, while broadband has a copper

WA or copper-clad aluminum inner conductor surrounded by dialec-

tric and then a sleeve of extruded aluminum. Even more signif-

icant are the cable's data transmission data capabilities.

Baseband coax can support as much as approximately 50 megabits

4in a half-duplex mode, whole broadband cable can carry more

than 100 megabits in a full-duplex mode. Broadband coaxial

cable also offers higher immunity to electromagnetic and radio-

frequency interference than baseband. The use of coaxial cable

for broadband and baseband local area networks is based upon

13
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the cost-effectiveness, flexibility, and performance of base-

* band and broadband coaxial cable, compared with the twisted

pairs generally used in conjunction with PABX. High-speed,

high-channel density and low error rates of coax are also

advantages.

* When twisted pair telephone switch technology is used,

there are problems pulling additional cables through existing

conduits and other tunnels in office buildings, and the prolif-

eration of interconnected devices leads to interconnection

* problems in installing these systems. A single 1/2-inch diam-

eter coaxial cable can replace 1500 or more twisted pairs.

This gives cable a cost benefit in installing and maintaining

a system. Also, the time and cost of sorting out and perform-

* ing continuity checks on masses of twisted pairs can be a sig-

nificant maintenance factor. Note, however, that if coaxial

cable is broken, all terminations will be affected. However,

diagnosis and repair can usually be done rapidly and simply,

* and can be expedited by using diversely-routed backup cables.

Fiber optic links are now being used by the telephone

company in some places (long haul, not local area) but are not

significant in the local area net market. Fiber optics advan-

* tages include low loss over long distances, high bandwidth, and

immunity from electrical interference. However, connectors

are expensive and difficult to attach, and it may be several

years before fiber becomes a viable transmission medium for

local area nets.

The signals used to drive fiber optics have generally

been generated by LEDs, but sometimes lasers are used. As a

result, long-haul fiber optic telecommunications links are

* helping to spawn development of semiconductor lasers capable

of operating at 1.2 to 1.7 micrometer wave lengths, with trunk-

line transmission rates of 140 megabits. The conventional

approach of LEDs is limited to medium-range, narrow-band

* systems, operating at around 850 nanometers. As can be seen,

15



true laser emitters go well beyond LED limitations. Plessey Re-

search, Ltd. and Standard Telecommunications Laboratories in

England are working on fiber optic telecommunications networks,

investigating devices that will meet the requirements of fiber

optics telecommunications networks, with emphasis on reliability

and life. Lasers with continuous-wave room temperature thresh-

olds as low as 19 milliamperes with stable single transverse

longitudinal nodes have been fabricated by these English com-

panies. Siemens, A.G. has developed a range of 1.3 to 1.65

micrometer high-radiance lasers that may support 140 megabits.

Telecom has achieved 140 megabits over a length of 102 kilometers.

Data rates conceivably could exceed 1 gigabit over greater than

100 kilometers with predicted device lifetimes of over 105 hours.

Despite the great, promise, fiber optic links are still in

the future. IC chips would need to be developed for access

techniques, for example, and support technology (for mainte-

nance) has yet to be developed.

From a DoD viewpoint, the advantages of broadband cable

appear to be:

1. greater throughput,

2. multiple services (audio, video, and data),

3. widely used technology (CATV),

4. DoD has some experience with broadband, and

5. Greater shielding.

Some advantages of baseband are:

1. transmitters and receivers are simpler and less expen-

s ive,

2. the two major producers, IBM and Xerox (Ethernet), use

baseband,

3. baseband IC chips are readily available, and

4. baseband is simpler and easier to maintain by digitally-

trained maintenance personnel.

Twisted-pair PABX centered systems have these advantages:
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1. widely used technology, and

* 2. readily available components.

The primary difficulty with twisted-pair systems versus

cable systems lies in the many pairs which must be run in par-

allel to the switches versus the simple cable. Also, mainte-

*O nance of cable systems should be more straightforward, and these

systems are more readily expandable, more flexible, and should

be lower in cost over the long run because of the lower trans-

mission media costs.

* The overall costs are also affected by security require-

ments in DoD. If cable is used, a system can be physically

secured by placing conduit around the cable according to DoD

standards (Refs. 8 & 9). The transceiver interface must also

* be physically secured (in a safe-like enclosure) and the soft-

ware in this section must be trusted.* The cable conduit must

be visible throughout the complete run, so panels must be

placed on wall entries and apertures must be left open.

* For end-to-end encryption-secured systems, several devel-

opments are required. An access controller (a microprocessor,

probably) must check user identities and verify rights to com-

municate between users when a transaction is initiated. The

* access controller then notifies a key distribution center (in

the microprocessor) that communication can begin, and the key

distribution center sends keys to the users. Monitoring and

record-keeping functions must also be performed by the access

contL-oller and key distribution center.

As yet, the necessary parts for the end-to-end encryption

technique are not worked out. In a recent attempt to use this

technique, costs escalated and the project was discontinued

* (this project appears to have been technically sound, but costs

*The Cl Division of NSA has developed levels of trust and

descriptions for these levels, but as yet the levels for
physically secured systems are not called out. Since these

*are in development, we assume the requirements can be accom-
modated.
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throughout the system continued to rise until a fall-back system

became the only viable way to meet deadlines and cost limita-

tions).

As a result of the above, our conclusion is that using

physical security is probably the most prudent policy for a LAN

development at this time. If end-to-end encryption techniques

are further developed and working models are produced, then a

cost-benefit analysis might be done to weigh the advantages and

disadvantages of these two approaches at a later date.

Security considerations may also prejudice DoD users toward

baseband. The implications of mixing audio and video with digi-

tal are not fully understood, but this would widen the user com-

munity to include users and devices which may increase the over-

all risk. Being all digital, baseband is simpler to analyze,

and the simplicity of baseband interfaces may be a substantial

advantage when security is considered. There are, however,

systems in development which use bandwidth allocation on broad-

band cable to partition users into communities. The use of

band-pass filters to search out data needs to be analyzed as

both sideband transmission levels at transmitters and atteni-

tion levels at receivers must be carefully considered, as

strategies for moving filter frequencies.

C. ACCESS METHODS

The choice of a transport medium influences the choice of

access method used for the network. There are three general

categories of access techniques now in wide use, with varia-

tions of all three existing in commercial systems. The three

access techniques are (1) Collision Sense Multiple Access

(CSMA), (2) Collision Sense Multiple Access with Collision

Detection (CSMA/CD), and (3) Token Passing.

This section discusses these access techniques, with com-

ments on their possible use in DoD systems.
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1. Carrier Sense Multiple Access (CSMA)

* As has been mentioned, broadband cable networks use CATV-

like cable layouts in which there is a head end containing

frequency translation and repeater circuits. In tree-like

fashion, the distribution of drop cables emanates from this

* head end and provides taps for attaching information processing

equipment to the network. When a user broadcasts a packet of

data, the packet travels inbound ("upstream") to the head end,

and is then sent outbound ("downstream") to the waiting receiv-

* ers. This two-way path is accomplished either by having two

physically separate cables, or one cable in which the frequency

is split, with low frequencies going "upstream" and high fre-

quencies going "downstream," as has been mentioned.

If the network uses CSMA, when a terminal has a data

packet ready for transmission it senses if a packet is being

sent,* and if one is, it will defer until the current packet is

completed and then start to transmit. This is the carrier

* sense phase of CSMA. Sometimes two nodes will begin to trans-

mit virtually simultaneously, resulting in a collision. The

collision occurs because each node transmits within the propa-

gation time interval between the nodes, and hence each could

* not hear the others' transmission before trying to transmit.

These collisions are resolved independently by each node. Each

node calculates a random interval that it will wait before

attempting to retransmit the packet. This random retransmis-

bP sion routine prevents two nodes from engaging in an unending

series of collisions. When a pure CSMA system is used, only

after the complete packet has been sent is the collision detec-

ted, generally by the lack of an acknowledgment from the

* receiver node.

*If the cable is divided into frequency bands, then the trans-

mitter is using a particular frequency band and only receiv-
ers also using that band can receive the transmission.
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2. Carrier Sense Multiple Access with Collision Detection

(CSMA/CD)

In order to cut down on the time lost due to collisions, a

second technique, Carrier Sense Multiple Access with Collision

Detection (CSMA/CD), is often used. In this case the trans-

mitter monitors the channel as it sends, and if a collision is

detected, each colliding node will discover the collision vir-

tually as it occurs. Each node can then abort the remainder of

the transmission, potentially saving time on the channel.

When CSMA/CD is used, stations needing to transmit must

wait for current packets to traverse the net. Entire packets

are sent once communication is initiated unless a collision is

detected. All stations on the net must he capable of detecting

the presence of another station's messages on the network cable,

and this is called carrier sensing. In most implementations, a

channel interface is ready to transmit once it has determined

that no other carrier is present. A preamble of bits, just long

enough to ensure that the first bit has had time to travel to

the furthest point of the network, is sent. This is followed

by source and destination addresses, a contrnl field, data, and

a cyclic redundancy check. When the transmission stops, a speci-

fied interframe time is observed, following which another inter-

face is free to begin transmitting. The time required for a

signal to make a round trip over the longest network path is

called the slot time. When two or more stations begin sending

their preamble at about the same time, a collision occurs and

the bits become garbled. Each transmitting interface then

recognizes that its message has collided with another one, and

transmits a jam signal. At the same time, each station's con-

troller executes a random number algorithm and calculates a

random number of slot times for the station to defer before

attempting another transmission. If a second collision follows

the first, the random number algorithm produces a longer set of

slot-time deferrals until a message is sent without collision.
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A major attraction of CSMA/CD is that it permits network access

* control without the need for a central network controller.

Collision detection is difficult to implement on broadband

systems, and often unreliable. As a result, baseband systems

more often use CSMA/CD. The reason broadband systems have dif-

* ficulty is because the receiver's filters affect the signal

capture so that a strong signal is detected by a receiver even

when a weaker signal also is present, and this can delude some

users into thinking that only one data packet signal is being

* transmitted. Other intended recipients, however, may not lock

onto the stronger signals when they sense a collision is occur-

ring.

Present broadband implementations of CSMA/CD do collision

• detection by reading their own packet from the cable and com-

paring it with what was sent. If the comparison is successful,

the transmitter concludes that no collision has occurred. How-

ever, when a collision does occur the packet may not be aborted

• until it is campleted. The result is nearly the same perform-

ance as pure CSMA without any real benefits of collision detec-

tion.

* 3. Comments on CSMA and CSMA/CD

An important factor in CSMA throughput is the ratio of

propagation delay to packet duration. If delays are short, the

ratio will be less than one, .o that the period of vulnerability

*D of a packet with collision is short, resulting in high-channel

throughput, where throughput is measured as the portion of

channel time engaged in successful transmission. As the ratio

approaches 1, the channel performance degrades, and the probable

*collision interval becomes as long as the packet itself. If

the channel is pushed to its limit, nodes become engaged in

retransmission of previously collided packets blocking the

entrance of new packets onto the channel.
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When a user located at the midpoint of the cable in a

broadband system sends a packet using CSMA, that packet is vul-

nerable to collision for a time equal to 1.5 times the one-way

maximum delay, which is the time it takes to reach the head end

plus the time to travel downstream to the farthest subscriber.

The worst-case subscriber is vulnerable to twice the one-way

; delay. A baseband layout uses two-way propagation on the cable

* so that worst-case delay is simply the end-to-end delay. For

both CSMA and CSMA/CD, performance improves for longer packets

and shorter propagation delays.

Major broadband cable local area network manufacturers are

Wang, Sytec, and Digital Development Corporation. In some sys-

tems, time division multiplexing is superimposed on the elemen-

tary frequency division multiplexing of broadband transmission,

allowing each channel to be shared by several stations. Sta-

tions sharing a single channel are then prevented from collid-

ing with one another by transmitting only during time slots

defined by a remodulator. Also, all packets in a given network

will then have the same number of bits, and thus occupy the

same time on the channel. The head end continually transmits

packets on the downstream channel, some of which are retrans-

missions of packets originating at stations on the network.

Addresses of specific stations are broadcast to all stations

that share a particular channel. The remainder are empty

packets whose sole function is to provide an interval time.

When a station has a message to transmit it waits for an empty

packet on the downstream channel, indicating an available time

slot, and begins transmitting on the upstream channel. When

traffic is light, the network can omit time slots and allow a

contention between the stations. During contention periods a

station recognizes a collision when its packet fails to return

on the downstream channel in a reasonable time, or if the packet

comes back garbled. In each case the station retransmits the

22
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packet. Also, as the data rate increases, the percentage of

that rate that is usable decreases.

Computer Automation, Inc., makes a broadband system which

uses a special form of CSMA/CD, which claims data rates of up

to 10 megabits and error rates as low as 10- 9 . Individual

cables can be up to a kilometer in length, and the system can

support up to 254 addressable nodes. CSMA networks can be

either rings or open busses. All transmissions are broadcast

in the sense that every station can receive them. User receivers

will hear everything but only forward the transmitted data ad-

dressed to them. In one form of CSMA the receiver of a message

is required to acknowledge it. This requires the sender to re-

tain a copy of the message until the acknowledgment arrives,

in case the message must be retransmitted. If two messages

collide, the receiver does not recognize its address and does

not accept the garbled message, and therefore does not acknowl-

edge it. As a result the transmitter cannot distinguish between

messages not received at all, messages received with errors not

caused by collisions, or between messages lost in collisions,

or even messages not received because the receiver's power is

off. This form of CSMA also does not allow for loss of acknowl-

edgment of a correctly received message. As a result, most

networks such as Ethernet, Net/One and Z-net, use CSMA/CD. A

possible disadvantage for CSMA/CD is that every transmitted

frame must be at least twice as long as the propagation time
to the most distant station in order to guarantee that a colli-

sion is detected before transmission is complete. For example,

Ethernet is limited to 1 kilometer, so the one-way propagation

time is approximately 6.6 microseconds, and frames must last

at least 13.2 microseconds. Therefore, they must contain a

minimum of 132 bits at 10 megabits. If a station at one end

of the network begins to transmit, the station at the other

end will not receive the transmission until 6.6 microseconds

later. During this 6.6 microsecond period, if the station at
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the other end begins, it will transmit almost 132 bits before

it discovers that someone is transmitting from the other end.

Probably the more important disadvantage for CSMA/CD is

the inability to provide a maximum access time. Under light

conditions a user can expect to get onto the network promptly;

however, the chances of encountering collision after collision
as a user tries to transmit can become large if the system is

very busy. As a result, no guarantee of a maximum access time

can be given.

.- 4. Token Passing

In a token passing access system a particular bit config-

uration called a token is transmitted on the network between

data packets. Examples of token networks are Tandy's TRS-80,

- the Datapoint ARCnet, and IBM's LAN. In these networks, no

" station can transmit unless it has just received the token. A

* station addresses the token to another station in the network

following its completed reception. The token can be passed

.. immediately after receipt if the station has nothing to send,

or after sending a packet. Priority schemes can enable selec-

ted stations to keep tokens for some stipulated period, but not

indefinitely. This makes it possible to guarantee a maximum

time that a sender must wait before being given access to the

network.

There are many variations of token passing. The network

can be an open-ended bus or a closed ring. Token busses are

broadcast systems where token senders place a specific address

(that of the next station in the token passing sequence) on

the token when transmitting it. Every station receives this

transmission but only the addressed station gets the token.

The token bus is physically ring-like in operation because of

*, the fixed order of the token passing. A user that receives

* the token can transmit a packet of data addressed to any user

in the network immediately. The station follows the packet

C24
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with a token addressed to the next station in sequence. This

approach works with either a bus or a ring. If the network

is a ring network, each token contains a bit that identifies

it as free or busy. When a user with a packet to transmit

receives a free token, the user changes it to a busy token and

then forwards it, followed by its packet. If the station has

no data, it forwards a free token. A busy token makes one

round trip and returns to the originating station. There are

several strategies in use at this point. The user can wait

for the entire packet to return, assuming that the user to

which the packet was addressed read it, and after the entire

packet is returned to the sender, if it is o.k., the token is

changed back to free status and forwarded. A second choice

is to change the returning token to free status and forward

it at once (part of the just-transmitted packet may still be

circulating). A third choice is to generate a new free token

immediately after transmitting the packet. This allows two

or more tokens to be in the network all at once. For these

strategies the token must take longer to travel around the ring

than to write the packet on the network. For a token bus sys-

tem, a user receiving the token acknowledges reception to the

sender. If the sender receives no acknowledgment, it considers

the station to be inoperative, and retransmits the token to the

user who was previously second in line. The propagation time

around a ring is the sum of the delay in the communications

medium, plus one bit time per station introduced by the accept

and retransmit step. Some means of bypassing a failed station

or link to avoid bringing down the entire network is needed,

and this presents a problem to DoD users. Token passing has

the advantage that no station can transmit without a token, so

messages cannot collide, and a message can be as short as

desired.

IBM uses a baseband, token-passing form of access, and has

a monitor which is a station on the ring. The monitor watches
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for lost tokens, defective tokens, multiple tokens, and other

pathological conditions, and takes action to correct them.

(This monitoring activity can be centralized or distributed

through the network.) IBM also has a technique for restructur-

ing a ring in case of failure. IBM's system has two or more

concentrators to which the user connections are attached. The

concentrators contain active subsystems that, by examining

transmissions, can locate a failure point and set up a bypass

around failed stations.

A typical LAN early design (DoD) was for 2000 terminals

and 150 printers. Broadband cable was chosen over twisted pair

because of installation and maintenance expense for twisted

pairs. Standard 0.5 inch aluminum outer conductor, copper

inner conductor, coaxial cable was chosen and a two-cable

system (one upstream--one downstream) was selected.

Terminal interfaces used a bus interface unit and there

was also a computer interface unit. The cable was used multi-

channel with each channel having a 1.544-megabit data rate.

Standard 40-channel CATV components were used and the bus inter-

face units had frequency agile front ends made from modified TV

tuners.

There was a log-on channel, and a system control computer

polled key interface units continuously. When a user signs on,

the system control computer verifies the user's identity and

his rights to the computer connection addeess called for. The

* system control computer switches the rf tuner section of the key

* interface unit to the channel used by the computer. (Computers

*have fixed channel allocations, and their interface units are

. not frequency agile.)

The system controller also arranges for key distribution.

The key interface units have log-on (and off) procedures in ROM

but the communications protocols are down-line loaded in RAM.

The CSMA protocol is used to access the key channel to and

from the computers and key interface units. X.25 and HDLC were
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used for levels 3 and 2 of the International Standards Organiza-

* tion model for open system interconnection.

In all, this is a carefully thought-out design for DoD-

type use. The use of end-to-end encryption seemed reasonable,

although considerable development was needed to implement this

*feature. The cost of a physically secured cable was about $3

million more than for a conventional cable installation. This

was felt to be a further justification for end-to-end encryp-

tion. In retrospect, however, the escalation in cost for

1 encryption units in the key interface units and the cost of

developing and implementing the key distribution software and

hardware appear to have exceeded the cost of physical security.

Also, the cost and difficulty of implementing verification, and

* whether trusted key interface units would be necessary, and at

what expense, have not been determined.

This system is relatively complicated for a local area net-

work. A major consideration here would be whether a baseband

* physically secured system would not involve less technical risk

than the broadband physically secure system. At the time the

design was made, however, IBM was not in the baseband arena and

Xerox was not in its present strong position. As a result,

• using DoD-type technology would certainly have appeared the

most prudent approach. Now, however, with the proliferation of

IC chips implementing CSMA/CD, baseband transceivers, HDLC, and

even X.25, a formidable array of components can be assembled.

4By adding verification software, a designer would be well on

the way to a complete design and the risk appears low, while

interface unit costs should be very reasonable.
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III. DATA BASES IN LOCAL AREA NETWORKS

A. INTRODUCTION

* Probably the most significant advance in commercially

available computer hardware over the past two years has been

the development of "personal work stations". The term is very

vague, for it can encompass anything from a limited word proc-

* essor to a machine with the processing power of a large mini-

computer or small mainframe. Based on these developments, a

number of proposals within C31 and related organizations have

been made that will distribute existing computational loads

* over a network of personal machines and special-purpose proc-

essors, file servers, long-haul network interfaces, etc.

One of the main functions of such a network is to provide

users with a variety of data base interfaces. There are two

* obvious extremes:

a. The data server performs all the processing, and the

user work station acts as a regular terminal. In this

case, the network is being used simply to support

*terminal-to-host communication. Other than that, the

software to support data base access is exactly the

same as is required for a regular configuration of

terminals and host.

* b. At the other end of the spectrum, the user work station

may have the storage and processing ability to maintain

a substantial data base, and the data server's function

may be only to provide backing store and to support a

* few shared files that may be independently updated from

various sites.
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Somewhere between these two extremes lies the practical

approach. However, to discover what this approach is, the prob-

able characteristics of the personal work stations involved must

be examined. Typically, these computers are considerably more

powerful than conventional microcomputers in three important

ways:

1. The address space, or potential memory size, is sub-

stantially higher than the conventional 64k available

on the earlier microcomputers.

2. Secondary storage is a fixed "hard" disk (Winchester).

Capacities of 30 mb are common. Compare this with the

usual maximum of 1 mb for a dual floppy disk system.

3. The screen interface is often more sophisticated than

that on a conventional terminal. Bit mapped screens

and graphics software may be provided.

All three of these will have a dramatic impact on the way

data bases may be used. The first two of these make possible

the implementation of a substantial data base management system

on a user work station (the performance of a floppy-disk-based

micro is inadequate for any substantial data base work). The

last point will make possible new and better user interfaces,

especially for large amounts of textual data or for certain

other "nonstandard" data, such as pictorial or geographical

displays.

The price of such work stations should justify their use

within C31 networks. Machines such as those described above are

now available commercially in the S8k-30k price range, approxi-

mately the same (in constant dollars) as a terminal ten years

ago. Examples include the Apollo, Fortune, Sun "terminal",

*Apple's Lisa, Wicat, and some of the larger IBM and HP work sta-

'" tions. Most of these systems are based upon the 68000 processor,

and many have integrated software to support some kind of high-

bandwidth networking. In a somewhat higher price range, but

worth noting in this context, are the Lisp machines developed by
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Symbolics and Xerox. These have been designed in the hope that
* "expert" systems can be designed for personal machines, but it

is quite possible that such systems will be desirable in C31

networks.

The impact of networks and advanced work stations on the

* use of C31 data bases will be divided and analyzed in three

main areas:-

A. Data bases on local area networks.

B. Requirements for a "personal" data base management

* system.

C. Integration tools for existing data bases.

These topics require some initial comments. The first

point deals with the problems of distributing (or not distrib-

uting) data on a high-speed network of processors. These are

somewhat different from the problems of data base access on a

low-speed geographically dispersed network. The second point

deals with the data base tools that a user requires on a per-

* sonal machine. Any user who downloads a file to such a machine

has of necessity created a local data base, and since this will

inevitably happen, it is better that it happen in a controlled

fashion. The last point deals with that in integrating, in a

*local data base, existing data bases with similar, but not

identical, structure. Finally, in continuation of preceding

studies we include a survey of developments in data base/pro-

gramming language integration.

B. DATA BASES IN LOCAL AREA N2TWORKS

Previous sections have described Local Area Networks (LANs)

• of processors geographically separated by distances of the

order of a several hundred meters and having high communication

rates. Local area networks are distinguished from the long-

distance networks, such as the ARPANET, by the type of communi-

* cation technology that is exploited. The distinction between a
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"' local area network and a conventional computer configuration

using a bus as the medium of communication is less clear, and

is more a matter of the philosophy surrounding the kinds of

message passing that are used. A "single wire bus" configura-

tion is often used for the implementation of a local area net-

work.

A typical design of a local area network is shown in Fig.

4. It contains a number of work stations, a high-speed (and

perhaps high-quality) output device, a file/data base server,

and a connection with some other network. The bus-like topology

of this diagram is one of the possible topologies for such a

network that has been described. Such configurations are

being widely considered for military applications; in particu-

lar, DCA has similar designs for site configurations when

WWMCCS is upgraded.

A feature of nearly all such designs is that some form of

file or data base server is included. This section of this

report will concentrate on the design and implementation of data

bases on such a network. At first sight, the only critical fea-

ture of local area networks to affect this issue is the communi-

cation rate; however, the network topology and the communication

protocols do play some part in the physical limitations on data

base design. It is therefore worth reviewing them here.

1. Local Area Network Design

For data base design considerations, the most important

distinguishing feature of a local area network is the transmis-

sion rate. Characteristic transmission rates are in the range

of 1-100 megabits/second in many designs, which exceeds the

rate at which a data base management system can deliver or ab-

sorb data in most cases. One of the arguments for a high-level

network query language (Ref. 10), that of reducing network traf-

fic, no longer holds. The other argument, that of having a

uniform interface, is still relevant.
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The details of how this transmission rate is achieved--

network topologies, network protocols, etc.--are less relevant

* to the discussion of data base design, but they are not indepen-

dent issues. Factors such as reliability play an important

*part, both in network design and in the provision of shared

data bases. In this section we shall, therefore, briefly re-

view some of the details of Local Area Network design.

There are four possible topologies for a LAN: star, ring,

linear bus, and network. Network topologies, while having

obvious advantages of reliability for long-haul networks, are

not normally considered for local area networks. The linear

bus architecture is simply an extension of the bus architecture

frequently used in designing single computer configurations,

i.e., to connect a processor to its peripherals.

As mentioned, two similar transmission protocols are ad

hoc standards for bus networks. These are the Xerox Ethernet

protocol (Ref. 11) and the IEEE-802 standard (Ref. 12). In these

protocols a host transmits a message (whose length has a pre-

determined maximum) by first listening to see if the network is

in use. If not, it transmits; if it is in use, it waits a "ran-

dom" time and tries again. This allows the possibility that

two or more messages could collide. The collision may be de-

tected at a low level (within the analog circuitry) and if it

*[ occurs, the contending hosts each wait for a "random" period

and try again. The overriding advantage of this method is that

the operation of the network is not dependent on the reliability

of any complex processing at some node, and individual stations

-may simply be "unplugged" without affecting the reliability of

the network.

In ring networks, a set of message "slots" is kept in con-

stant circulation around the ring. Each node on the ring must

forward the messages that are not intended for it and must move

messages that are addressed to it. The question of such a net-

work is clearly dependent on the continual operation of each
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node. In error states, or when the network is reconfigured, a

distinguished node is used to restore the protocols. For fur-

ther discussions of the network protocols, see Ref. 13; see

Ref. 14 for surveys.

Finally, another form of star topology is used in IBM's

System Network Architecture. In this, a central node is respon-

sible for the interconnection of a "subarea"--a local area net-

work. All messages between nodes (whether or not they are both

in the same subarea) flow through such a central node, which is

also responsible for initiating communication.

In the last two architectures, there is one node whose

reliability is essential to the reliability of the network.

Such a node is an obvious candidate for any kind of shared

storage and in many networks (HP, for example), the central

node is also a data or file server for the rest of the network.

2. Distributed Data Bases

A number of problems associated with distributed data

bases have been extensively studied, and we shall review them

here in order to investigate which are relevant to the problem

of data bases on local area networks. The term "distributed,"

when applied to data bases, has varied meanings.

Large data bases have traditionally been "distributed" over

several secondary storage devices, and all the logical problems

that occur when a data base is more highly distributed (e.g.,

at several nodes of a computer network) also occur with a data

base that is controlled by one processor. There are, however,

some physical details that need to be taken care of. On a long-

haul network, the communication rates are very much slower than

those normally associated with a disk. It is therefore appro-

priate to try to cut down the amount of network traffic associ-

ated with a given data base query by performing more work at

each processor. For example, the processors themselves may be

capable of interpreting relatively high-level languages, rather
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than doing low-level i/o. This means that the study of query

(and update) languages (Ref. 10) and query optimizations is

important.

Since on a local area network transmission rates are comn-

parable with those on a disk, high-level languages and query

optimization are not required for distributed data bases (though

they may well be required for other reasons--e.g., heterogene-

ous data bases). Therefore, a data base distributed on a local

area network presents few problems, and it is often a relatively

easy task to take an existing DBMS and make it "distributable"

over a local area network. We shall discuss how this can be

done in the next section.

Much work on distributed data bases has been directed

toward the problem of redundant data. In a DoD environment it

is generally advisable (Ref. 15) to have several copies of the

sane data geographically dispersed over a network. In this

way, data access will not be dependent on one processor, and

the reliability of many data base applications should be guar-

anteed even if parts of the network are destroyed. The effi-

ciency of data base access may also be improved by having

multiple copies, and also be improved by having "local" copies

of certain frequently used data.

The major difficulty with redundant data is keeping a con-

sistent version of all copies in the presence of concurrent

transactions. As a very simple example of this problem, suppose

that two update transactions U1 and U2 both update the "same"

piece of data x. However, two copies of x X1 and x 2 exist at

different locations on the network. The two updates may be

issued from different sites in the network and, because of mes-

sage transmission time, they may arrive in the order U1 , U2 at

the site that holds x and in the order U2, U1 at the site that

holds x The two copies of x will now be inconsistent with

one another.
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This problem has been studied extensively and we shall

briefly review the problems of concurrency in distributed sys-

tems here.

When two transactions are run against a data base there is

a danger that they will interfere with one another and leave

S the data base in a state which is in some sense incorrect. The

purpose of concurrency control is to ensure that this kind of

interference does not take place. Before summarizing concur-

rency control algorithms, it should be noted that the semantics

of data base are of paramount importance. For example, a com-

mon case in which two transactions can interfere with one

another is in concurrent updating of an account file. Consider

two programs A and B that both attempt to change a BALANCE in

a data base.

Program A Program B

Al Read BALANCE from data base Bl Read BALANCE from data base

A2 Add $500 to BALANCE B2 Deduct S1000 from BALANCE

A3 Store BALANCE in data base B3 Store BALANCE in data base

0 If program A is performed entirely before B or entirely

after it (i.e., the transactions are in the order Al, A2, A3,

Bl, B2, B3 or in the order Bl, B2, B3, Al, A2, A3) then the re-

sult will be to decrement (correctly) the BALANCE by $500. Sup-

pose, however, the programs are run concurrently and the order

in which the transactions take place is Al, Bl, A2, B2, A3, B3.

In this case, program A will have no effect and the BALANCE will

be (incorrectly) decremented by $1000.

Compare this with a similar scenario in which two intelli-

gence analysts might simultaneously attempt to re-estimate the

position of some moving object.
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Analyst A Analyst B

Al Read POSITION from data base Bl Read POSITION from data base

A2 Add (x,y) to POSITION R2 Add (x',y') to POSITION

A3 Store POSITION in data base B3 Store POSITION in data base

In this case Analyst A and Analyst B are both attempting to

correct the data base in a similar fashion, unaware of each

other's actions. In this case it might be appropriate to add

either (x,y) or (x',y') to the data base but not both. The

point to be made is that concurrency analysis can only proceed

from careful semantic analyses of the updates, and should new

updating transactions be introduced into a system, the analysis

will have to be reworked. This may prove especially difficult

in the relatively flexible data base systems that we shall

consider later.

Most commercially available large-scale data base management

systems provide some form of locking mechanism that allows one

process to read-lock or write-lock a record or other data base

component. If, for example, a process obtains a read-lock on a

record, no other process may read that record until the read-

lock is released. Locking mechanisms are needed for implementing

concurrency control, but the problems of implementation arise

above that level. Only in a few cases (we note these later) do

any commercially available systems provide any higher level of

concurrency control. This is usually left to the implementers

of a particular set of applications programs, and is usually

the most problematical part of the program specification.

The basic method of providing a higher level of concurrency

control is two-phase locking. A process that updates the data

base first obtains the appropriate (read or write) locks on all

the relevant record. It then performs the update and releases

those locks. The problem with this is that deadlock between

two processes can easily result.
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Process A Process B

Al. Read(x) Bi. Read(y)

A2. Write(y) B2. Write(x)

Suppose that Al and BI, respectively, require (read) locks on x

and y. If these are obtained before the execution of B1 and B2,

then neither BI nor B2 will be able to proceed. The solution to

this problem is for one process to back out entirely and wait

for the other to complete. A more general version of this method

is to subdivide each process (this is not always possible) into

a growing and shrinking phase. During the growing phase, the

process only acquires new locks, while during the shrinking

phase it can only release locks. A process that completes its

growing phase may progress to completion, while one that is

halted in its growing phase must back out of all its locks and

restart later.

The next problem is to detect deadlock. This can be done

by a graphical analysis. A directed graph is constructed whose

nodes are the processes and an edge is drawn between node A and

node B if A is waiting for a record that B has currently locked.

If this graph contains a cycle, there is a deadlock which can

only be broken by one of the processes backing out. There are

various methods for deciding which process should back out, and

there are also methods that, by prior analysis of the transac-

tions, can prevent a transaction ever starting if it is likely

to cause a deadlock. See Refs. 16, 17 & 18 for details.

Another possibility in a centralized data base (or a dis-

tributed data base with centralized control) is to use a method

similar to that employed by Ethernet. Any process, if it can-

not obtain all its locks, must back out of all locks, wait a

random time, and try again. This solution is not feasible for

a long-haul network when transmission delays can be substantial,
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but for classes of simple transactions, it is perfectly feasible

for local area networks.

The major problem in concurrency is the preservation of

data consistency. The simplest case of this is when data are

replicated at different sites. It is often deemed useful,

either for reliability (insurance against failure of one or

more nodes), or for efficiency (when local access is much faster

* than remote access) to have multiple copies of certain data.

The maintenance of replicated data so that the users have a

consistent view of the data is the major thrust of the research

" behind SDD-I, currently being developed by Computer Corporation

of America. The details of this are reported in Ref. 15.

Replicated data is only one form of consistency that is

important in concurrent access. More generally, data may not

be replicated, but there may be integrity constraints that exist

among data bases. To our knowledge, little work has been done

in concurrency control for this more general form of data con-

sistency.

There are other forms of concurrency problems with data

consistency that exist in C31 data bases. These are concerned

with data consistency in "centralized" systems. For example:

(a) There is a common practice of keeping "stripped" files

which replicate information in a larger data base.

This is done for two reasons: one is for efficiency
of processing a large number of similar queries

against the data base. The other reason is that often

there are better tools for querying a simple rectangu-

lar file than there are for a more complex data base.

The concurrency problem is usually solved (a) by

creating the stripped file from the data base rela-

tively infrequently and in such a way that ensures

that any transaction runs against exactly one version

of the stripped file, and (b) by only allowing queries

(as opposed to updates) against the data base.
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(b) A single data base will often contain data structures

that have to be kept consistent. A relatively common

example is with data bases that hold (among other

things) geographical information. The coordinates

for a record are usually stored within that record.

At the same time (for efficient geographical search),

it is often necessary to erect some indexing structure,

or other data structure) on top of these records. In

a Codasyl data base, certain geographical clusters

will be combined into a set. The set structure must

be kept consistent with the coordinates, and geograph-

ical search algorithms could be seriously endangered

if no attempt is made to preserve this kind of con-

sistency.

A good survey of concurrency algorithms to preserve data

consistency in distributed data bases is to be found in Ref.

19. Many of the more complicated algorithms appear to be in-

tended to long-haul networks in which there may be substantial

delays in message passing between sites and where transmission

rates may be inadequate.

It is not clear that the more complicated methods will

have immediate usage for local area networks within C31. Rea-

sons are (a) the concerns for reliability and robustness may be

less important for local area networks, (b) the flexibility of

data base access may defy the kinds of pre-analysis required to

define the locking algorithms described above, and (c) where

some sort of locking is required, it may be possible to imple-

ment an extremely crude time-stamping algorithm that will take

care of conflicts such as those described above. It should

also be noted that the transmission rates on local area networks

are so high that it is possible to copy a large fraction of a

data base in a relatively short time.

Nevertheless, for long-haul networks and for local area

networks on large military platforms (e.g., aircraft carriers)
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where the data base applications are relatively predictable, we

believe that the work on concurrency in distributed redundant

data will prove extremely important.

Other than the research projects described above, we know

- of few commercial products that incorporate any sophisticated

degree of concurrency control or manage to implement adequate

tools for distributed data bases. Exceptions are a distributed

Codasyl for Apollo computers (Ref. 20) and the multiple copy

data bases used by Tandem computers.

3. Data Servers

Nearly every design for a local area network contains some

node whose function is the maintenance of large quantities of

data. In many cases this node is viewed as dedicated to the

maintenance of a (physically) centralized data base, in which

case it is often called a data server (Ref. 21) or a "back-end"

data base system. The degree to which such systems are special-

ized can vary. Such a node might serve in one of the following

ways:

a. A File Server. This is by far the most common of data ser-

vers and exists on a number of implemented networks. To a user

program running at a work station, the file server provides the

same functionality as the file i/o system of single machine

operating systems. Moreover, since the transmission rates are

so high, there is little or no difference in the performance of

a file server when compared with conventional operating systems.

The reasons for having a dedicated file server are twofold:

(1) For reasons of economy. It is presently cheaper to

provide a central (large) mass-storage device rather

than local mass storage for each work station. How-

ever, the economics may change in the near future. We

have seen that work stations (or "personal machines")

with a built-in Winchester disk system, capable of
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providing fast access to tens of megabytes of storage,

are now appearing in a price range that is competitive

with existing word processors and home computers.

(2) For reasons of network design. The file server may

also be the central node on a star network and may

* also be responsible for handling communications

between work stations and may also maintain other

programs (such as a mail-forwarding systep for other

networks) that are of general use and need to run

* independently of the condition of the individual

work stations. In some networks (e.g., the Hewlett

Packard), the file server is no more than a specialized

work station with added mass storage.

b. A General-Purpose Data Base Manager. In this scenario, the

data server is designed to perform data base functions. It may

also be the case that the hardware and software of the data

server are optimized for this function; it may be a "data base

machine." This means that the work stations must communicate in

some kind of intermediate language that could be anything from

the low-level FINDs and STOREs (of Codasyl [Ref. 221, for exam-

4 ple) to the high-level operations of the relational calculus or

some other query language (see Ref. 10 for details). Whether

or not this node can also perform the other functions of a cen-

tral node described above is a matter of design. But it may be

tthat the performance of these functions will impede its effi-

ciency as a data server.

c. A Special-Purpose Data Manager. In this case the data

Vserver is restricted to maintaining a predefined data base and

the communication with other nodes is even more restricted.

This case is worthy of study since in many developing networks

an existing computer is added as a node. This machine must

support a number of existing applications programs that exploit
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an existing data base. To other nodes on the network, this

machine may be treated as a special-purpose data base manager.

It appears that early efforts to develop a back-end data base

machine (Ref. 23) concentrated on providing such a service with

a fixed schema data base management system.

Back-end data base systems are dealt with extensively in

Ref. 24. The main conclusion of this paper is that the machine

supporting these systems must support a multi-programmable oper-

ating system: it must be possible to run several programs simul-

taneously in much the same fashion as a time-sharing system can

" support simultaneously the demands of several users. Even in the

case of an existing machine being added as a data base server to

. a network, some form of inilti-programmable interface is desirable.

In the case that the software is unavailable or inconvenient to

run on the existing machine, some separate multi-programmable

interface node is desirable. Such a node could, with minimal

disruption to the existing machine, run in terminal emulation

mode--much as is done in the Adapt (Ref. 25) projects.

One of the practical problems concerns what combinations

of software best achieve a natural multi-programmable interface

to data bases. Before discussing this, consider the simplest

case of a data server--that of a file server--since it illus-

trates in a simple way a few of the problems of distribution

of control between the server and the machine that is communi-

cating with it (the user). In its simplest form, communication

between the user and server is simply a reflection of the sub-

routines normally found in operating systems for file i/o:

(1) OPEN(<filename>, <control>). Note that at the server,

<filename> must have an indication of the user. If

accounting is a problem, account information must be

supplied.

(2) READ(<filename>, <control>, <data>) and WRITE(<file-

name>, <control>, <data>) operate as usual, as does

(3) CLOSE(<filename>, <control>).
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The only immediately obvious problems are (a) that acknow-

*ledgments and error states must be communicated back from the

user to the host via messages rather than through values returned

from subroutines or through modification of control blocks, and

(b) that security may prove a problem. The second of these will

* be dealt with later; the former can easily be achieved and the

file interface can, in fact, be made transparent to an applica-

tions program by making a set of subroutines transmit and re-

ceive the messages. This interface is then at the seventh

* ("application") layer of the ISO layer of communication proto-

cols.

There are problems that are not completely solved by this

simple view. Most of these have to do with "meta-data" or schema

* information. A simple example is that of default subdirectories.

In most operating systems, a user may specify that his working

environment is a subdirectory. All file names are then automa-

tically prefixed with that subdirectory name. There may be

* some additional secondary storage structures to enhance the

manipulation of subdirectories. Where is the knowledge of the

current subdirectory to reside? If it resides at the server,

additional communication protocols must be set up to define and

* create subdirectories. If it resides at the host, the host

must maintain checks to make sure that such subdirectories

exist. A similar problem will exist, if it is desired, in the

combined user-server operating systems to maintain logical (as

opposed to physical) file names.

These problems are special cases of the problem of schema

distribution. Figures 5 and 6a-6b, taken from Ref. 24, show

the distribution of data base functions across a network.

0In Figure 5, a conventional single-machine data base archi-

tecture is shown. This diagram is based, more or less, on the

assumption that a Codasyl DBMS is in use. It is not entirely

accurate as a description of relational data base architecture.
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In a Codasyl (Ref. 22) data base management system,the applica-

* tions program communicates with the data base through a fixed

set of "registers"--one for each record type or set type in the

data base. A number of "data manipulation" subroutines are

available to transfer data to and from secondary stroage. These

*registers are usually called the user working area (UWA) and it

is these that reside on the user machine in most elementary

kinds of distributed architecture. All other data base access

functions are performed by the server. In fact, as far as an

*application program is concerned, the data manipulation subrou-

tines could appear to be exactly the same as they are in conven-

tional Codasyl DBMS, the only difference being that they are

initiating and receiving messages rather than calling directly

* subroutines that are excuted on the user machine.

Figures 6a-6b are not, however, a complete picture of what

is needed in many cases. It shows the structures needed to sup-

port and run an application program once the data base has been

*established. There are several other practical considerations:

(1) A substantial amount of data base software is con-

cerned with the creation of new data bases. These

include programs to compile data definition languages,

* initialize files, etc. At the same time there are a

number of data base restructuring tools for mapping

(logically or physically) the data base. Programs to

carry out these tasks must be callable on the network.

(2) It is likely, given that a back-end machine can act

as a data server, that its services as a repository

for large files will also be desirable. (Some data

base management systems have a built-in provision for

* file storage, but this is unusual.) A further group

of file creation and access commands, of the form

described above, would need to be implemented.

(3) In this design, concurrent access is treated exactly

* as it is in a single-machine DBMS. This usually
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takes the form of (a) data base locking (only one

program can write to the data base), (b) area locking,

in which physical areas of the data base may be inde-

pendently write-locked, and (c) record locking. Al-

though these are, in the order given, increasingly

powerful tools, they have the associated difficulty

of providing for more sophisticated concurrency con-

trol mechanisms.

If the first two of these problems are solved by the data

server itself, then the function of the back-end machine is

effectively the same as any operating system. What has been

achieved is a degree of distributed processing that permits

(though there is no evidence that this was ever attempted) the

operating system of the server to be optimized for data base

work.

Implementations of this sort call for "remote procedure

calls." These are procedure calls that call upon resources on

some remote processor and that are implemented by message pass-

" ing. Recent work at Xerox Parc has resulted in the development

of such calls, and what is particularly relevant here is that

these have been implemented across different languages and pro-

cesses and, to a certain extent, preserve data types across

languages.

The survey (Ref. 24) includes reviews of some data base

back end projects, including several developed for military

contractors. They include XDMS (Ref. 23), IDMS (Ref. 26), KSU
(Ref. 27), and MADMAN (Ref. 28).

C. PERSONAL DATA BASES

It was mentioned earlier that users of personal work sta-

tions who are interested in a variety of data bases are likely

to want to perform their own manipulation of data by construct-

ing their own "local" data bases. Examples of this are already
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common: most small computers support software that enables the
4computer to emulate a terminal and simultaneously to record the

conversation between the terminal and remote host in a local

file. By having the host "type" a file on the terminal, the

file may be moved from the host to the processor to be subse-

quently manipulated. This is a crude but effective method of

information interchange between machines and can be used as the

basis of building simple textual data bases. Another example

of something that approximates a local data base is the "local

* file" of Adapt. A user may direct the output of a data base

query into a file, and that file may subsequently be used on

other queries.

In considering the impact of local data bases on the end-

user, it should be borne in mind that the user of a personal

work station is likely to have a much more friendly, responsive

and simple computing environment than has been traditionally

available on time-shared mainframes. Experience of the home

computer market has shown that unsophisticated users are quite

willing to learn new programming techniques to develop their own

applications rather than use existing packages that fail to do

exactly what was required. An important consideration in C3 ,

* environments is the threat to security posed by this increasing

sophistication of end users.

In this section we shall review the potential uses for
"personal machines" in C3 networks, paying particular attention

* to the problem of security.

1. General Requirements

A number of data base management systems are currently

* available in the micro-computer market. These are mostly

"flat-file" manipulation packages, and although they are often

sold as relational systems, they cannot be regarded as such

because, logically, they do not properly support join operations

* and, physically, they usually have inadequate indexing methods.
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For anything but the simplest forms of manipulation, these

systems are inadequate. They indicate, however, that what is

required in a "personal" data base management system differs

from conventional systems in a number of crucial respects.

1. Most important is extreme flexibility. Users cannot be

expected to design a data base in advance. It must be

incrementally built from various sources of data, and

have good restructuring tools.

2. It must be possible to load and unload portions of the

data base into text files. Data are seldom added by

the end user if it is possible to use an existing source

such as a report. It should be possible to incorporate

new data classes by editing a report and loading it

into the data base. Similarly, it is extremely impor-

tant, for the purpose of generating reports, to create

text files and incorporate these into reports.

3. There must be a user-friendly data manipulation lan-

guage. Discussions of this subject, including the IDA

report (Ref. 10), have been devoted to the nature of

* these languages and the trade-off between the power

and ease of use of the language.

The only systems that currently satisfy these criteria are

the relational systems. Ingres (Ref. 29) has been developed for

a PDP-11 under Unix and is thus likely to be developed for the

many other personal work stations that run this operating system.

It is also likely that similar data base management systems,

probably based on the relational model, will be developed for

this kind of system. The main problem commonly cited with

Ingres and other relational systems is that of efficiency:

support for data bases with relations containing 100,000 records

may prove difficult. Part of the problem is with PDP-11 archi-

tecture and the way in which (for reasons of limited memory)

Ingres is implemented through multi-tasking. These limitations

will be removed on more advanced machines. The other limitation
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on performance is that flexible indexing methods (usually

B-Trees) are, generally speaking, less efficient than the more

constrained methods such as hash tables. This is a necessary

consequence of the desire to have a flexible data base manage-

ment system and will only be improved by using new machine

*architecture and, possibly, by using another data model.

2. Other Data Management Methods

Recently, other data base management systems have emerged

6 for the personal work station. For example, a version of SEED,

a Codasyl system, is available for the Apollo. This was men-

tioned earlier as one of the few distributed data base manage-

ment systems available for local area networks. While SEED

* has a variety of restructuring tools, and has a remarkably

simple query language, it still cannot compete in flexibility

with the relational systems. It will probably prove more

efficient for large data bases.

* It should also be noted that many users perform relatively

sophisticated tasks by the manipulation of text files. Again,

under the Unix operating system, there are a variety of software

"tools" that are mostly text formatters. They are sufficiently

*# powerful that most of the operation of a relational data base

management system can also be performed through manipulation of

text files. Examples of commonly used tools are a sorting pro-

gram, a file merging program, and a regular expression matcher

*D that can be usel to filter out and reformat lines of a text

file. Experts in such a system regularly use these tools for

keeping "personal" data bases (address books, etc.) and also

for large data manipulation problems. The efficiency limita-

* tions of this method of data manipulation are considerably

more severe than those of relational systems, and much more

sophistication is required to use these tools properly.
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3. Data Base Integration and Security

As common data base interfaces are being introduced into

the C31 community, especially through the adoption of ADAPT

(Ref. 30) in certain areas, there is an increasing problem of

data base integration. Two extant data bases may have consid-

erable overlays in two possible ways:

1. There may be an overlap in the data contained in these

two data bases. Usually, this is partial.

2. The same kinds of data are to be stored in the two

data bases even if there is no overlap in the actual

data elements.

As an example, consider the personnel data maintained by two

organizations. If one organization is a part of the other, we

may expect the records in one to be related to records in

another. However, the records in the two data bases may have

differing structures (different fields). Therefore, in merging

two data bases, one has to decide on a common representation

and to determine what (if any) data elements are common to both

data bases. One can imagine either a physical merge in which

the two data bases are physically combined into a new data base

or a virtual merge, in which the two data bases remain physically

separate, but the user perceives, through the interface, a

single uniformly standard data base.

The problem of integration becomes more complicated as the

physical structures that support a data base become more intri-

cate (e.g., two different Codasyl designs for the same body of

data. The problem of providing tools for the merging and re-

structuring of data bases has only recently been studied (Ref.

31) and, to our knowledge, no useful tools have yet emerged.

The general results of the research so far indicate that the

richer the data model, the more likely one is to be able to

" perform a merge automatically or semiautomatically. What this

* means is that if the data base is, for example, conceptually

structured as a relational data base with no information,
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such as functional dependencies, about relationships between

domains, there is little hope of finding any general-purpose

integration method. If, however, the conceptual model is

richer and involves the various relationships (such as func-

tional dependencies, subtypes, etc.) that we commonly used to

describe richer data structures, then, to some extent, the inte-

gration problem can be solved automatically.

A particular example of this need has come to our attention

that involves the merging of intelligence data files. There

are usually files of documents, or other text fragments, with

some kind of indexing structure. There are three kinds of

indexing in common use.

1. Each document is assigned a set of key words. A user

wishing to retrieve a document specifies a set of key

words and those documents whose key word set is "close"

to the user's set are retrieved. The measure of close-

ness is usually taken tc be such that a manageably

small number of documents are retrieved on a first

pass.

2. Hierarchical indexing. A hierarchy (taxonomy) of

subject matter is constructed and each document is

assigned a position in this hierarchy. In some systems

it is possible to place a document at two positions in

the hierarchy.

3. Content addressing. With sophisticated hardware, it

9is possible to retrieve documents by specifying one or

more text fragments in those documents. For example,

"smart" disk handlers have been constructed that will

search a text file of the order of 108-109 bytes in a

4 second. By increasing parallelism, it should be

possible to perform this search even faster.

Methods 1 and 2 are in widespread use, and a typical example of

a merging problem is to have two different hierarchical descrip-

0tions of the same document set. It is possible that the same
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term used in the two hierarchies will not be used in the same

way. It may be impossible, therefore, to find a unifying hier-

archy for both document sets. The best that can be hoped for

is a set of good interactive tools that allow an analyst reclas-

sifying documents in one hierarchical system to be able to use

the other as a starting point. It should be relatively straight-

forward to construct an interactive program to do this.

4. Security Considerations for Advanced Work Stations

There are two considerations that may prove important in

the use of advanced work stations on a network when they are

being used as "smart" terminals.

1. Because of the ability to manipulate data locally: to

edit, search, and cross-correlate by the methods

described above, the need for hard copy is reduced.

That is, there should be less need to take notes or

printed forms away from the work station, thereby elimi-

nating one of the most common threats to security in

many commercial establishments.

2. Since data may be "sucked" out of a central data base

and manipulated locally, the user has access to all

kinds of aggregate information that may normally be

regarded as sensitive or classified even when the indi-
vidual data items may be unclassified. Note that in

this situation security is normally guaranteed only by

lack of efficiency of the users or by the speed of the

system. This is clearly unsatisfactory.

These two considerations, respectively, agree for and

against user-programmable work stations. Commercially, the in-

creased productivity resulting from their introduction usually

outweighs the threat posed for security. The decision in mili-

tary establishments may, in the short run, go the other way.
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D. INTEGRATED DATA BASES AND PROGRAMMING LANGUAGES

Previous reports have concentrated on the problem of a

unified network query language. Since there are attempts to

standardize both programming languages and data bases, it ap-

0 pears appropriate to append a brief survey of the various

methods used to produce integrated programming/data base envi-

ronments.

* 1. Query Language

As noted in Ref. 10, it is only relatively recently that

interactive systems have been made simple enough--and that users

have been deemed competent enough--that end users have been able

rto perform their own general-purpose data base manipulation.

These systems are called query languages (a misnomer because

they usually allow update) and have been developed both for

relational and Codasyl data bases. Among the relational query

* languages SEQUEL (Ref. 32) and SQL are probably the best known.

These are nonprocedural in the sense that the user does not

have to describe a specific control structure for his query.

Another notable non-procedural system for relational data base

* access is OBE (Query-By-Example) (Ref. 33), in which the user

interacts with a set of tabular displays on a CRT screen to

form relational queries.

Query languages have also been developed for Codasyl and

other nonrelational data bases. These range in power from semi-

procedural languages that provide the kind of interactive pro-

gramming one has with BASIC, to sophisticated non-procedural

(Ref. 34) languages that attempt to determine the correct paths

in the schema needed to resolve a query, when this has not been

completely specified by the user.

we shall see that most of these languages, while being ex-

tremely convenient for end-user interactions, lack the power of
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conventional programming languages to perform arbitrary compu-

tation of calls to the operating system. These limitations

will be discussed later.

2. Interfaces Through External Subroutines

In contrast to the simple forms of data base interaction

* provided by query languages, most data base applications for

network and hierarchical data bases are written in a lower-level

language such as COBOL, FORTRAN, or PL/1, where the data base

traversal consists of setting up certain conditions and then

successively calling a "find" subroutine that extracts the rec-

ords (or other data base components) that satisfy those condi-

tions. Such a program is compiled, having possibly first been

run through a preprocessor, and then linked to the appropriate

precompiled data base subroutines.

Apart from the obviously increased complexity of the pro-

gramming environment, it is unfortunate that the programming

language interface for Codasyl was originally defined with Cobol

in mind: a programming language without parameterized subrou-

tines. This means it is straightforward to write simple data

base traversals through the use of such subroutines, for such
programs resemble sequential file access, for which Cobol was

. designed. On the other hand, complex traversals are extremely

cumbersome, requiring the programmer to worry about "data cur-

rency" and other side effects that are needed to communicate

with unparameterized subroutines. It may well be that it is

these rather peripheral annoyances, rather than lack of program-

ming ability, that have traditionally placed a barrier between

the applications programmer and the end user.

A general problem with such interfaces is how the data

base structures--records, sets, etc.--should be represented as

data types within the host language. The answer is simple in

a language with a simple type system such as FORTRAN: the data

base can only provide integers, reals, arrays, and possibly
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character strings. The problem becomes more acute when. one

tries to perform a clean integration with the type systems of

languages, such as PASCAL, with a richer type system.

3. Two Language Systems

* In order to achieve the convenience of a high-level query

language and the power of a programming language, a hybrid sys-

tem exploiting both kinds of language is often used. An example

of this is the relational data base interfaces that allow PL/I,

* say, to communicate with a relational data base through a query

language such as SEQUEL. Here, a SEQUEL query is formed as a

character string within the PL/l program. This is then passed

to a processor that creates, if the query returns output in the

• form of a relation, a structure that may be sequentially tra-

versed in much the same fashion as a sequential file.

4. Programming Languages With Integrated Data Bases

• A number of attempts have been made to design new languages

with integrated data bases. Plain (Ref. 35), and Rigel (Ref.

36) are examples with an Algol-like syntax, and Taxis (Ref. 37),

which also fall into this category, has a particularly interest-

* ing data model and also provides facilities for coping with the

kinds of exceptions that are common in data base applications.

5. Data Base Extensions For Existing Programming Languages

* It was noted earlier that it was often difficult to recon-

cile the type system of a programming language with the implicit

type system of data base. One way out of this is to extend the

programming language to support new data types that correspond

* to the data base structures. Thus, for example, Pascal-R

(Ref. 38) extends Pascal with a new relational data type, and

makes available within Pascal the relational operators and

allows data to be transferred between tuples of a relation and

9 other Pascal data structures. Also under development is Adaplex
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(Ref. 39), in which an extension to the type system of Ada per-

mits access to a "functional" data base (see below).

6. Languages For Multiple Data Bases

Since it is quite usual to find users who require access

to several data bases of differing structure (relational, net-

work, etc.) there is an obvious need for a language which pro-

vides reasonably uniform access to these. It is not at all

clear that, in view of the differing data models, any simple

language could be constructed in which the various access

methods could all be represented. However, several independent

suggestions have been made that indicate that a functional data

model can go some way toward representing the various commonly

used data models and can capture some of the more recent "seman-

:.[ tic" data models. This is used in Daplex (Ref. 40) (upon which

-. Adaplex, mentioned above, is based), and is the interface for

functional programming systems (Ref. 41). For the latter, inter-

faces to both Codasyl and Relational data bases have been built.

7. Data Bases For Multiple Languages

By contrast to the preceding section, there is also a need

to have a data base management system that can look like differ-

.- ent systems to different applications. The reason that this is

needed is that one often wants to replace an existing data base

with a new (and perhaps more flexible or efficient) system, and

maintain existing applications programs. For this reason, one

would like to have a data base that can look, say, like a Codasyl

data base to an applications program that supports a Codasyl

data base and like a relational data base to an end user who

wants to used a relational query language.

The purpose of this brief survey is to indicate that there

is even more heterogeneity among data base/programming language

interfaces than there is among data base query languages. This

is an area that urgently needs further study.
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APPENDIX

SECURITY ARCHITECTURES FOR DDN

The following considerations present pros and cons for

several architecture options for security in the Defense Data

Network, and lead to the selection of two as the best develop-

mental procedure. The basic recommendation is to proceed with

construction of two separate nets and then to interconnect them

if and when the development strategies prove out.

We now present a description of the options for a security

architecture for the global network for what is now called the

Defense Data Network (DDN). Several designs for the DDN have

been made by DCA. In the earliest design, a single network was

planned with two kinds of nodes (switches)--which were called

"clean" and "dirty" nodes. This is shown in Fig. A-1. Here

the C21 host computers (such as WWMCCS and IC computers) are

connected to "clean" switches which only interconnect to other
C21 host computers and which are all operated at a TS level.

The "dirty" nodes are part of a subnetwork which interconnects9
unclassified hosts as well as C21 and Secret hosts. There are

connections between the clean and dirty nodes; however, these

connections would be used only when circumstances force the

mixing of unclassified and C2 , traffic. (The routing tables in

the switches form this partition.)
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This architecture was later criticized by NSA, who objected

6 to the ability of unclassified hosts to access both the dirty

nodes and perhaps the clean nodes through the network. As a

possible problem, if hidden software routines designed to dis-

able nodes existed in switch software, an unclassified host

* could call these routines and bring the network down.

In order to alleviate this problem, NSA proposed placing

an IPLI (Internet Private Line Interface) on the line to each

unclassified host. The IPLIs were to be collocated with the

* switches, which were all to be operated at the Secret level.

The encryption of the data by the IPLI would make passage of

signals to the network software difficult (although the header

would be only simply encrypted and length, frequency, etc.,

* could also still be used in a relatively unsophisticated scheme).

The placing of IPLIs on unclassified users' input lines

meant that all users would now use IPLIs (Secret and C21 hosts

always use IPLIs in mixed designs). The resulting architecture

* was called the "IPLIs everywhere" architecture. (It is also

referred to as "Option 1" in a letter written by Dr. Latham,

directing DCA and NSA to investigate the possible architectures

[Ref. A-i.) When IPLIs are used everywhere, DCA designs then

* call for a single network with all nodes operated and maintained

at the Secret level. This is shown in Figs. A-2a-A-2b. Figure

A-2a shows the general layout while Fig. A-2b shows a specific

layout for a two host, three communications line node. A major

W objection to this architecture concerns the cost, since unclas-

sified users would require IPLIs. Also, nodes would have to

be operated at a classified level, which is expensive, and this

expense, along with maintenance costs and procedural problems

* which might arise, made the architecture appear expensive for

unclassified users.

From the C2 , users' viewpoint, there is a further objec-

tion, since unclassified traffic is passed through switches at

40 C21 nodes and, for example, SCI and unclassified data are being
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mixed throughout the network. This could present a threat from

a security viewpoint, as well as causing problems with service,

traffic flooding, etc.

Figures A-3a-A-3c and Fig. A-4 show designs for "C 2 ," and

a "Milnet" backbone network, which are separate.* Using two

networks alleviates security and access problems for C2 , users

in a crisis by simply not allowing unclassified users access to

the nodes. The net can then be designed to the requirements of

"- -. C2 users with regard to survivability, traffic handling, etc.

The unclassified "Milnet" network can also be designed to the

specific needs of unclassified users, permitting economy and

other considerations to be emphasized without C21 requirements

intruding.

DCA has proposed several variations or options on the two

separate network architectures. The first of these is shown in

Fig. A-5. In this the two networks are normally separate, but

can be connected together in case of crisis. The connection is

by means of some device with the properties of a "knife switch"

or gate which can be closed on command. The routing tables in

the switches must also be updated at that time, and there are

considerable security considerations and unclassified network

message blocking problems to be worked out. There is also one

clear major objection--the unclassified user again has access

to C2I nodes after the switches are closed. This option is

often referred to as "Option 2.1" (Ref. A-1).

There are two more variations on Option 2 which are being
considered. Both of these are shown in Fig. A-6. In this case,

however, the interconnections between networks consist of devi-
ces which appear to the subnetworks as either links, V-sts, or

*These are from an IDA letter report entitled, "AUTODIN II
Alternatives," (December 1981). Only "backbone" or beginning
of Milnet is shown. Many more users would be added.
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switches. In each case, the two subnetworks are operated nor-

* mally; however, the routing tables are adjusted so that the C2 1

subnetwork "sees" the bridging devices as links to selected

switches and can use them to give extra survivability or traf-

fic handling capability. Using this scheme, the bridging

* devices can then pass C 2, messages through the unclassified

net to other bridging devices. The bridging dev.ices must there-

fore have some routing and routing table updating capabilities

to coordinate these messages properly. Also, the packets will

* be encrypted by the bridging devices and new headers placed on

them when they come out of the C21 net and into the unclassi-

fied section, and these headers will be removed when the tran-

sition back into the C21 net is made. To switches in the un-

* classified section, the bridging devices appear as either hosts

or switches. DES can be used in the unclassified section

(Refs. A-2 through A-5). These two options are sometimes re-

ferred to as Options 2.2 and 2.3.

* The security aspects of these two variations are now being

investigated by NSA. The routing and routing table strategies

are being worked on by DCA. Since there has been no experience

with this kind of network, the present work is original and much

* research needs to be done before actual nets are constructed.

Our basic lists of considerations follow.

Option 1: The single network mixing C2 1, secret, and unclassi-

fied users (shown in Figs. A-3a-A-3b has these advantages:

1. All users can potentially be interconnected. Only the

IPLI keys separate the different communities.

2. The single network could be more survivable, since the

additional nodes supplied by the unclassified secret

* users will provide nodes and links. This must be

weighed against the threaL to the C21 part of the sys-

tem introduced by the large number of unclassified

users with access to the net and traffic passing over

* the net.
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3. It was originally felt the single network might be more

economical. This is not clear, however, particularly

since unclassified users require IPLIs; the geography

is not really conducive to reducing link lengths and

numbers, and the mixed requirements for different

classes of users must be accommodated.

The necessity of converting normally unclassified

user sites to classified operations is probably the over-

riding economic cost factor. Users from unclassified

sites make very high cost estimates in this area and

these costs would probably be prohibitive for, as ex-

amples, hospitals, personnel, and some logistics users.

Some disadvantages follow:

1. Unclassified users have access to C21 nodes. Even with

IPLIs at each input, signals can be entered into the

system using the headers which are only encoded by a

single mapping. Also, the large number of nodes in-

creases the community of maintenance men and others

with access to the system and its data. While all

nodes are secret and IC-(C 2 I) data is protected by

IPLIs, the dangers are increased by the number of per-

sonnel involved. NSA's current position is that this

option is undesirable if IPLIs are not used everywhere

and marginal if they are.

2. The network is larger, and if DDN becomes more widely

used, would be very large. This could cause flooding

and access problems due to the size of the network and

variations in user requirements.

Option 2: (Figs. A-5 and A-6) - Separate networks. This alter-

native has these disadvantages:

1. All users do not have access to all system assets.

There are those who think that in a crisis everything

should be available to, for instance, WWMCCS users.
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A possible solution is for such users to have a termi-

* nal connected to the second net.

2. Having two nets might lead to having more nets. The

solution here is to have adequate management of DoD

resources.

* 3. Separate nets might lower survivability, since the

unclassified users generate extra nodes and links and

thus alternate paths. However, studies to date show

that the way to kill C21 users is simply to attack the

• users' bases, and the small incremental survivability

gained by the alternate paths is not significant. The

C21 net should be sufficiently robust to survive any

attack which does not eliminate the users themselves.

* Also, not having unclassified users and a large number

of users on the net has advantages from a survivability

viewpoint, which appears to offset any small gain in

link survivability.

* Advantages of the separate networks are:

1. From a security viewpoint, each user is more secure

than with any other scheme. This is particularly true

for C21 users who are not exposed to unclassified users.

• Also, the number of personnel having access to link

encryption keys is less for each net, reducing the

risk of key disclosure for the network.

2. The technical risk is less than that for a single all-

secret network, since there are fewer nodes in each

network.

3. The single all-secret net IPLI everywhere and two nets

with bridging have been priced by DCA to be about the

* same (less than 1 percent difference); however, actual

costs for converting unclassified nodes to classified

are probably underestimated.

4. Packets from SCI and TS communities are not mixed with

*packets from unclassified users. Also, SCI and TS
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packets do not pass through secret-level switches main-

tained by personnel from other communities.

Following are some considerations on Options 2.1, 2.2, and 2.3.

Option 2.1 (Fig. A-5)

Advantages:

1. This option has less technical risk than the options

in Fig. A-6. It should be implementable.

2. This option should cost less than the options in Fig.

A-6 from both a developmental and implementation view-

point.

Disadvantages:

1. The option in Fig. A-5 gives unclassified users access

to TS and SCI switches when the switches are closed.

If IPLIs are used everywhere it is too expensive; if

not, it is very vulnerable.

2. The technical risk is greater than for Option 1.

3. The switches are normally open, so when they are closed

the network enters a new "not normal" operating mode.

Experience says that such a procedure is dangerous.

Options 2.2 and 2.3 (Fig. A-6)

Advantages:

1. The primary reason for these alternatives is greater

survivability. The risk of security attacks must be

factored in, however.

2. Unclassified users are pretty well blocked from the

C21 subnetwork by the decryption in the bridging de-

vices. The C2 , users have an extra level of encryp-

tion on packets while in the other part of the network.

Disadvantages:

1. The greatest technical risk lies in the two alterna-

tives, since both are very new and in formative stages.

2. The network will be larger than two separate nets, and

routing and access control problems might arise.
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3. The two sections may lead to problems in network con-

* trol from the network control centers and in bookkeep-

ing the network.

Conclusion: A reasonable position to take when decisions are

made appears to be as follows:

* 1. Two networks which are separate--a C 21 and an unclas-

sified network--should be developed at this time.

The present plans for WIN upgrade, followed by adding

DODIIS and stripping out military nodes from ARPANET

* to use as a backbone for an unclassified network, are

currently planned and we agree with this procedure.

2. Support for research and development work on the bridg-

ing devices approaches appears reasonable. Network

* designs and plans to use these approaches should be

deferred until more is known and some testing has been

performed.

0
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