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SPARSE MATRIX SYMPOSIUM -4

Fairfield Glade, Tennessee
October 24-27, 19 )2

Fq

Sunday, October 24 a

6:00-10:00 p.m. Registration.

8:00-10:00 p.m. Reception.

Monday, October 25**

8:45 a.m. Welcoming Remarks, Robert C. Ward.

Session 1. Invited Papers. St. George Room

Chairperson: Robert C. Ward

9:00 a.m. lain S. Duff* and John K. Reid, "Direct Methods for
Solving Sparse Systems of Linear Equations."

9:45 Stanley C. Eisenstat, "Iterative Methods for Solving Large
Sparse Linear Systems."

10:30 Coffee break.

Session 2A. Contributed Papers. Druid-Dor-hester Roomli

Chairperson: J. Alan oeorytw

11:00 a.m. Albert M. Erisman, do'iF r . , .ohn 8. Lewis*, ]
'i 11liam G. Poole, ,r., ' , . ra~ ly - Ai:) -Mo

cation of the Hell orilan- -, ar A!gjorithn '.r eord r
Unsymmetric Sp, rsf VAdtr .,s. --

11:20 Arne Drud , Spi -. '. . , r - ,a-se :e-.-

Nonl near EL t1 !i (lr,'.

11:40 Robert Fourer, ',n viri, ',: r;t- t..iir, i S, ,e
Gaussian Fl i in nation.

*Presenter of paper.
*Poster Session op .) d i n a i n, , , - .

I: :" i : . . . . : . :..: . .. , - , , : . .- . . . - -. . - - . ._ . .- ,
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Monday, October 25**

Session 2B. Contributed Papers. Druid-Dorchester Room

Chairperson: Carlos A. Felippa

11:00 a.m. R. L. Cox, "LSOD28: A Variant of LSODE for Problems
Having a General Large Sparse Jacobian."

11:20 Granville Sewell, "IMSL Software for Differential
Equations in One Space Variable."

11:40 J. W. Neuberger and R. J. Renka*, "A Portable Software
Package for Nonlinear Partial Differential Equations."

12:00 Break.

Session 3A. Contributed Papers. St. George Room

Chairperson: J. Alan George

12:10 p.m. Robert Koury, David F. McAllister, and William J.
Stewart*, "Block Iterative Methods with Aggregation for
Solving Nearly Completely Decomposable Markov Chains."

12:30 P. M. Dearing, D. R. Shier, and D. D. Warner*, "Maximal
Chordal Subgraphs and Derived Matrix Splittings."

12:50 Linda Kaufman, "Fast Direct Methods for Other Sparse

Matrix Problems."

Session 3B. Contributed Papers. Druid-Dorchester Room

Chairperson: Carlos A. Felippa

12:10 p.m. Ken Kaneko, "The Turn-Rack LU Procedure for Computing a
Sparse and Banded Basis of the Null Space."

12:30 M. T. Heath, R. J. Plemmons*, and R. C. Ward, "Sparse.
Orthogonal Schemes for Structural Optimization Using the
Force Method."

12:50 A. S. Rao, 'Sparse Matrices in Simplification ot Systemns."

i:0 Lunch, intorih afternoon sessions, recreatio..



Mord1oy O ctooer )*

Session 4A. Contribu ted Papers. :t. lr t- -

Chairperson: onr, K. ~.

*7:30 p.m. Tom Manteuffel* and VJanice Kjther, 'Conirlate, Airadient
Imp Ii es Norma 1

r ~7:50 Anne Greenba: -nalysi;. dt YO a.t~i ~t
Iterative Tecnni 1 ,f for ScI ' i neair Systems."

8:10 A. Brandt, S. McCormicp,*, an(" ). Ruoe, "A1yebraic
Multigrid (AMG) fu,,r Aeoi, tir -iations."

Session 4B. Contributed Papers. Druid-Dorc-nester ROOM

Chairperson: Jack J. !)ongarra

7:30 p.m. D. A. Calahan, "Sparse Direct Methods for Vector
Multiprocessors."

7:50 Ronald D. Coleman* and Edward J. Kushner, "Tthe Sparse
Matrix Library for the FPS-164 Attached Processor."

8:10 A. Sameh* and C. Taft, 'Preconditioning Strategies for the
Conjugate Gradient Algnrithmn on Multiprocessors."

8:30 Break.

Session 5. Invited Paper. Ct. enrqe o"

Chairperson: David S. Scott

8:45 p.m. B. N. Pan ett, ftdr~~o arse lic,,enva1 uc rl

9:30 Lnd ot rev-nni so- s m
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Tuesday, October 26**

Session 6. Invited Papers. St. George Room

Chairperson: Robert J. Plemmons

8:45 a.m. Michael T. Heath, "Numerical Methods for Large Sparse
Linear Least Squares Problems."

9:30 Allen J. Pope, "Geodetic Computations and Sparsity."

10:15 Coffee break.

Session 7A. Contributed Papers. St. George Room

Chairperson: William G. Poole, Jr.

10:40 a.m. Aram K. Kevorkian*, Fred G. Gustavson, and Gary D.
Hachtel, "A New Theory on Permuting Matrices to
Block Triangular Form."

11:00 Fred G. Gustavson*, Gary D. Hachtel, and Aram K.
Kevorkian, "An Improved Assignment Algorithm."

11:20 Gary D. Hachtel*, Fred G. Gustavson, and Aram K.
Kevorkian, "A I-Pass Procedure for Maximal Assignment
and Finding the BLT Form."

11:40 Fred G. Gustavson, "A New Version of Tarjan's Strong
Connect Algorithm."

Session 78. Contributed Papers. Druid-Dorchester Room

Chairperson: Gene H. Golub

10:40 a.m. David S. Scott, 'LASO2-Sparse Symmetric Eigenvalue Package."

11:00 Jane Cullum* and Ralph A. Willoughby, "An Accelerated
Block Lanczos Procedure for Extreme Eigenvalues of
Symmetric Matrices."

11:20 Paul S. Jensen, "A Production Eigenanalysis System for
Large, Generalized Symmetric Problems."

11:40 Horst D. Simon, "The Lanczos Algorithm with Partial
Reorthogonilization for the Solution of Nonsymmetric
Linear Systems."

12:00 Break.

',-.7
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Tuesday, Jc' oocer 2o**

Session 8A. Contributed Papers. ,t. 'cr~

Chairperson: W illi am u. ho IJr .

12:10 p.m. Silvio Ursic, "Inverse Matrix ,epresentation with One
Triangular Array (IMP11lIcit -I' IJS S)

12:30 John de Pill is* and wilhelii Nietriammer, "A Stationary
Iterative Method that Works Even for Hermitian Ax '- h.

12:50 C. R. Johnson, "The 'Classes M,,k and Properties of S'arst,
Matrices Resembling Those Of Matrices in a Smaller
Dimensi on."

Session 8B. Contributed Papers. Druid-Dorchester Room

Chairperson: Gene H. Golub

12:10 p.m. Alan George and Joseph Liu*, "Row Ordering Schemes for
Sparse Givens Transformations."

12:30 Alan George and Esmond Ng*, "Solution of Sparse Under-
determined Systems of Linear Equations."

12:50 M. S. Kamel* and K. Sinyhal, "An Efficient Algorithm for
the Factorization of Possibly Rank Deficient Matrices."

1:10 Lunch, informadl afternoos;' &ssions, recreation.

Session 9A. Contributed Papers. St. 6eorje koo,!'

Chairperson: Linda Kauf'man

7:30 p.m. lain S. Duff and Jorin v. ,c*, Theultifront,i1 Slji )rB ~ ~~of Unsymmeitric S ets , 1'-e..r r]'t~l.

7:50 John R. 'Il b)rt* anil 1,r)r!"~stl
with Partial ')ivatir~q.

8:10 Albert M. ErisPmdn, "Mjl "!.Ii~'1f and Pri1nq
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Tuesday, October 26*" -

Session 9B. Contributed Papers. Druid-Drochester Room

Chairperson: Yueh-er Kuo

730 p.,. A. Behie and P. A. Forsyth Jr.*, "Incomplete Factorization: Methods for Fully Implicit Simulation of Enhanced Oil -[['i.Recovery."

1:50 W. 1. Bertiger*, D. A. Calahan, P. T. Woo, "Fhe Effect of --
Computer Architecture on Direct Sparse Matrix Routines
in Petroleum Reservoir Simulation."

.:10 W. P. Kamp, "A Three Dimensional Finite Element Magneto-
telluric Modeling Program."

8:30 Break. -

Session 10. Invited Paper. St. George Room

Chairperson: Jane K. Cullum

8:45 p.m. W. M. Coughran, Jr., W. Fichtner, E. H. Grosse, and "'
D. J. Rose*, "Numerical Simulation of VLSI Circuits."

9:30 End of Evening Session.

Wednesday, October 27

Session 11. Invited Papers. St. George Room

Chairperson o ert E. Funderlic

3:a5 a.m. Dianne P. 0';leary, "Solving Mesh Prooleos on Paralle:
Processors.''

9:30 Philip E. jill, Aa er Miurray, Michael . ,aunders*, an d
Maruaret ti. 'i,jnt , "Sparse Matrix Methods in
Optillization."

10:15 Coffee hrav.

I.I



Session 12A. Contribute~ 'ar

Chirperson: *1,4

10:40 a.m. Bahran, Noar-!uii,:i* w !.i>j,, . '

* ~tionirnj for >

11:00 A. Jennlqnjs* j M

Solvinyj Al' -

11:20 Tony F. Cnanl* Jan' ,>1f~ 5 .

P recond it ioned r 9' 1:tr

Discrete-Newtoq ,

I11:40 Banra -i No r-.j~n.~ 1 r re
P re -c un d it 0-, i n

Session 12B. Contributed Paper 'rs';or.o

Chai rperson: Maryjare:, Y ri ,,i

10:40 a.m. R. J. Hanson iand K. . r), r te ned r
P roy ranni n j Subpr'.r

I11:00 Walter Mu rray. Nu 1 ]- Sp a M tri or La rye - ca I
Quadratic Proqjramfii.rO.

I11:20 S . Thomads McCormicK, ' ,i -,r~ j n th!T T hat * ~e Mat rIc
* Opt imal1ly Spa rse.

I11:40 Michael Enyquist, rQrdh 0r

Networks and tio So] l vt~s

12:00 Break.

Session 13A. Contri.bjtr d P. L

Chairperson: -r:

12:10 P.M. La rry F . Rtjrnn i: J
Methods ar~l-P
EqUatiY )n'

12:30 Daniel 'K 'zVIlI i~ I :'~'

on Spare !,

12:50 J dn-,X ir 1(r, ,
(jene raj i 'pn .d
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Wednesday, October 27

Session 13B. Contributed Papers. Druid-Dorchester Room

Chairperson: Margaret H. Wright

12:10 p.m. Thomas F. Coleman, "Software for Sparse Matrix
Estimation."

12:30 Paul H. Calamai* and Andrew R. Conn, "Continuous .p Normi

Location Problems: A Second-Order Approach.'

12:50 Noel E. Cortey, "A New Method for Solving Systems of
Linear Inequalities."

':10 End of Symposium.

Poster Session. Wilshire-Canterbury-Windsor Room

(Posters on display Monday and Tuesday)

D. A. Calahan, 'Performance of Sparse Equation Solvers on the
CRAY-1.-

lain S. Duff, Roger G. Grimes, John G. Lewis, and W. G. Poole,
Jr., "Sparse Matrix Test Problems."

R. E. Funderlic and R. J. Plemmons, "An Incomplete Factorization
Method for Singular Irreducible M-Matrices."

James E. Giles, "Implementation of a Larue-Scale Linear
Programning Packaqg on a Minicomputer."

Roger G. Grimes, John G. Lewis, and William G. Poole, Jr.,
"Program for the Comparison of Reordering Algorithms for the
Solution of jnsymetric. Sparse Systerms Of i~quitions.

Fred . Gus avson, "An Al]goritm for Compit i n,, a F.I I A'ss in1et
for A Sparse Xtrix."

Will liam A. Lodpr ,,c LOmnaari on of Fwn Sparse Mat.r x 1ies' ,1
Techni for -. ric ira I Anal ysi 'qpIl i ations."
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NUMERICAL SIMULATION OF VLSI CIRCUITS

William M. Conqhra, ,jr
Wolfgan. Ficntner

Eric H. Grosse
Donald J. Rose*

Bell Laboratories
Murray Hill, New jersey K7974

Circuit analysis has motivated interesting numerical analysis for
several decades. We will review previous work with particular emphasis
on the type and structure of the nonlinear and linear equations that
arise. We then suggest a new formulation of the circuit equations
based on a hierarchical structuring of the circuit. Our reformuiation

-* of the equations leads naturally to the circuit substructuring tha' is
often termed "macromodeling", currently in vogue.

We will present several numerical examples of macroinodeling. In
particular we will emphasize the construction of a transistor device
macromodel directly from a device simulator as well as from the more

" traditional equivalent circuit.

Session 10. 8:45 - 9.30 p.m., Tuesday

* . *Indicates the presenter of tietan aee autjor i n,er.

. 3



DIRECT METHODS FOR SOLVING
SPARSE SYSTEMS OF LINEAR EQUATIONS

lain S. Duff*
John K. Reid
AERE Harwell

Oxon, OX11 ORA, ENGLAND

We survey algorithms. and software for solving sparse systems of
linear equations paying particular attention to recent developments.
We classify the various algorithms according to the type of system they
solve (i.e., unsymmetric, symmet ri c def in it e, symmetric indefinite,
un symmet ri c but with symmetric pattern) and whether they perform
pivoting for numerical stability. We consider .)oth algorithms which
work in main memory and those which use auxiliary storage.

We illustrate the performance of most of the software we discuss
by runs on test problems and give a critical evaluation of eachl,
stressing their strengths, weaknesses and restrictions.

'=-1"

Session 1. 9:00 -9:45 am., Monday

. .. . . . .Dt f



ITERATIVE METHODS FOR SOLVING
LARGE SPARSE LINEAR SYSIEMS

M New H av e n, -'o rn i KiC

*This talk will (attempt to) o )f 'eIt r te ar-
*-iterative and semi-iterati v Pe etnhu'ds *or- -olvinj lare "parse systells

of linear equations Ax 7 b. nhree -"asses o f p roblIem-s will be
considered, corresponding to thne coe'f iirt i itri ,CO symm 11eti
posi ti ve def ini te, syime t r ic indefinite, o r naon s ymmetr ic. Fo r -,icn
class, the emphasis will be on:

*Krylov subspace methods - which choose th mth iterate from the
Krylov subspace Span Ib, Ab, A bo ' 1 o and thus only requ ire
the ability to multiFply a vector by the Coefficient mnatrix (e.",
the conjugate gradient and Chebyshev semi-iterdtive ietnods),

*preconditioning techniques - septnols! f or resc-a i nj" the or i na 1
system 'to increase the rate ,of c ur er geT1C H (e.g. , i ncomo;ete

factorizat ion);

**reduction techniques - miethnods f ar - eaci rin L a prob! em in one
-class to a smfal Ie r problIe,1 in the same ClIa s s (eg, ci

reduction) or a probl em i n another cl i-s (e.g. , f orni ngj the norial
equations) while madi nt a in ing whatever s arseness, symmnetry , a nd(

Idefiniteness was present in the original systeri;

*general-purpose softwire.

The written version of the t3l' wi Il mn-, 1jde dfl extensi ve Snl ioojraphy
of recent papers.

* t Session 1~. 9:15 -10:31) a.m.,. Monday
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SPARSE MATRIX METHODS IN OPTIMIZATION

"-" Philip F. 6i11

Walter Murray
Michael A. Saunders*
Margaret H. Wright

Stanford University
Stanford, California 94305

Optimization algorithms typically require the solution of many
systems of linear equations Bkyk = bk. When large numbers of variables
or constraints are present, these linear systens could account for mwchi

• "of the total computation time.

" Both direct and iterative equation solvers are needed ;n
practice. Unfortunately, most off-the-shelf solvers are designed for
single systems, whereas optimization problems give rise to hundreds or
thousands of systems. To avoid refactorizing, or to speed the
convergence of an iterative method, it is essential to note that Bk is
related to Bk- l.

We review various sparse matrices that arise in optimization, and
discuss compromises that are currently being made in dealing with
them. Since significant advances continue to be madr ith s '_-'-e-
system solvers, we give special attention to methods "; allow oh
solvers to be used directly on nodified systems (e.g., ce PFI update;
use of the Schur complenent). At the same time, we hope Lhat future
improvements to linear-equation software will be oriented more
specifically to the case of related matrices Pk.

Session 11. 9:30 - 10:15 a.m., Wednesday
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NUMERICAL METHODS FOR LARGE SPARSE 2
3 LINEAR LEAST SQUARES PROBLEMS

"., r41cr~~ el T. * ~ '

Union Carnide Co- oratic -, ',J',ir . ., <"

I Oak idge, lnn,ssee

Large sparse least squares probls irise "i ,any dal ILn i ' ,.,

including geodetic network adijustments and t nilte element strJ:ir
analysis. Although geodesists and enjineers nave neen o1i,,; s
problems for years, it is only relacively recentIy tndt ,.r1',l-

analysts have turned attention to themi. 'n this talK we present a
survey of numerical methods for iarje sparse linear least squares
problems, focusing mainly on developments since the last comprehensive
surveys of the subject published in 1976. We consider direct methods
based on elimination and on orthogonalization, as well as variois
iterative methods. The ramifications of rank deficiency, constraints,
and updating are also discussed.

Session 6. 8:45 - 9:30 a.m., Tuesday



SOLVING MESH PROBLEMS ON PARALLEL PROCESSORS

-I

~~ ~ ~ ',-,a ;'r, r'n rl (I;

ss' *rit t rrt c/ str ctre Ot an o tliization pro le r or ,
;. . .i ,' r ,r on' in ear eqIatIons corresponds to a rectangular

ri . O1% 'rl n eaChl node is linked to any or all of its north,
-o. east, west, nortneast, northwest, southeast, and southwest
. r, ,s. Sco pr: e.s arise in fields including discretization of
)ar Id ifterent ai e,udtions, networK problems, and image

d rce se n.; , n the problem is to be solved on a parallel computer
:jl4 an iterative metnod, the Jacobi method allows parallelism, but

special orderinqs of nodes are required to exploit parallelism in
!,etnods such as gaiss-Seidel, SOR, or conjugate gradients.

In this wurK, we discuss requirements on parallel computer
architectures and algorithms which permit efficient solution of large
-parse problemns. Node orderings and processor arrangements are
presented which assign each processor to a small number of points and
enable each to work in parallel with other processors and only limited
data transfer among processors. Examples discussed include the nine-
point finite difference operator and an optimization problem with bound
constraints.

Session 11. 8:45 - 9:30 a.m., Wednesday
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SOFTWARE FOR SPARSE EIGENVALUL PROBLEMS

Berestord N. arlott
University of C-alifornia

Berkeley, California ),?,

There are several good packages for s,)l cr, sparse linear systems,
yet nothing comparable for eigenvalIe calculations. Why not?

This question will be discussed along with a survey of what is
available to the public. Some good software is buried in applications
packages in engineering, chemistry, and physics centers.

Some judgments and comparisons will be offered concerning subspace
iteration and versions of the Lanczos algorithm. Of more importance is
improved understanding, and consensus, among the experts since 1978.

It seems as though eigenvalue programs will nave to be specially
crafted for computers such as the Cray i. This prospect poses the
question of the right level of portability to contemplate for software
which is going to make more demands on the host system than does any
subroutine in EISPACK. The use of secondary storage is a key factor in
the efficiency of a program and this makes it difficult to write
software which is both effective and independent of the operating
system.

Session 5. 8:45 - 9:30 p.m., Monday



GEODETIC COWUTAFIONS AND SPARSITY

National QIeodetic Survey
Nil) A,/N ,l

Rockvi lle, Maryland 2!)o5 .

The least squares ddjustlent of geodetic networks is a nat. ra!
arena for the application of sparse matrix technology. In this tal,":
geodetic computations are reviewed for the nnn-geodesist. Special
emphasis is given to those features (of which there are many) that set
these computations apart from most other sparse problems. A survey ot
the geodetic involvement with sparsity begins near the origins of the
science and continues throijh recent trials of various re-ordering
strategies. Although it can be maintained that the exploitation of
sparsity has reached a certain palteau, there still remain numerous
challenges. In particular these arise from the large size of some
geodetic data sets, such as that involved in the re-adjustment of the
North American datum.

Session 6. 9:30 - 10:15 a.m., Tuesday
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INCOMPLETE FACTORIZATION METHODJS FUR IFULtY
IMPLICIT SIMUJLATION OF ENHANCED) OIL R[C0VIFU

* eni1
P*A. Forsytni _r

Com11puter ModellIinJ 1;roiji
Ciljary, Alnerta, Canada iJ t)t

F ully i InpC iit S im 1UlIa t ion o f en ia n cea d I r ec 0 v(2ry Usin I t-
(steam and in situi comousti on) nethods qi yes rise to a i l tr-
tured block-banded non-symmetric Jacobian. S)olutiofi of larje i'raK[
requires effective iterative methods.

Recently, incoimplete factorization niethods ILIJ) have Nhen .ie I t
solve these systems. In this paper, several ILo! metnods are .einlo)
using natural, diagonal (D2) and 31lterniting diagonal, (D4) ord-r i n 1.
Diagonal ordering was first used for synmmetric systems Iy Watts, whi le
Tan and Letkeman suggested alternate diagonal ordering for non-
symmetric problens. The method of 4atts is generalized to the strongly
non-symmetric case, and an improvement to the algorithm ot Tan and
Letkenian is developed which saves a considerable amount of work. 1,n
addition, several degrees of factorization are used for all these

%:orderings. These techniques are all acceleratpd with the lIrOP
algorithm.

Eadch of these mnethods is developed with vector machines in !ind,,
and Particular attention is paid to those portions of the aljoritlMn
which can be readily vectorized. All the ILU !nethods can also be uised
with the COMbINATIVE technique.

Results are presented tfor severd! node I proo) e ;is 'in t es
Jacobians gjeneraiteJ t ror s*tamij simuaIJId n",S . The rUsI t;- In' (),A

effects of:

Session 91 . /:30 -/:'f) p.m., Tur-,daiyj
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, Ik Cl *, ) ?' " Vi M1 IH I', AND TH IR USI IN fHt
IOT!N it MA ' VON IIA A 'N, NI) I/W '>)UARItS PROBI MS

.- ' i• d•

A o r , h d )Sdh S of

or . ,* ,r : ., ;,', I .' 
,,
. , , ' oi ', O. e.)g " thods '!a,. led

a , q,,r" ,, p es 3s anI dcce'erated general-
/It, I 'v [ro rr ! i ot! ve terativo Methods) for toe

I, ) t 1 o i • a " trl . , ja" i o-s i.,l 1 1near least squares problenTs.
< p'ro ect~v, ) q. SS, art Tinietnods, sO that 1ie the

or a o i, Pt rjr 1Ie-t , tney ire j,,.iranteed to converge to the
HKaCt solVJ Ion sO u, n in i= n r )t steps 1 infinite precision
aritnIietio were possiIe. A Aljrlth is and software for computerized
i e1entation of t he'thods in so] v ii, sparse ,,iatrix equations and
least, square ls;rnes a,-) we I as operation counts are mentioned.
important properties of the ew Tethoos, sich as those which follow are
stressed. The methods appear to work comparati vely we]I on any matrix
least squares problem, or 1matrix equation of the form Ax = h, where A is
any complex or real-valoed 1i ( n iinatrix and b is a complex or real-
vaI,,ed 1n-tupIe. No special nyootnlesis on the structure of the matrix A
-s needed. For iarcie sc il atrix problem, s, convergence to an accept-
an' e soI ti on of ten )ccjr,, ij-h sooner than p)redi oted for the exact
solution. Toe .nethods can produce extremely accurate results, and in
the .case of least siua res problems, do not appear to increase ill-con-
ditioning as normal equations sometimes do. The methods may be further
accelerated in some cases by using reldxation factors. In many cases,
-i'I je precision I t-': m be employed to generate acc11rate
;,)I itions, oven in the cis of ill -conditioned systems. The rate ofL- cn.] rgence or the new ;y'thods often increases as iterations progress.
"tra, space requi red is r, I atr vely sma I, with mat rices stored using
ro -,i ;-. pack i ng or colI in-wise Ia n w,,)n.'inj on the method of
ol ion tO be em iployed. I irJr , r Ows or colucins of the matri x

h,-3 i ho ,enerated as needed

.n cnc i usi on, res: ] ob S O n Iy : , t ,0'tho), to t st

ii i re (re, 't< '4 1 nmi a

n- 1 . 4r 1,1 -' i", or : .Inr *_ -I

[:;. i b i n- in app 1 ryi th0 ' I ,1 P ,I .' -e r inl x
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THE EFFECT OF COMPUTER ARCHITECTUR[ ON DIRECT SPARSE
MATRIX ROUTINES IN PEIROLEUM RESERVOIR SIMULATION

iV, e. i * r*

Chevron Oi Field %ese-r,,i Counpan',

* La Hanra, Cal ifornia 631

,. A. alahan
University of H'ichiy;nr

Ann Arbor, Micni ar ,i U

P. T. Woo
Cnevron Oil Fid ,s,'rin Coepa'ny

La Habra, Cal iturni-i A , )31

Large systems of linear equations are solved daily in reservoir
simulation. These equations arise from finite difference approxi.Tla-
tions to systems of partial differential equations describing the flow
of fluids in a reservoir. With the advent of new vector computer tech-
nology the algorithms for solving the linear equations must be changed
to make better use of the machine architecture.

In solving linear equations on a vector computer, there is a trade
off between computation rate and work (the amount of arithmetic). At
this stage of development, optimum use of the vector computer has led
us to change from a Yale general purpose sparse matrix routine with the
inner loops coded in assembly language to an assembly coded bandsolver
developed at the University of Michigan. The sparse routine is
optimized to do the least amount of arithnuietic and is best suited for a
scalar computer. The bandsolver is, on the other hand, optirrized to
achieve maximum computation rate on d v(ector computer. The trade oft
for solving linear equations in reservoir sio.iulation is in favor of the
bandsol ver.

When equations involvinq 'he wel I or,- oressures are added to the
flow equations, the added portion ot tne at. r. is not uanded. We 6i i
describe how the bandsolver can ;ti ne s- eftectivel i witO ,n l
rithm attributed to Ueore. C, , '' a '; .em th s.4r. ,

solvers based on operation count.s Inl i nI'l rxl . - Ir- ,
will be presented for riodel and real ros", ~u r ;rohbem;. :e,,;S .

the Cray XMP will De presented tn , r:,r, r _i T i , ' '
in tine. Future imrmprovre t , t 0 r - .,

equations nn vector C gjmtrs .. ' . , .

Session 9B. 7:50 - 8:10 p.m., Tuesday
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ALGEBRAIC WJ1IIGRLD (AMG) FOR GOTI EUATIONSr

| ,,

or 1'''Orl-uJ-'
:.~~ ~ n] rl jt! 1q~,)"

Yi ;r' a1:nrin .- A re teat its ajor processes be
* tailIored to eich ,p i at.,:'. 1> i i .Jdl t, )'e done 'manually at the

t tc n : sc crHi t r W c r0o .r e jr I , r ne l, Nut not always.
' he en jineer 'nay r t , a" es11 reseit a fine iAid finite el eient
tri an,ju 1 at i o so thjt jete ii n ;( even wha t the coarser grids should
be is ditfic,lt if not impossible . oreover, san!ie problems, such as
those that ar se in ieodet ic s~irveyi nj, are i nherent ly discrete. So
it is important to consider methods fo-r auto:atic multi jrid design.

2lieoraic iiirior>, {AM3) is one such 'netno,, where the discrete
prooIe7, represented either by a matrix or operator stencil, is

subjected to a preprocessing stage. 4MG bases its decisions on the
concept of strorg coup1inq whicn, loosely speaNing, is a way to
interpret effective Aep ond enci es between v jiabI es via coefficients
in the discrete operator that connect ther. Tnis concept provides a

rotivaton for deciding ;nicn varianles are to constitute the coarse
"jrid" and for dete rInng interpolation. The remaining multigrid
Irocesses can )e deve ioPued from this design in a fairly straight-
forward way.

nrs is a pre ir",,r reprt Di e<;)erienceo ,altf several versions
at .\M2 api ied to edl,,' ii ffurent1a1 prod ems that in,ilde diffusion

~at ioarc (with rncoftf12cuts that. ame both widely vri ring and strongly _-

q,''scontinuO'uS , an btrn-; f ',1 o ' O-S ind non- n i for:n grids.
cie:,. utt'rit')" :1.'' ) trio ,tt1 1 r.1 t.r so /i'] p reS o"

4- p

I..
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SPARSE DIRECT METHODS FOR VECTOR MULTIPROCESSORS

0. . Calahan
Jriversity of ' ico jan

Ann Arbor, Micnijan 4, 109

The CRAY X-MP is d harbi nger Of d c ass of forthcoTin; AFL."

supercomputers composed of arrays of vector processors connected to d

common main memory. Related sparse imatrix liethods must coine tne
parallel (multiprocessor) and vector taxonomies that nave been studied .
independently in the past.

Computationally, the solution may be phrased as a two-level
synchronization.

1. The vectorized inner loop, precisely synchronized at the
instruction level, and operating independently among the

processors.

2. The parallel outer loop, approximately synchronized at the
instruction block level.

If the vectors are sufficiently long, both loops may be precisely
synchronized by distributing the inner loop vectors among the
processors (outer loop) and then having them operate in an SIMD mode.
This is undoubtedly the manner in which large full and banded systems
will be solved, but is algorithmically uninteresting.

Rather, consider the case of a randomly-sparse matrix where each
element is a rectangular block representing coupling of unknowns at two
grid points in a finite element or finite difference representation.
Further, these blocks are different sizes corresponding to the
different number of unknowns a each grid point, and nay chan~je
dynamically in a time-dependent problem.

It is proposed that a solution proceed by

1. Local decoupl i n-j of I o,-r s i. reorde i nq of ' e'ne t
(consistent, for examn ie, w,' i -2 i sec tio , i '!,:

2. Dynamic schedjI i ng of ndop n e l . t nl k proce - in ; t1oe

processors dyna,' m, 0  '' >'. sry t c -

different iY,:o K - . .

An extended A "Y X-Mi r ',-:. t C t , ,

ance of such an algorithm• *i S< . t 0  -

machine, and will 1iite likelv o,r it '' )r 1 S, >' 1 .' ys

time of the conter2ne. : .".

Session 4R. 1.30 1:5( p.m. Monday "-



PERFORMANCE OF SPARSE EQUJAlION SOlVE RS t)N THEL CRAY-I

4 'I 'o

so]' ve rs ar,, di c!,s se(i

1. Ge neraI m-an s e v- r, ne C'i01 raridoil v-sparst- elunations
described s ymb oIica I fn i' -q-4'i 4  and 3fp com' Pa3tible with
tracitional sca 1 j r 1-1a Tc h- e< A J& nynst i cdate(d Ootn 1 nvoU] ye

*two-step syirnoIi c/r, ie i ic )r-- in :7". rib i manr ot Gl staivsnn , et aT).

(a) Hybr i d vetor 31 san At 1on of ;mcd i urn,-diensi1ty sy~tuns. hne
s y-1b ol11 it s 1 dont. I i es dense sr,';'neflts of tcoli is with iore
than a b~''rt4r 0e1  'sa 1 a'e conti piouis non-zeros.
Tnese f c se~ints 'L ire proc <so d i n ve-,ct or iiode a nd the rema i nide r
In )S ca 1ar1m ode. iora : ) 0 Y] MFLOP3',.

(K DecoujpIl sc31 r solI it inon of n il] nIy -sp ar se sy steis . Avan a-
:i on o f Cole ;e n er a on, met hod s f or a pi peT ined processor

1 novol e us tine lIoca (-, e clo' ii p of ni ,h].y-spa rse etitati ons ( in
th m -Tanner of 'nes'P Ii ji ~ onr Saa d-ahine code is then

en erat wni to % t ra n r fr oat n pon pi peI nes
w ith i nieApenden t a Tar code P yi a rate: 15b MELO)PS.

2. SpPc-ijI spars f,)e -,civ e r, Hjher r -rirrar n o a~ b e achieved
when spec ial spa s~ i sy t ractmir- car tme i -lenti i e d by the user. In

* ~encrall, v~c Pc t a he r,.- 4d' rc
7  w'ti d's s'ira t r x

* ~~or across s itTar v-r. .r1 a rhur cir

(a) Genera] Icc,> rw c -y 4.qlcn-

1 r o r ssa tn r; I. T A ' r j ~ c d e c 1 .

pvrnd a" :X Kw2't* e.' ''i;~ nn er

(4 , r''
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CONTINUOUS ;q NORM LOCATION PROBLEMS: A SFCOND-ORDER APPROACIH

Id

,,nl~ersit,' ujf ae c

i ater, o'- , tr0 ~

A second-order a! ori Sun tar sao n, a rtotyLe c/',P .e.. ~ r -

sum multifacility location pror)'eni inv) i n in J aistances is presented.
This problem corresponis tn a sipecial -ase of 'the o-median prool-i arll
a continuous version of the quadratic assin,nent prorIeK'.

We demonstrate how projectors can be used to ci rciinvert the
difficulties associated witnh the iiondifferen idci i ty of these
problems. Tne technique, which is an extension of an earlier
first-order method used by the autnor, provides a unified, numerically
sound and stable approach. The mpiementatior is the first to
efficiently exploit the special structure of the problems under
consideration. In particular, I) we are able to solve tne linear
systems that arise in the development by stable n'ieans that do not
suffer from fill-in, 2) a suecidl linesearch which is based, in part,
on the results presented in a paper by Overton recognizes the
possibility of first derivative discontinuities and second derivative
unboundedness along descent directions, and 3) the degeneracies wvhich
are an inherent characteristic of these problems are dealt with usin
simple perturbations.

Although details are initially given for only unconstrained fixed
.. p norm problems we show how the framework can be readily extended t.

mixed norm problems as well as to constrined r n

Session 13B. 12:30 - 12:50 p.m., Wednesday
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NON LINEARLY PRE COND IT 10)-t!h KHYLOV MLt~t MI HODS
F OR D)I1SCRE TI -NIEWTION ALGONl!I HMS)

Ine roC nls' .4 - - '

cation of >rev s'nspee r" 'n; U- -'er st,- .
ihat dri se i n tie . o;n;er I o , a r w - -o )- ., , .

solving nonlinear svy, ste,. F .itr , ,' .. s,: ' t IS
te use of the dtrectiorna itfrnrn, i : ' a i-
* at i ri g the mat ri -vector orduct A, iq , s , uons.

*." This requi res o.nly f-nction eva Iuat in 'awri a I / o,
- and storage of the Jacobian. W e 4r bntereti r , i n, e

convergence rate o th e inner ',o; 0y onen 1,)I,, , r' ei o e
employing directiona Jifferencinj ri wevt irir, i on-
ing techniques are derived from tiie iatr x el exs 1 . e ri t , it
is not oovi oUS how to apply them wneri A is nt o, Vit y ava i aol e.
We have derived an a IQori tn for ,recon',nj i - ,e <D0v ,!s)paCe

- method with directional ditferey rito i ' ,C.e S toe Sie
- precondi ti oni ng of A in the 1 i ,ir ,. i t , I r. v a u e v] oat1 fn
- the diagonal elements ot tn, e Ia co: i , ' - I ' approximated by

function evaluations. The overall I onitn j o 0 n,s well-suited for
large and sparse problenTis, especiali woe n -v /j, !ii oDs are not

." too expen l v iiv * ,ibfe ic .  ; <''" .*' r -4 'r P1' .necr ri con-

• . 01 0n01 i Op (IS eiffective a in t Ow O] '. ] r '.-

Session 12A. 11:20 - 11:40 a.m., Wednesday
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THE SPARSE MATRIX LIBRARY FOR THE FPS-164 ATTACHED PRO[',FSR

_ewa rd ,A , s , r.
FIoatingy 0oint v t :i , ! -. "'-

Portland, r, ',;or. 2

This paper describes the s-parse ia'tr r;ties t

Point Systems FPS-164 Attached Processor enO prpsen? a : 1-i

mark results. The highly parallel and icl inedi 3rni tectjr- ot tnie
FPS-164 provides high performance fur vector ir,d :atrix conputatij,,
relatively low costs. Included as part )f the F P S-1,4 irugra'
Development Software is the APMATH64 Mlath Library which contains nearly
500 subroutines that are organized into 14 sub-libraries. One
sub-library is the Sparse Matrix Library which contains 13 routines
for the solution of sparse linear systems by both drect and iterative
methods. The Sparse Matrix Library also includes 12 routines for

performing matrix arithmetic operations with sparse matrices. in
addition to these routines, the Advanced Math Library (also part of
APMATH64) includes a sparse linear progra'ivming routine and a profi le
oriented linear system solver routine. The library routines are
written in APAL64, the FPS-164 assembly language. Typically, these
routines execute 15 to 25 times faster than the Eq ,ivalent FORTRAN
routines on the VAX-11/780.

Session 4B. 7:50 - 8:10 p.m., Monday
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SOFTWARE FOR SPARSE MATRIX ESTIMATION

Thomas F. Lule:Tan

lthaca, Now Yor . I"' 3

The solution of sparse systeis ot no-, ntar eqiations or f~ter-
e ent ial1 eq Ua t io ns us ually rf-q u ir es t oie (Ie t Pr; iin an t ion o f thne -Jd c oh ia r
matrix of a nonlinear mapping. Oiften it is advantageous to estin ate
the Jacobian matrix by function (or perhaps graoient) differences.
When the Jacobian (or perhaps Hessian) matrix has a Known sparsity
structure, the number of function evaluations needed for the estlimra--
tion can be quite small compared to the dimension of the proinlen.
Recently, Coleman and Mor6 have exploited d graph theoretic viewq to

16 develop efficient algorithms to estimate sparse Jacobian and Hessian
miat ri ces . In this talk we describe the resulting software that has
been developed, at Argonne National Laboratory, for the sparse matrix

estimation problem.

Session 13B. 12:10 -12:30 p.m., Wednesday
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A NEW METHOD FOR SOLVING SYSTEMS OF LINEAR INEQUALITI[S

Burbank, "ai fur nij

A new iterative descent :ietnodu~ toi~ o jrm; 1 d St - J a r 1

sented. It is shown how a local weicn > Iledt-sujares- solIutionr, cdii [h
achieved by adding extra variables anid extri eq 'uat lors to a svstelii of
polynomial equations and performing sequontial linear weighted least-
squares. When this new method is applie~l t solvingj systemis of I in ea r
inequalities it always leads to aolto enteeis one. w
there is no solution it converg es to an approximalte least squares solu-
tion. Since the conivergence rate depends on the initial guess it is
difficult to compare this miethod with others. Nevertheless it is
established that globally the convern,_ence rate is not an increasi ng
function of m := min (e,v) where e is the number of equations and
inequalities and v is the number of variables. Of couLrse this method
is a good candidate to take advantage of existing sparse ma dt r i

algorithms for achieving linear least-squares solutions.

Session 13B. 12:50 -1:10 p.m., Wednesday
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LSOD28: A VARIANT OF LSODE FOR PROBLEMS HAVING A
GENERAL LARGE SPARSE JACOBIAN

R. L. Cox
Union Carbide Corporation, Nuclear Division

Oak Ridge, Tennessee 37830

LSOD28 represents a merging of LSODE (d state-of-the-art computer
program written by A. C. Hindmarsh for numerically integrating stiff
systems of first order ordinary differential equations) and MA28 (a
package written by I. S. Duff for solving sets of sparse unsymmetric
linear equations) which is designed to handle stiff problems in which
the Jacobian is a general large sparse unsymmetric matrix. Because
MA28 performs LU decompositions incorporating partial pivoting for
numerical stability, LSOD28 avoids the requirement that the Jacobian be
positive definite or diagonally dominant as demanded by some previously
existing codes which do not incorporate pivoting.

The use of sparse matrix techniques as opposed to manipulation of
the full matrix results in great savings in both computer storage and
execution time for large problems. At the same time, questions must be
faced which are of little or no concern in the use of full matrix
algorithms.

These issues include an efficient user-oriented method for

representing the structure (location of nonzeros) of the Jacobian
matrix, the frequency at which the pivot strategy is to be revised, the

possibility of changes in the structure of the Jacobian (zero
derivatives becoming nonzero) during the integration, and the efficient
generation of the Jacobian when its elements must be calculated
numerically.

Session 2B. 11:00 - 11:20 a.m., Monday



AN ACCELERATED BLOCK LANCLOS PROCEDURE FOR~p EXTREME [IGENVAULES OF SYMMETRIC MATRICES

IBM T. J. ejitson k\esearui -,eriter
Yorgtown i jt.New Y;1)r,, 1O

Typi cal ly in dan i terati ve t) cc> Id 11C Z S p r,.cedi re, tn h s kr

specifies a pnri onr tne ariount of ctarpyiter storage available for tne
block computation. Thererore, there is a trddeoff between the nwwmner
of vectors included in the first D11OcK ani the number of blocks that
can be generated on a given iteration. The size of the first f)loc:K
determi nes the gap between the des ired eigqenvalIues and the el genva Iutes
not being approximated by the p)rocedu re . The more vectors used in the
first block the larger these gaps. The nuiber of blocks used within a
given iteration determines tne effective spread. Ine more blocks that
are used, the smaller the effective spread. The convergence rate
depends upon the ratio of these gaps and the effective spread.

Since the user typicall 1y doesn't know the yaps a priori, generally
speaking the best overall approach is to try to maximize the number of
blocks used on each iteration. The number of blocks used in each

% ~iteration in the block procedure in Cujllum and flonatri [1974] could vary

as the computations proceeded. Thle second block was computed usinga
modified Gram-Schmidt orthogonal ization with pivoting for size and any

dropped from the block. This reduction in size of the second block
could lead to an increase in the numbIner of blocks generated on

subsequent iterations and a n acceleratioq of convergence. Such a n
acceleration of convergence nowever, iight riot be observed tinti 1 arterI

alarge number of iterations and in fact ; ijht never happen d!ue to trie
particular sizes of the blocks involved.

-In thi s tal K we present an i terat j ye il ock Lanczos procedure tnat
maxi mi zes the number of ol )C.kS (ener-ite I on eco eti The fullI
unnormiali zed second blot k. is Co ryj Ijte Of or -- r r O. fe~,Ioweyc r_

using a seloct ion procedwiro hta i I I)' i I. 7uOn I-,~!~ r,

the 'best' vector in ti; c I it' * e t
Succeeding bloc ,s j re r,,orina ri r .' r t r": elis t C a: tri
vectors drooped f root troe d~I> ~ r
yields greatly aclrto uvrr ~it at 00

approach i n IulL and o n~" . 'r.t1

i nc- 1 tided.1

Session 7B~. I11 00 11:?0 ~. M., T Uedy



MAXIMAL CHORDAL SUBGRAPHS
AND

DERIVED MATRIX SPLITTINGS

P. M. Dearing
D. R. Shier
D. 0. Warner*

Clemson University
Clemson, South Carolina 29631

A linear system of equations has a perfect elimination ordering if
. and only if the corresponding adjacency graph is chordal. For systems

which do not possess a perfect elimination ordering it is customary to
try to find an ordering which minimizes the fill-in. One such approach
is to embed the corresponding adjacency graph in a minimal chordal
supergraph.

Another approach for solving the linear system is to consider an
iterative method based on a splitting which is defined by a maximal
chordal subgraph. In this paper we present an algorithm for finding a
maximal chordal subgraph and explore the effectiveness of the derived
iterative scheme.

Session 3A. 12:30 - 12:50 p.m., Monday
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SOME EXPERIENCES OF SULV1i N Au, i .\CALL

GENERALIZED EIGENVALUE PROBLEMS b, A(./lJS ME THOD

"C p -r )t 'l ' , I jer,in
C.ohuter Center ,.- A;,de , ' ,1 c

* People' repubin: o! O nmna

(Only title was sub:ittpd.)

Session 13A. 12:50 -1:10 p.m., Wednesday
[-



50

A STATIONARY ITERATIVE METHOD THAT WORKS EVEN FOR
HERMITIAN Ax = b

John de Pillis*

University of California
Riverside, California 92521

Wilhelm Niethammer
Universitat Karlsruhe

D-7500 Karlsruhe, GERMANY

I
We develop a theory for finding scalars al, c2 , c 3, aL4 so as to

produce the sequence defined by

Yk+2 = (aB+c2)yk+l (a3B+CC4) + (c1+a3)Aib, k 0,1,2,...

where yo,yj are arbitrary. A = Ao(I-B) is an i x in non-singular matrix
and matrix A0 is easy to invert. The ai's are chosen so that yk+x, and
Ax = b. Heretofore, the theory of (stationary) one and two-part
sequences, e.g., Jacobi, SOR methods, Chebyschev semi-iterative method
(which is asymptotically stationary), required c(B), the spectrum of B,
to lie wholly on one side or the other of a line passing through the
point z = 1. For example, if A is positive definite, A0 = I,
c(B) -(-c 1). But if A is hermitian and A0  = I, T(B) - (1-t, 1+t),
and hence straddles the point z = 1.

As a special case of our theory, we have the theorem:
Let A = A* with spectrum cT(A) (-t,t). Then for any yg,yl, the
sequence

y k+2 [A(-Yk+1 + Yk12 ) + b/2]/iR + Yk+l

always converges to x, where Ax = b. The asymptotic rate of conver-

gence is RA -log(r) where r 2 1 + (I-K-) '/2 and K is the condi-
tion number of A.

Session 8A. 12:30 - 12:50 p.m., Tuesday
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SPIKE SELECTION FOR LARGE SPARSE SETS OF NONLINEAR EQUATIONS

Arne Drud
World Bank

Washington, D.C. 20433

We consider square nonlinear sste ',s with the f D ] ol.liqJ
properties:

a. The largest simultaneous block is large (50-30(,
equations).

b. The system is sparse 13-5 nonzero derivatives per
equation on average).

c. Most equations are analytically invertible w.r.t. most
of its variables.

"ach simultaneous block of such a system is often solved with a
spike selection/partitioning/reduction procedure: Select a set of
spike variables and spike equations such that the remaining system is
recursive and analytically solvable for fixed spike variables. Use a
"small scale" algorithm to solve the reduced system, i.e., to solve the
spike equations w.r.t. the spike variables, implicitly substituting out
all recursive variables.

The criteria for spike selection are to minimize the size of the
reduced system and at the same time keep it well-conditioned.

The paper will compare two spike selection algorithms, one baseo
on Hellerman-Rarick with post-processing to eliinate noninvertiDle
relationships in the recursive system (ref. swapping of triangular
columns in linear systems), and one that considers the noninvertibility
directly.

The conditioning of the reduced systemii can, at the cost of si.,he,
be improved by avoiding certain unstable inversions in the recjrs,.ve
part. The paper will report how different irverti11litv - r t r a

influence the reduced size and speed of converrqence for soie li -r
econonmic planning models.

Session 2A. 11:20 - 11:40 a.m., Monday
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SPARSE MATRIX TEST PROBLEMS

Lain S. Duf.
-AERL 'arvel I

Oxon, OXil ORA, ENGLAND

Roger G. 3ri",s I
John G. Lev's

W. G. Poole, Jr.
Boeing Computer Service, Inc.

Tukwila, Washinjton 9318;

- IIn the spring .of 1932 we appealed in tbhe IMANA and SIGNJM news-
*letters for further test matrices to augment collections at Harwell and

BOS.
In this poster session, we report on the results of these appeals.

Additionally, we indicate how we have organized the current set of test
* matrices dnd how we have classified the test matrices in the collection.

We have designed our data base for ease of distribution, to facilitatethe addition of further examples, and to allow the same matriK to be

included in more than one classification.

We also explain the mechanism for submitting test examples for
- inclusion in the collection and for obtaining copies of the test
* matrices.

Poster Session. Monday and Tuesday

-. 4

*.• .-... .



THE MUILTIFRONTAL SOLUTION 0OF
UNSY1METRIC SETS OF LINEAR EQUATIONS4

II
John .. 101*

-AEkEL Ha rwe "
Oxon , (AllA N(LAO

We show that general sparse sets of linear equations whose Pattern
is symmetric (or nearly so) can be solved efficiently by a muitifrontal
technique. The ma in advantages are tnat trie ana lys is t i!;e is sma Il
compared to the factorization time and analysis can be perforimied in a
predictable amount of storage. Additionally, there is scope for extra
performance during factorization dnd solution on a vector or parallel
machine. We show performance figures for examples ron on the IBM 3U33
and CRAY-i computers.

Session 9A. 7:30 -7:50 p.m., Tuesday



APARTITIONING APPROACH 10,1) Pl O)YIN1 N1 IWORKS
AND THE SOLUT ION OF 'APARSI1 '-YSiiMS

Urdinary networ~s arise in cur . n, tanJ'rain
comqmo d it ies. Processing networ\,s e ,end )-. ~v all low, n
proportionality constraints amornq certain f I w

Wnen the primal sim,,plex al~ortrm t sahj) I to a 101001 cost flow
problem for proce ssing networks, the lasis can bo- partitioned into a sot
01 arcs which form a so-called representative spanninA tree and d set of
non-tree arcs. This partitioning yields a working ltasis which has a
lower dim-,ension than that which would resulJt if a (non-representative) o
spanning tree were used. An implementation of the prima simpl ex
al gori thm has been devel oped whi ch nai ntai ns tne basis i n tni s parti -
tioned form. Computational results will be presented which show that
t h ti s implementation compares very favorably with MINOS on a certain
class of processing networks.

Sparse systems of equations can also be modelledi as processing net-
works. it will be shown that, in some cases, solvinq the system involv-

* iny the working basis is easier than solving tne original system-,.

Session 12B. 11:4C 12:00 noon, Wednesday
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MATRIX MODIFICATION AND PARTITIONING

'...3 ekii doq u tSO 02 vD~ 1 V

The contingency analysis tro i n i nv ' VtS Soi 'l1r a S-1
systems of sparse eqiations where the atrices di fter by a iatr1 ,
low rank. These systems can be solved ;y partitioniPj the ;-atr1x a',
confining the changes to the border, or V USi(4 toe r-,a3r I
modification for'ula to obtain the s,)' tion of one problem in cers
the previous one.

Often the low rank change has a special form: tne ,natrix can be
reordered so that all changes are confined to the lower right corner
block. If this reordering is actually (oone, very little work is
required in obtaining the solution of the modified problem based on the
solution of the original problem. Unfortunately. this places a severe
constraint on the partitioned formii which is greatly amplified when a
sequence of such changes in different parts of toe matrix are desired.
We will show a way of solving this problem, taking advantage of tn-
special form of the low rank change, but not constraining the ordering

of the matrix.

Session 9A. 8:10 - 8:30 p.m., Tuesday
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A STRUCTURALLY STABLE MODIFICATION OF IHE HELLERMAN-RARICK
ALGORITHM FOR REORDERING UNSYMMETRIC SPARSE MATRICES

Aloert M Er I sma,"

'Roger G. rime
John ]. Levis*

Wi lliiam ') Pop' Jr
Boeing Computer er, -s ! ,

Tukwi I a, sni, t .

The P" algorithm of rie,!erirn ,- ruorer

unsymmetric sparse matrices ir )rjtr - 'd.7cn anJ
storage costs when solving spar, C1 t .

Unfortunately, it is not infallicuIe. ;t . t, , e 3 jojr-tn',;
can generate intermediate matrices .,i.i r...r . .,I .j A r inJwhich may lead to a breakdown in the e! irv

In this paper we present the ajgo;r:: " -. , ., ., fc -
anu explain several of the proble s 1' 1i.
several past attempts which wert j ns s;, s s ,rr- r r"
problems.

We then define a new modification tor 'i, i r, 1 .i t. .'.

This revised version of the alqorithm wil '-,, iii - - r:t r j
singular intermediate matrices if tne ori i ,ati
structurally singular. Test results comparijn tjis verivn
will be given.

Session 2A. 11:00 - 11:20 a.m., Monday
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SOLVING SPARSE STAIRCASE SYSTEMS
BY GAUSSIAN ELIMINATION

'Ro ert Fo jrer
Northwestern llniversity

P Evanston, Illinois 6O0Ji

A system of linear equations has a "'sparse staircase' structure if

its variables fall into a certain sequence of stages, such tnat iny

equation involves relatively few variables fromi at most two adjacent
stages. Sparse staircase systems co mno y arise in solving lar .je
multi-period linear programs by the simplex metnod.

'-. This paper describes two approaches to solving sparse staircase
systems by Gaussian elimination. Each approach combines techniques for
stable period-by-period elimination of arbitrary staircase matrices
with techniques for efficient elimination of arbitrary sparse matrices.
The two approaches differ in their choice of sparse-elimination techni-
ques: one uses "merit" techniques that select an attractive pivot at
each elimination step, while the other employs "bump-and-spiKe" techni-
ques that permute the staircase matrix to an attractive form in advance
of elimination.

Sparse staircase elimination methods admit especially efficient
implementations that operate on only a period or two of the staircase
at a time. Their period-by-perioo elimiiation ordering can also be
advantageous in handling certain sparse right-hand-side and solution

I vectors, and in computing solutions for subsets of periods. They mnay
. also produce an especially sparse factorization of the staircase

matrix, although in general tn,-, do not fni a sparser 4 actoriztio,
than general sparse-elim'ndtio ,ethod,.

*- Session 2A. 11:40 - 12:00 noon, Monday
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AN INCOMPLETE FACTORl-ATION METHODI FOR
SINGULAR IRREDUCIBLE M-MATRICES"I .I

-. L. F riderl ic .
Union Carbide Corporation, Ntc.lear Du ion

OaK Ridge, Terinessee 37i 3.

R. J.'lr io ,

Nortn Carolina State lniversity
Raleigh, Nortn Car-lin, 27650

Markov queueing networks can give rise to very large, sparse,
irreducible, singular (zero column sums) M-matrices A. The stationary
probability distribution vector is the solution to a homogeneous system
of linear equations Ax = 0. Certain economic petroleum reservoir and
discrete Neumann problems give rise to related systems. The splitting
A = M - N with a matrix M having symmetric zero structure can be shown
to be a regular splitting. A sparse LU factorization of a symmetric
permutation, PMPT, is obtained using a standard symmetric ordering such
as minimum degree. No pivoting for stability is necessary. Splitting
strategies including those that have the larger aij in M will be
discussed.

Poster Session. Monday and Tuesday
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ROW ORDERING SCHEMES FOR SPARSE GIVENS IRANSfORMAJ IONS

University of W a t o n
Waterloo, Ontario, Canaco i l?

Joseph Liu*
Yorr inveristy

Downsview, Ontario, CananoiM 1P)

'let A be an in by n matrix, :o, > n, and let PI and Pbe emt>7
matrices of order m and n respect-ively. SLuopose 1 is r e du ced

R
upper trapezoidal form r>using Givens rotations. The S padr S1I

structure of R depends only on PK. For a jiven P2, the numbi er if
arithmetic operations required to coripute R depends on P. In tn-s
paper we consider row ordering strategies that are ap~ropriate when

* . is obtained from nesteddseto yeodrnso A Recently 1I
was shown that the so-ca IlIed 'wi dth- 2' nested d issect ion order intis nt
ATA could be used to simultaneously otb ain Iod row and columni o-rdOr-
i ngs f or A. In this paper we shuw tnat tne conventional (v~ itn- 1U nested dissection orderings can also be ujsed to induce good row
orderings. Our analysis employs a hi-partite jrapm ,iodel of Givens
rotations applied to A, similar in some respec:ts to the ni-parti*,o
graph models of Gaussian elimination develoaed by Gilnert and Mau.l1'o.

Session 88. 12:10 -12:30 p.m., Tuesday



SOLUTION OF SPARSE UNDERDETERMINED)
SYSTEMS OF LINEAR EQUATIONS

Ilan ieorgjt,
Esmond NY*

Universit v of Wat9'<'()
Waterloo, Ontario, Canada NJ H

*In this paper we consider the probleml ot ofliiqutirig ',n!: ijfli:iidl
Z2-Solution to a consistent underdetermined linear syste,,m Ax b, where
A is in by n with nm < n .The inethod of sol ut ion is to reduce A t~o
lower trapezoidal form [L 0] using orthogonal tracnsformations, wnereL
is ii by m and lower triangular. The rietnod can be i~npiented effi-
ciently if the matrix AAT is sparse. However, if A contains somne dense
columns, AAT may be unacceptably dense. We wil present a method for
handling these dense columns. The problem of solving a rank-deficient
under-determined system will also be considered.

Session 8B. 12:30 -12:50 p.m., Tuesday



NESTED DISSECTION WITH PARTIAL PIVOTING

.onr R. uloert*
Cornell University J

Ithaca, New York 14853U

Robert Schreiber
Stanford University

Stanford California 94305

When a sparse system of linear equations is solved by Gaussian
elimination, many of the zero coefficients often become nonzero. One
strategy for limiting this fill-in is nested dissection, which is
applicable to many two-dimensional finite element and finite difference
problems. Alan George invented this algorithm, and Lipton and Tarjan
extended it to give fill-in that is within a constant factor of minimum
for any system whose coefficient matrix represents a planar or
near-planar graph.

Most analyses of nested dissection avoid numerical problems by
assuming that the matrix of coefficients is symmetric and positive
definite. What happens if the matrix is not so well behaved? This
talk will present an algorithm that applies nested dissection while
performing partial pivoting to control numerical stability. We shall
analyze this "dissection pivoting" algorithm by using a bipartite graph
model. For a large class of matrices, including those that represent
planar graphs of bounded degree, the fill-in from this algorithm is
within a constant factor of minimum. The constant is larg , and we
shall discuss what can be done to make the algorithm practical.

Session 9A. 7:50 - 8:10 p.m., Tuesday
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IMPLEMENTATION OF A LARGE-SCALE LINEAR
PROGRAM4MING PACKAGE ON A MINICOMPUIER

Jamies E. ('i Iles
fennessee Valley Authority
Norris, Tennessee 37Si'

Implementation of the linear projrarming portion of the softtart
package MINOS on the H-P1000F iminicomiputer is d is cu ssed. Memory
restrictions are circumvented using tne extended .uiemory ddressiny

*Capabilities of the HP1000F. An application of the iripiemented package
to a water resource management problem is describedl.

Poster Session. Monday and Tuesday
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ANALYSIS OF A MULTIGRID METHOD AS AN IfERATIVE TECHNIQUE ,
FOR SOLVING LINEAR SYSTEMS

Anne jreendajm
Lawrence Livernore Nationdl LaboratorV

Livermore, California 9455u

A general class of iterative methods is introdIced tor soivin
symmetric, positive definite linear systems. These iiethuds use two
different approximations to the inverse of the matrix of the pron2em,
one of which involves the inverse of a smaller matrix. It is shown
that the methods of this class reduce the error by a constant factur
at each step and that under "ideal" circumstances this constant is
equal to ('-i)/(c'+i), where K' is the ratio of the largest eigen-

value to the (J+I)st eigenvalue of the matrix, J being the dimension
of the smaller matrix involved. A multigrid method is presented as
an example of a method of this class, and it is shown that wnile the
multigrid method does not quite achieve this optimal rate of conver-
gence, it does reduce the error at each step by a constant factor
independent of the mesh spacing h.

Session 4A. 7:50 - 8:10 p.m., Monday
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PROGRAM FOR THE COMPARISON OF REORDERING ALGORITHMS FOR THE

SOLUTION OF UNSYMMETRIC SPARSE SYSTEMS OF EQUATIONS

Roger G. .-rimes
Jonn G. Lewis

William G. Poole, Jr.
Boeing Computer Services Compaty

Tukwila, Washington 9b-8J

The authors have developed a program to monitor the effectiveness

of various reordering algorithms for the solution of unsymmetric
systems of equations over a broad collection of test pr,)tlems. The

objective is to select implementation-independent measures which can

lead to the classification of matrices into categories where a

particular reordering is most effective. Measures chosen include the
amount of fill generated, operation counts, and numerical stability in
the factorization of the permuted matrix.

A large collection of test matrices from diverse applications is
being assembled to be used in analyzing matrix patterns. A description

of the design and implementation of the program along with samples of

preliminary results will be presented,

Poster Session. Monday and Tuesday
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A NEW VERSION OF TARJAN'S
* STRONG CONNECT ALGORITHM

Fred j~. U'-Ltjvsor
IBM T. j. ewdson esdrr~ Center
Yorktown -io' oit sr

* We describe a new ver,,ur *: r i, il :crithm for findinj the
strong cimponents of a d~rr-teI! '-rapn &-n n jdes and N edje. h
new version, cilled BLTF (Boc r1 d '<<r Form) , i s p resented i-n
a structured high level ftor'ini t i~ tlrdfls o i nto an ef f ici ent
FORTRAN code. This version ruins faster tn a revi ous vers ion ca I -d
STCO. This algoritnm is closeiy related tol tne algorithm MC13D of Duff
and Reid, which is also an imp! 'ementat~ori otf STPNG CONNECT . Algorithm
BLTF is superior to MC13D in the f01lowinj vWayS: it executes faster and
uses less storage; it computes exactly the same output as Tarjan's
algorithm, its translation into FORTRAN is copletely structured; its
inner loop is more efficient in thiat it asks half as inany questions as
MC13D as N n'.

Session 7A. 11:4 -12:00 noon, Tuesday
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AN ALGORITHM FOR COMPUTING A FULL ASSIGNMENT
FOR A SPARSE MATRIX

Fred 10. Gustavson
IBM T. J. Watson Research Center
Yorktown Heights, New York 105+-3

We describe an efficient implementation of t e Assiqn 1ow
Algorithm of Gustavson. This algorithm finds a maximal assignment for
an arbitrary sparse (0-1) matrix and is based on the algorithm of
M. Hall. This algorithm is closely related to algorithm MC21A of Duff,
which is also an implementation of Hal 'S algorithm. Two versions of
Assign Row are discussed. The first computes all cheap assignments
before starting any depth first searches. The second implements Assign
Row. Both algorithms are completely structured and efficiently
translated into FORTRAN. The first algorithm almost always computes

faster than the second and both algorithms almost always computes
faster than MC21A. I

• -' Poster Session. Monday and Tuesday
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AN IMPROVED ASSIGNMENT ALGORITHM

Fred G. Gustavson*
Gary D. Hachtel

IBM T. J. Watson Research Center
P Yorktown Heights, New YorK 1059,,

Aram K. Kevorkian
r-, General Atomic Company

San Diego, California 92138

The Assign Row Algorithm of Gustavson uses the depth-first search
technique to stretch an assignment in an undirected bipartite graph.
An efficient implementation of this algorithm is the fastest method for
finding an assignment for almost all graphs.

We -resent a new and improved version of the Assign Row Algorith!m
which performs equally well. However, on the small subset of all
graphs where the Assign Row Algorithm performs poorly, the new
algorithm runs up to an order of magnitude faster. The main feature of
the new algorithm is the introduction of the efficient methods in the
depth-first search procedure so that negative results in earlier depth-
first searches can be used to reduce present and future depth-first
searches. The new algorithm sheds insight into the problem of finding
the block lower triangular form of a sparse matrix as follows. A
partial assignment gives rise to a 'partial directed' graph and depth-
first search can be used to quickly explore this graph. Failure to
stretch an assignment in this graph leads to partial information on the
block lower triangular form. Hence these parts of the graph need not
be explored in later depth-first searches. Furthermore, the basic
technique used in the two stage procedure of finding an assignment
followed by the strong components determination of the associated
directed graph merges into one idea of repeated depth-first search on
a partial directed graph.

Session 7A. 11:00 - 11:20 a.m., Tuesday
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A 1-PASS PROCEDURE FOR MAXIMAl AS3IGNMENV
AND FINDING THle BLT FORM

Fred . .iUStaVScn
IBM T. J. 4dtSOn tes r.j- err

.orktown Heigjits 'w V0- w,

;rdi k. -vorK ldn

General o ipt co;ary
,<,San 'c1o. C'a iorr~ 1 "£

A procedure is proposed for ubta-nnd, Doth a lia<l,', d assi;nmrent

and the canonical blOCK triangular fori o d sparse matrix. In
contrast to the conventional 2-pass appruaco, trie proposed unified
procedure incorporates block identification tests into the assiqnnent
algorithm. Thus blocks of the BLTI form are discovered while in the
process of solving the O'V. (NVtIEJ ) maxi:nal issignrieit problem.

This procedure is shown to simplify and decompose the naximal assign-
ment problem by virtue of removing large row and col u:nns blocks from
further consideration. Each irredicible block is identified once only.
The accumulated cost of the test is linear 'i.e., (J(VL+IE ). The new

procedure is based upon DFS of the corresponding ipartite graph.
Alternating edges in the palm tree thus obtained give a partial
assignment of greater cardinality than that ohtained by previously
published "cheap assign" methods. Since the running time of naximal
assignment algorithms depends chiefly on the num-,ber of subsequent
'stretching" DFS passes, this reduces the expense of the overall I

• "J )pr ocedu re.

• The partial ass i qr' ,ent 'akes the n iarc v>. , jra-)n partially
directed. When bdcktrdcKIng (Jrinj FS 't tke t)ipart t 2, raph, we
perform tests analagous to Tar.an's transi ve t-sts for i,,connected
components of the bipartite jraph ann tr nj .yO,'1,'t5 of the directed

su rd raph (t)ot r . . I e ard co - w .d .' I- 'I!' i do ifv
. irreducible th]:c.>, o) toe K: T to "" K.r .;er . .. c ~ '.;~ ' to

completinj the asSi ;rm n. ' ,,',

hov r'' teut s w-hi c ri . ',, 'I .lo- " U 'o I r

backtracKing. h e t r *,'... . .. t . ,o-. -tnce
they are not tran-sitive.

We present a Ine hat l I ii g., ' . .,... .. ' r .. ],'.- 2
might be fav )raO)! ,- n , 'i , ' o
reducibility.

Session /A. 11:?0 11 :1 .m. Iue,,.dav
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g A SPARSE LINEAR PROGRAMMING SUBPROGRAM

R J. Hanson
K. L. Hienert*

Sandia National Laboratories
I Albuquerque, New Mexico 87185

We will describe a subprograin, SPLP, for solving linear
programming problems. The package of subprogram units comprising SPLP
is written in FORTRAN 77. .1

The subprogram SPLP is intended for problems involving at mhost a

few thousand constraints and variables. The subprograms are written to
take advantage of sparsity in the constraint matrix.

A very general problem statement is accepted by SPLP. It allows
upper, lower, or no bounds on both the variables and the constraints.
Both the primal and dual solutions are returned as output parameters.
The package has many optional features. Among them is the abi ity to
save partial results and then use them to continue the computation at a

3later time.

Session 12B. 10:40 - 11:00 a.m., Wednesday
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SPARSE ORIHOGONAL SCHLMLS OR S1RJCIUFAL OP 1W/A[iON
USING I' i O[(,L M!Ti m,

1in i or 'a rw d 7The force io aror l,,Ca y, vector

Fd ac yo tutr, a d. ne, as';.sociate stesen ra ,

ali'h kr 1' '* r, rl

part o Caroil , of Corporaix -: u who,. colut.:s form a"o
ta of liue, Terinesse , ["

N"M

The force method ena le orone to calcllate tue system frce vector
F acting on a structure, and tne associated stresses and strains
without reassembling and refactoring the ove rall stiffness madtrix at

-each step of the optimization pr ocess. Toe metnod consists of two "
*parts: (1) computation of a matrix !3 whose colurns form a basis of

the null-space of the equiliorium matrix E, wOicr) is ' r n of rank m, -"

along with a particular sol uti on S to the underdetermi ned system"-

*[ ES -- P, where P is the set of external loads o tm structure, and

- " he solution of the least scuares prob em miq if'3x + S) ?, where
x, •

- f f :f is the element flexihi ity atr r I Cx chanmJs at edch

optimization step. in this case F = Bix r satisfet s toe pri icipal of

i* complementary potential ener v - to)at V s ,' ,a over a] F such.
• tat EF = P.

in this talK, an orirenloa , 0710C 3 ',,'-; tnr s''> (,art.'-
*) cal led toe trnrac,-K "e h 0 , canro e s.r c-
ture of F in c ,-t -1a r i s o. ,s

, are ii"ade ,ith the tijrda, 3 1 ''2t; 'c at or, rn 9 Vl'1
'< i

r,,,t: K y <are-y, "., .4 r,.o

- s o ';;, toe Knearla O"2w '' : > K :
i n e a y
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INCOMPLETE MEHOHDS FOR SOLVING ATAx b

Bef ast 'rf-

I !,I

Much interest has recently be, snoli fr iro T:plete fact rizat >10
methods for solving sparse linear s, ' neous equat ions. 7ey %ve
the advantage of avoiding most or all of uhe 1il S -in assnciated dith
pure elimination methods and, aIt nolj,4 iterative in nat re, tney
exhibit much better convergence rates t1n do classical iterative
methods.

In this paper incomplete nethocs art considered tor tn e solu1tion
of ATAx = b where A is sparse. Oine poss i1%lity is to construct the
product of ATA and then use an TOC a,1 joritnc ,tor tneir solution.
Alternatively it is possible to perform incomplete orthogonal decompo-
si tions of A by modifying eit her th e ra2--ch idt or the Gi vens rota-
tion methods. These decompositions wi ll iel; incomplete trianjliar

factors for ATA which oiffer fro, r toe )me .ntained by 100, but ohicn
give a similar iterative phase for the so] ti(r, :)rocess.

Implementations of each of t ese three methods are briefly I1
described and some numeri cal com s ade usin eap es

structural analysis. "I n f j n1 n .e a.3antaqF: tha a
to implement ising paing " eleiem 03 o ar-
matrices. The orth , a m i-. 0 1 . , n9-1art ar) , e .t
using Givens rotations, !lo 10 :'.,e -I , -t ,,
efficiencies when countinj only non-zer,; ,. i : tic. ; r t ' r i , II(,t1 r S

• " it is not onvioas h ow h .r , .- ',. - ' -r)*

implemented in a s )tr t ut '- .

Session 12A. 11:00 l :?7 a .m. , WedniJday
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A PRODUCTION EIGENANALYSIS SYSTEM FOR
LARGE, GENERALIZED SYMMETRIC PROBLEMS

Paul S. densen
Lockheed Palo Alto Research Laboratory

Palo Alto, California }4 304 7"4

A system of programs called BES (Basic Eienanaiysis System) for

determining a few eigenpairs of problems of the form

Ax = Mx (1)

- has been developed for production engineering analysis. A and M are

typically large, real, symmetric and sparse matrices for which there .

exist scalars a and a such that -A - M is positive definite. The
eigenvalues of such problems are real and the desired eigenpairs are
typically specified by giving the limits of a desired spectral range
(or section).

The system is organized as independent executable programs that

operate in a chained (pipeline) fashion, communicating via a database
- system. For each problem analyzed, the chaining details are developed

dynamically by the system to suit the particular problem and the -I

results are deposited in a global database.

For the solution, a series of problems of the form

(A- M)y = (A- 2Y)y y (2)

* is solved, where a and 4 are selected once for positive definiteness
and "shift point" o varies. Each problem in form (2) is transformed to
a classical form and solved using a block Lanczos algorithm, orginiated
by Parlett and Scott, that is specifically designed for spectral

sections. The transformations require one factorization of -xA - u and
one factorization of A - JM for each value of i.

Each shift point a is at the center of a subsection (interval) -

within the range specified by a user. For each subsection, the Lanczos
analysis either determines all of the eigenvalues contained therein or
it determines several in the vicinity of the shift point. In the
forrier case, no firther analysis of the tion .. p re. c-
the latter case, two new subsections tat tro lowtr and upper extreies
of the given subsection) are generated ano svselmently analyzed. The
jsjal checks for completeness of coveraqle a r, 1 : d ani ref i neslents
via Ritz projections are made when ne,,e.

variety of problew; Von str *mt, 4ra jirI<',r drw; hI'.1i'.

ano lysis have neon sol ved , m i I O ' i , m tr '. - >jvm.a.
analyses f:r ibout ne -t o n ef -. t , r v old

p roijrans based on "m i 1tc1e ;,7 'v ! , m '-

Session lB. 11:?) 11:41 a.. !isday
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THE CLASSES M AND PROPLNTILS 01 SPARSE MAfRIc;n,k -

RESEMBLING FHOSf OF MA!ICES IN A ';M0[ IR ILMI NSION

F or ar2 - b - 2 o I q -P

: ~~For a 2-by-? C yo.. i'1 en - ]; ]r:,:. t,. ' > , 02<th e] ',4' ;,

are real and the spcct ral ra , C 1 a <. , te or es1tsmatel.
For an n-by-n tri-dia jonal nonne- r e frLo e 'rvatlons jerer
alize: it is 4eII k nown that te r. a real, a ,i it 'ia,
be shown that the specta! radi i ,en o n tact, between
and 2 times) the llarc.est at tr 9 .t 1 at+ g 2...-by-? pri rci pal
submatrices occurring consect1v ,2 j!,)n, Pie :i .'ora!, These facts
support the, perhaps often made, etd e r atijD tnat properties of

tri-diagonal matrices are very iuch l rosc f ?- 2y-2 matrices.
However, both these fdcts generil 1ze ,W. 1j , r 1, hrther in acior tsslm.
the issue of what it is about tne sart jattern at a +arg e matrix
with many zeroes shich maKe it "i a 3 <atri i? a tenh smaIier .umen-

sion. If the longest simple circuit n the isal direc-ted graoh .of an
I n-by-n matrix is k (<n), we snail say tno it belongs to the :s1s

Mn~ For example Mn are the nilu)oIpnt essential'y fr iar1 -1ar
n ,k nO

matrices MnI are the remaining; essentiall trian.1a matri es; and
n,

- n, 2  includes (but is not restric t d t ' le nantrii .1 tri -iagana

matrices. We present here some re(e. 't rs I ts aboA)t ways i wO h
M is more like the k-by-k inatri(ces t7nan tne n-by-n ::atrices rewrd-

n,k
less of the size of ,n. The i re'. " . --
tive matrices and enoral matI s er 3 -

tions, and others. Often, j 90 1 ice t -1 , .
,

results to penta-dia<onal ,7iatri , -. re, t r i" '
be generali zed to the ,-by'-3 9.2'. , i r n r - lIa.-o i tac

r is actuall an M tai <cn r 'z i t

are general1v in M 1 , ' o v .
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AN EFFICIENT ALGORITHM FOR THE FACrORYLArION
OF POSSIBLY RANK DEFICIENT MAiRiCES

M. S. Kaine*

K. Singhdl
University of Waterlo. "I

Waterloo, Ontario, Canada N2L 361

Rank deficient matrices arise due to the prublenit's inerent stric-
ture, or due to data uncertainties or perturbations 'rduced by round-
off errors. It is desired to have algorithms whicn cn detect the
possibility of rank deficiency of a matrix in order to -eplace it by an
actual rank deficient matrix. Lawson and Hanson propose an alorithi
that uses Householder transformations with column interchange to trian-
gularize the matrix and determine its pseudorank. Their algorithm is

*i mainly focused on solving least squares problems.

" In this paper we propose a similar algorithm to factorize the
matrix using Householder transformations also with column interchanges.
However, the new algorithm avoids operations on those ,parts of the
matrix that will eventually be discarded due to rank deficiency. The "
algorithm offers computational savings in the general case, but its 
major advantage is that it can be applied to sparse natrices without
the risk of ruining the sparsity pattern that is usually experienced

* when applying Householder transformations to sparse :iatrices.

In this paper we present the algorithm, operation count analysis,
applications to least squares problems, and other applications.
Numerical experiments and examples will DL reported.

Session 8B. 12:50 - 1:10 p.m., Tuesday
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A THREE DIMENSIONAL r-IN111- ULMLNI
MAGNETOTELLURIC MODELING PROGRAM4

Phill ips P-et ro 1 jm~ Co'1-)
- ~~~Bartlesville, ~ oa'QJ

A three-dimensional model ing pro.jlr& foir iareoe nc as heen
written u s ing the finite element ruethoci. The p r bgr a:, ra ,Ieen
successfully implemented on the CRAY and IBM 3U33 compuiters. W e 'qi
discuss the experience gained by this exerc ise botn from a numerical
analysis and geophysical point of .'e. Eapemdl oehrwith
comparisons to known models will be presented.

The use of various sparse matrix packages in solving this problem
will be discussed. Of particular interest will be the appl ication of
complex versions of the algorithmns on the CRAY computer.

Session 9B. 8:10 -8:30 p.m., Tuesday
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THE TURN-BACK LU PROCEDURE FOR COMPUTING
A SPARSE AND BANDED BASIS OF THE NULL SPACL

Ken Kar9 HK 0

University of qi1sconsiri
Madison, Wi sconsin !;;i b -

This talk is concerned with the problem ( c: t in] t )aslS ot
the null space of a given large sparse and bande dtrjx A with ftul 
row rank. The problem is not only one of the basic >roblens in linear
numerical analysis, but also has many appll(dtionS of practical
importance. Two significant such applications are ,i, structiral
analysis, and (ii) a new implementat ion of the Ellipsoil Aljorithm for
solving a linear system, or a pair of dual linear bro-pramis.

Determining any basis of the null space of a given matrix A is not
a particularly difficult task and there are many existing 9,ethods to do
the task. Existing methods, however, tend to destroy either sparsity
and/or the banded nonzero pattern of A. In a recent paper, we have
shown that a method which we call the Turn-Back LU Procedure is
extremely effective in computing a basis of the null space of A, while
retaining the sparsity and bandedness. We shall show how this Turn-
Back LU Procedure works and demonstrate i-s superiority over a few
existing methods by means of several examples arising from structural
analysis.

Session 3B. 12:10 - 12:30 p.m., Monday
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FAST DIRECT METHODS FOR

OTHER SPARSE MATRIX PROBLEMS

Linda Kaufman

Bell Laboratories
- Murray Hill, New Jersey 07974

An nxn matrix A is separable if it can be written as A = 7 Bi ® Ci
i =1

where the dimension of the Bi 's is greater than I and there exist

matrices Q and Z such that for all i, QBiZ are diagonal matrices. Fast

direct methods based on matrix separability have been used to solve the
linear system arising for a finite difference discretization of
Poisson's equation. We will show how matrix separability can be used
to formulate efficient algorithms in two other contexts. The first
system arises when applying Galerkin's method to solve separable
elliptic p.d.e.'s on a rectangle while using a tensor product B-spline
basis. Using the separability of the system produces a dramatic

-- decrease in time and space requirements over traditional sparse directU methods. The second situation arises when determining the probability
distribution during a quequeing analysis of a network. Because many of
the diagonal submatrices of the matrix defined by the Kolmogorov
balance equations are often separable, a fast block ite ation techrique
can be formulated.

S*.' Session 3A. 12:50 - 1:10 p.m., Monday
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A N[W THEORY ON PERMUTING MATRICES
TO BLOCK TRIANGULAR FORM

: .... ~ j )' .,*, a i~re ia 1 38
,J: 0, t V

- 
a fenr t oiri Company

'),f; -+" f., S J S

jar y H. dalrtel

:6M T. C. Watson esearc Center
rTOri eigfnts, New York 105 3

In this paper we introduce the concept of block transversal in a

, matrix. We use this concept to establish a series of results on block
triangular matrices with fully irreducible (indecomposable) diagonal

m blocks. Our results include a new theorem on the uniqueness of the
block triangular form. Additionally, we employ the concept of block

-*[ transversal to generalize a generally accepted two-step procedure for
"" computing the block triangular form of a square matrix.

Session 7A. 10:40 - 11:00 a.m., Tuesday
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BLOCK ITERATIVE METHODS WITH AGGREGATION FOR SOLVING
NEARLY COMPLETELY DECOMPOSABLE MARKOV CHAINS

Robert Koury
David F. McAllister
William J. Stewart*

North Carolina State University
Paleigh, North Carolina 27650

Iterative mn;thods have long been used to obtain the stationary
• probability vector of Markov chains. These chains give rise to

stochastic inatrices which are often very large and extremely sparse.
Furthermore, in most practical applications the matrices possess a
distinctive non-zero structure. The Markov chain is said to be nearly
completely decomposable when it is possible to symmetrically permute
the matrix so that the probability mass is concentrated into diagonal
blocks; the non-zero elements of the off-diagonal blocks being
relatively small in magnitude. Under these circumstances the rate of
convergence of the usual iterative methods is so slow that they are of
no practical value and analysts have been obliged to turn to decomposi-
tional and aggregative techniques to determine approximate solutions.U The accuracy of the approximation obtained is in general proportional
to the degree to which the probability mass is concentrated into the

--~ diagonal blocks.

Recent research has lead to a number of methods in which
aggregation is incorporated into iterative procedures to enable exact
solutions to be computed efficiently. In this paper we distinguish two
different aggregation techniques and discuss their applicability. We
show how these techniques may be combined with the group iteration
methods of Gauss-Seidel and successive overrelaxation, and we present
the results which were obtained from a number of important examples.

.9- Session 3A. 12:10 - 12:30 p.m., Monday
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A COMPARISON OF TWO SPARSE MATRIX
PROCESSING TECHNIQUES FOR

STRUCTURAL ANALYSIS APPLICATIONS

William A. Loden
Lockheed Missiles and Space Company, Inc.

Sunnyvale, California 94086

The performance of algorithms based on two techniques for the
solution of large sparse, symmetric linear equation systems of the
type that arise frequently in structural analysis are studied.
Representative test problems, for simple and complex structural
configurations treated with the finite element method, are solved
with two implementations of Cholesky method profile algorithms and
with the SPSYST sparse-matrix system package developed by J. K. Reid.

Poster Session. Monday and Tuesday
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CONJUGATE GRADIENT IMPLIES NORMAL

Tom Manteuffel*
Vance Faber

Los Alamos National Laburatory
Los Alamos, New Mexico 87545

A conjugate gradient-like iteration for general linear systems has V
long been sought. The existence of such a method depends upon how
"conjugate gradient-like" is defined. One can always form the normal
equations and apply the conjugate gradient method for symmetric
positive definite systems. We consider gradient methods as defined by
Rutishauser; that is, each iterate must come from the appropriate
Krylov subspace associated with the matrix A. Further, we insist that
each iterate be optimal over the Krylov subspace with respect to a norm
associated with the inner product. (The inner product may depend upon
A.) Under these assumptions it can be shown that an s-term conjugate
gradient method exists for every initial error if, and only if,

1) the minimal polynomial of A is of degree < s

2) A is normal with respect to the inner product and A* is
a polynomial in A of degree < s-2 in any orthogonal
basis imposed by that inner product.

This implies that a 3-term conjugate gradient iteration exists if,
and only if, A* = A or A = dl-B, B* = -B, or the degree of the minimal
polynomial of A is < 3.

This talk will sketch a proof of these results and discuss
implications and extensions.

Session 4A. 7:30 - 7:50 p.m., Monday
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A FAST ALGORITHM
THAT MAKES MATRICES OPTIMALLY SPARSE

S. Thomas McCormick
Stanford University

Stanford, California 94305

Under a non-degeneracy assumption on the non-zero entries of a
given sparse matrix, a polynomially-bounded algorithm is presented that
performs row operations on the given matrix which reduce it to the
sparsest possble matrix with the same row space. For each row of the
matrix, the algorithm performs a maximum cardinality matching in the
bipartite graph associated with a submatrix which is induced by that

row. The dual of the optimal matching then specifies the row
operations that will be done on that row. A variant of the algorithm
that processes the matrix in place is also described. A particularly
promising application of this algorithm is to reduce linear constraint
matrices as a way of accelerating optimization.

Session 12B. 11:20 - 11:40 a.m., Wednesday
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NULL-SPACE METHODS FOR LARGE-SCALE QUADRATIC PROGRAMMING

Walter Murray

Stanford University
Stanford, California 94305

Null-space methods form a powerful class of tecnniques fur ',tn
convex and non-convex quadratic programming. We shall consi ,er sjc
methods for the solution of two classes of large sparse QP. The first
class contains problems for which t, the number of constraints active
at the solution, is close to n, the number of variables. The second
class contains problems for which t is small relative to n. , dominant '

feature of the storage and computational overhead required for a null-
space method is the solution of an (n-t) x (n-t) system of linear
equations. It will be shown how such systems may be solved efficiently
when t is small.

Session 12B. 11:00 - 11:20 a.m., Wednesday
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A PORTABLE SOFTWARE PACKAGE FOR

NONLINEAR PARTIAL DIFFERENTIAL EQUATIONS

J. W. Neuberger
North Texas State University

Denton, Texas 76203

R. J. kenka*
Union Carbide Corporation, Nuclear Division

Oak Ridge, Tennessee 37830 -1

This paper describes a storage-efficient method and associated 2
software package for the solution of a general class of second-order
nonlinear partial differential equations. The method is essentially
an iterative scheme for the least squares minimization of a finite
difference discretization of the residual. The advantages of this
approach are its ability to treat a wide range of problems (it is
type-independent) and its low storage requirements - O(N) for N grid
points. The effectiveness of the method is based on a gradient-
srmoothing technique which increases the rate of convergence of the
iterative procedure.

Session 2B. 11:40 - 12:00 noon, Monday
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ELEMENT PRECONDITIONING

Bahram Nour-Omid*
Beresford N. Parlett

University of California
I Berkeley, California 94720

Elliptic boundary value problems are turned into large symmetric
systems of equations. These large matrices are usually assembDled from
small ones. It s simple to omit the assembly process and use tne code
to accumulate the product Kv for any v. Consequently the conjugate
gradient algorithm (CG) can be used to solve Ku = f without ever

formi ng K.

It is well known however that CG should be applied to preccndi-
tioned systems. In this paper we show how to achieve preconditioninj
without forming any large matrices.

The trade off between time and storage is examined "or the 2-D
model problem and the analysis of several realistic structures.

SSession 12A. 11:40 - 12:00 noon, Wednesday
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BANDED PRECONDITIONING FOR SOLUTION OF
FINITE ELEMENT EQUATIONS

Bahra!i Nour-Omi d*
Horst D. Simon

niversity of California
Berkeley, California 94720

The preconditioned conjugate gradient algorithm hdS been
s jccesf l ly applied to solving symmetric linear systems of equations
arising from finite difference and finite element discretizations of
a vdriety of problems.

in this paper e consider a matrix splitting, A M M where M
is tne dense banded part of A. We identify a certain class of
symmetric positive definite matrices for which M is also positive
definite. This class contains matrices arising from finite element
discretization of elliptic boundary value problems.

M was used as a preconditioning matrix for the conjugate gradient
and the Lanczos algorithms to solve a variety of practical problems in

structural engineering. Favorable results were obtained.

Session 12A. 10:40 - 11:00 a.m., Wednesday
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SPARSE MATRICES IN SIMPLIFICAFION OF SYSTEMS

"e N 3)nsi

I recent y- rs s ~ c< ir lor) of mieere yteefd C

investigated iOv several1 a thors and thp sirol ified miodels are Ased tor
various design purposes. Tne controller design u sin,,g simnplified n~~
f or comfputer c on trol a ppl ica t ion reqiji res t ha t the s i fnl i f icat ion aIgfo -
rithmn emiployed to derive loner ,,rder imodels -ise minii nal coriptter tjrne
and nleinory. it is i,,nown tIIhadt the ,-.wipitatio nal reiui relnents )f toe
Routh approximiant simiplificatior) pr-cedu-re dre nianal.

i~i To derive lower order mnodels for, stable systemns the Pouth appraxi-
na nt mnethod involves transforination of the systemn description into -

canonic fori T and then suppression of less doininaot loodes. The s imli-
f icat ion of unstablIe systemis usi ng Rou th app rox iTant procelu rt i nvol Ves
a translation equivalent to the shift of imaginary axis in the s plane,
f ollIowed by a t ranst orma t ion of the iiod if ied sy stemn i nto y- 'can'on icg~ form.

In both cases the m aj or comput at ionalI requ iremient s iare inrvol ved i n
the evaluation a nd inversion of toe appropriate t ran s farinat ion
adt ri ces , which a re sparse and h a ve special structure. The paper
presents the detailis of these sparse matrices and a procedujre to deter-

rn nline their inverses.

Session 3B. 12:50 1:10 p.m., Monday
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PRECONDITIONING STRATEGIES FOR THE
CONJUGATE GRADIENT ALGORITHM ON MULTIPROCESSORS

A. 0)drfeh*
C. Taft

.iniversity of Illi ois
!J - na , Illinois 6180i--29 !7

In this paper qe consider the conjugate gradient <.,.) algorith,i
witn nreconditioning, for solving positive-definite linear systems on
11- -proctssors. We deal rrirnari ly with those systems toat arise from
.oe inite-dfference discretization of self-adjoint elliptic boundary
vaue proDlenTs in two and three dimensions. AssumTing that the multi-
-rocessor consists of a set of linearly connected processors, we
investigate the organization of the C.G. algorithm so as to achieve
inaxi-,inw speedup over the sequential scheme. Preconditioning strategies
that enhance the convergence of the C.G. algorithm are also investi-
gated. For example, in the case of two-dimensional problems, precondi-
tioning strategies that are suitable for our multiprocessor include:
(a) block-Jacobi splitting in conjunction with line red-black ordering,
(r) incomplete Cholesky factorization (for M-matrices) in conjunction
with point red-black ordering, and (c) a block generalization of the
incomplete Cholesky factorization in conjuction with two (or more) line
red-blacK ordering. Furthermore, we explore the suitability of the
above preconditioned C.G. schemes when the processors are not tightly
coupled, i.e., when the transfer of one floating-point number from one

* processor to another is more costly than one arithmetic operation.

Session 4B. 8:10 - 8:30 p.m., Monday



LASO2--SPARSE SYMMETRIC EIGENVALUE PACKAGE

David S. ;cott
l.University of {exas

Austin, Texas 781!2

The LASO package (the Lanczos Algorithm with Selective
Orthogonalization) became available through tne National Enerjy
Software Center at the Argonne National Laboratory in 1981. LASO used
EISPACK subroutines to compute a few eigenvalues of a symmetric band
matrix at each step of the algorithm. It soon became apparent that the
EISPACK subroutines were not very efficient when the band matrix got
very long compared to the width of the band. A new eigenvalue solver

- was developed based on the Rayleigh quotient iteration which overcame
," this difficulty. This paper describes the eignevalue solver, its

incorporation into the package and the other modifications which were
made to the package at the same time.

Session 7B. 10:40- 11:00 a.m., Tuesday
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IMSL SOFTWARE FOR DIFFERENTIAL EQUATIONS
IN ONE SPACE VARIABLE

.ranvile Sewell
IMSL, Inc.

Houston. Texas 77036

Two routines developed by the author for the IMSL Library are
discussed.

DTPTB (Edition 8) solves boundary value problems using a multiple
shooting technique, with IMSL routine OVERK employed to solve all

"-- initial value problems. When Newton's method is used to solve the
resulting system of simultaneous equations, a Jacobian with a "periodic
band" structure arises.

DPDES (Edition 9) solves a partial differential equation system of
the form ut = f(x,t,u,u xU xx) using a collocation method and the method

of lines. Cubic Hermite basis functions are used to integrate the
method of lines ODE systems y' = A-lf(t,y), where although both A and

the Jacobian of f are banded, A 1 is full. A very simple modification

*= of DGEAR, which could be applied to other GEAR codes designed only for

the usual ODE problem y' = f(t,y), was necessary to handle this system
without the need to deal with any full matrices.

Session 2B. 11:20 - 11:40 a.m., Monday
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THE LANCZOS ALGORITHM WITH PARTIAL REORTHOGONALIZATION
FOR THE SOLUTION OF NONSYMMETRIC LINEAR SYSTEMS

Horst D. Simon
SUNY at Stony Brook

Stony Brook, New York 11794

, The Lanczos algorithn with partial reorthoyonalization has
recently been applied by the author to the solution of large sparse
symmetric linear systems of equations. Here this work is extended for
the nonsymmetric case and linear least squares problems Bx = f. This
is done by applying the symmetric algorithm to the problem

B" 0 x "0[T ] [*Y] L1

as Paige [TOMS 8, Vol. 1, 1982] already showed, several simplifications
result because of the special structure of the matrix and the right
hand side. By using partial reorthogonalization a new algorithm is
obtained which minimizes the number of matrix-vector multiplications.
We present some numerical examples, which show that the algorithm works
well.

Session 7B. 11:40 - 12:00 noon, Tuesday
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SOME OPERATIONS ON SPARSE MATRICES

O)ani el3l . Szyld*
ulleg Vishnepolsky

Institute for Economic Analysis
New York !niversity

New York, New Yor,, 10003

In many applications, the matrices are so large that even with a
sparse matrix storage scheme, not nmore than one or sometimes two of
them will fit in core. We developed an algorithin for permuted
transposition when only the original matrix is kept in core and the
resulting one is written on seconddry storage. This algorithm is based
on the distribution of all non-zero elements a.:iong the column queues,
using a link vector. -

A second algorithm, to perfor:9 the multiplication of two sparse
matrices, overwrites the portion of the factors that has already been
used, and if this amount of storage is not sufficient, it writes the
product out of core. These two aljorithns extend those presented by
F. Gustavson [TOMS, 4, 1978, pp. 250-268]. We present some -:

comparisons.

To obtain rows and/or colu'nns permutations of d sparse matrix, one
can execute the permuted transposition algorith'2 twice. We offer an
alternative method that is faster if the resulting matrix is used with
its indices unordered, and we explore different sorting techniques for
ordering the indices. The same algorithm is used to obtain a submatrix

• (any subset ?f rows and columns) of a sparse matrix.

Session 13A. 12:30 - 12:50 p.m., Wednesday
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INVERSE MATRIX REPRESENTATION WITH
ONE TRIANGULAR ARRAY (IMPLICIT GAUSS)

Silvio Ursic
University of Wisconsin

* Madison, Wisconsin 53705

This talk will describe a technique that permits Lne representa-
-* tion of the inverse of a matrix A with only one triangular array. More

precisely, let LA = U with L lower triangular and U upper triangular

arrays. Then, to compute A- lb and bTA-  in O(N2 ) operations, we need
the arrays:

(1) L, U (Gauss);

(2) L-1 , U (Crout);

(3) L, A (Implicit Gauss).

i The array L can be obtained, in O(N31 operations, without having
to compute all the elements of U.

We will discuss some of the sparsity implications of being able to
concentrate on obtaining a sparse array L, not caring about the number

i of non-zeros in the array U.

Session 8A. 12:10 - 12:30 p.m., Tuesday
%1,

'..

°. -

... ..




