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Introduction

Much of the summer project (198l1) period was devoted to an understanding
of the extended Kilman filter and to how the Autofocus measurement could be
implemented using the versatile Monte Carlo simulation progrsa called SOFEIV)
Using the 45th order dynamice of a Honeywell LN-15 local-level INS. truth
model, a 13th order approximating filter was chosen and a linearized Autofocus
measurement matrix derived. With a typical "climbing" trajectory generated
by the vrogram PROFGEN, the system was run over various sections of aircraft
trajectory at high measurement S/N rat:ios and without any additional scaler
measurenents used to supplement the Autofocus measurement. Generally,
the update quality of the Autofocus reasuremcnt was disappointing with
a good initial update being followed invariably by a confused, "wandering"
update. (Appendix A includes the entire summe» project final report for
background information). Since the observability matrix of the system
was determined to be¢ singular, it was concluded (by default) that the
nonobservability of the system when coupled with the high measurement S/N
ratio was perhaps introducing a significant roundoff error instability
into ihe update w:chanism and was therefore the source of the poor performance.
This instability phenomenom has been frequently repnrted in the literature
but it was a somewhat unsatisfying explanation since roundoff problems
do not usually occur on the WPAFB CYBER 64 bit machine. Furthermore, little
problem was experienced with either filter divergence or with the covariance
matrix converging to a nonpositive definite steady-state solution. In

short, the alleged nonobservability effect was a questionabl: explanation
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but it was the most plausible one available. The only other possible

explanation was that the Autofocus measurement was simply too ambiguous

or too loosely coupled to the state vector to be a useful scaler

measurexent. However, this last explanation was not consistent with

the uniformly good initial updates achieved.

II. Description of Computer Runs Performed in Summer of 1982

A. General Remarks

The system as of 6/30/82 included only the Autofocus measurement
in the centripedal acceleration mode. The trajectory used was

the original trajectory tape of the summer of 1981 which featured

e i b s il e s ettt

a slow climb and leveling out manuever. During the spring of

|
& 1983, the line of sight (L.0.S) acceleration term was added to
| the measurement. Al: measursments in the project were high S/N

i measurements and were simulated as such. Error feedback after

update was used until 10/83. Frror fecdback created a subtle problem in

evaluating the quality of the update and was also thought to have
generated an error propagation path. Process noise was added

to the covariance propagation model in order to control filter
divergence. The observed update performance did not seem to be

B ) sensitive to the magnitude of the process nolse in most instances

although filter divergence occurred if no noise was added.

B. Check for Algebraic Sign Frror and Preliminary Runs

A common problem in Kalman filter simulation work is the occurrence

of simple algebraic sign e¢rrors in the measurement simulation

(HRZ subroutine in SOFE) section. In order to gain confidence %
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that a good update was even possible with the truth model used,
13 geparate measurements were postulated at high S/N ratios for
each of the 13 filter state variables. Excellent updaies were
observed along with strong covariance updates; with confidence
in the simulation implementation acquired, various combination

of state variables were measured independently with or without

the Autofocus measurement. It was cbserved that whils the Autofocus

provided some useful update information by itself, it did benefit
greatly from a supplementary measurement on the velocity vector.
It was also observed that latitude and longitude updated well
when each velocity component was measured independently. This
was not surprising since latitude and longitude are position

variables which are strongly coupled to the velocity vector.

The PBH Test for Obsexrvability; The Eigenwalue/vector of P,

Matrix; and Elimination of the Error Feedback Mode

In the 8/82 to 9/82 period, a number of useful steps were
taken to resolve the observability question. During the summer
ot 1981, the observability matrix was programmed in the user
routine, ESTIX; the determinant of the matrix was formed and
found to be zero for all runs which indicated a nonobservable
system. Tais fact alone picirides little information since any
nonobservable state variable will cause a zero determinant even
if it is too loosely coupled to the system to have any real effect
on system performance. Condition numbers can of course be defined
on the matrix aigenvalues but these indexes are misleading and

are usually sensitive to the wrong factors. In the present




investigation, the PEH test was used to investigate nonohsarvability.

Briefly stated, che PBH test indicates the nonuvbservabiity of a system
if and only if there exists an eigenvector of the system matrix, A
that is orthogonal to the neasurement vector. (The proof is available
in Kailath(zz). Accordingly, the eigenvectors of the system matrix
ware generated in ESTIX by using the IMSL routine EIGRF and then used
to form a generalized inmer product with the measurement vector. in
order to portray the "degree'" of orthogonality or observability, a )

generalized cos(9) was then formed over the complex field as

n i
i ]
|1218k H, |
cosk(e) == = ” (&) :
I layl I ]
H i=1 i=] :
1 th th
where a, is the 1~ component (in general complex) of the k™~ eigenvector :

of A and Hi in the ith component of the measurement vector, For the

Autofocus only measurement, the above measure was * Q for 7 of the !
13 variables and was around 0.6 for the other 6 variables. Since
simulation runs jndicate significant updates only for tlie position
S and velocity variables, it can be conciuded that these variables are

the only strongly observable ones and that the seven other variables

ST SO S

(attitude, bias, and gyro drift states) are only weakly ohsarvable
with the centripedal-only Autofccus measurement. Tt is interesting
to speculate that the measure, cos(8), may indicate the degree of i
measurement observability which would then reflect either the number

of updates required for a given measurement to update the state vector

or the sensitivity of the state vector update quality to measurement

R




noise. As support for the significance of the magnitude of cos(9),
the Autofocus measurement with the L.0.S. term has 9 observable
variables but no cos(8) exceeds the value of 0.2, and the measurement
does not update as well for the same number of updates as the centripedal
only case.

The error feedback was also discontinued in 10/82 and the error

of update defined as

|XSU)XF(]| , 100x @)

update error =
[xs (1) |

was calculated and printed out in ESTIX.

Resolution of Observability Question

As of 11/82, the identity of the weakly observable state variables

was known. It remained to determire what effect, if any, they had

on the uwediccre Autofocus update. The definite test was taken by

renoving the "nonobservable" variables from the filter and then observing
the update quality. This procedure was performed by setting the

appropriate filter model derivatives to zero. No significant
degradation in the Autofocus update was observed which led to the

conclusion that at least for the Autofocus measurement alone, no
significant effect due to nonobservability is present. This does

not mean that that the altitude/drift variables can not be updated.
They can be updated especially with additional measuraments but the
update is a slow one due to the very low value of cos(ek). This slow

update situation can also be explained by the near orthoganality of
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the meugurenent vector and the eigenvectors of Pf aszocjated with

r the pourly cbservable states. Mor. will be said on this in a later

™ section.

In conclusion, the observability problem does nct appoar tc be

the cause of the mediocre Autofocus update. It should be noted that
the same result could be revealed from matrix partitioning as well.
It should be acknowledged that the PBH teat spplies only to the
time invariant systems as do the usual tests on the observability
matrix. In a time varying system, as considered in this project,

the usual measure of observability must be modified slightly.

Nevertheless, the cos(ek) can be a useful indicatnr of the type of

| coupling that exists between measurement and state vectors. :

E E. The Introduction of Additional Measurements

Referring to Table Bl, of Appendix B, an Autofocus measurement

| | alone is presented for t>0 with a time between updates of 8 sec. and a
time delay before the first update of 48 secs. Through 20 updates, the |
update error measurements,in percentageg)for the first six state
variables are (64, 43, 114, 61, 22, 115) respectively. It is apparent
that the scaler Autofocus measurement needs an additional measurement

1 to improve the update quality. Considering the Autofocus value

measurement as a plene in state error space defined by

L st et b

Autofocus - KH

Measurement ést +H

6V + B oV, (3)

5 6

where H,, HS. H6 are components of the measurement vecior and the

(GVE, GVN, 6V,) are componente of the velocity errer vector, we can
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consider the first update as the optimum update given the position

of the measuremsnt plane relative to the covariunce ellipsoid.

Depending on the relative positioning of the plane and ellipsoid,
{ the state error vector will be restricted to a certain defined region
of state error space which represents the geometrically underdeterained ;

A nature of the measurement. Repeated Autofocus measurements will cause

the error vector to wander about this region due to the influence ]

of unmodeled state variables. Any additional scaler measurement

should reduce the "volume" of this region of uncertainty and

therefore improve the reliability of the update.

F.  The Introduction of The Compass Measurement

el e e

A logical supplementary measurement is a Compass measurement ;

] : which measures heading, 6, given in terms of the east and north

velecity, VE' VN’ components as

L \j

1 § = tan ' VE %)
N

; v 3
which yields a measurement matrix row entry of HA = __E-—_i and j
1+(VE) i

O -v

N HS = —_E_——f and which also introduces a new measurement plane defined by i

B 1+(V.) :
E

¢

Rompass measurement = H&5Vf + HSGVN, that further restricts the volume of —

in the state vector error ellipsoid. Indeed, the Autofocus and Compass

measurement would determine the velocity state-error vector uniquely

were it not for the dependence of the Autofocus on the unknown vertical

velocity component. Accordingly, it would be reasonable to expect

et I A S A S P R vl .



the best updates to occur in level flight where Vz 2 0. However,
this is exactly the oppusite of what actually occurrocd. Por the level

flight period around t = 16 minutes, the update became quite shaky for

the simple reason that the Autofocus and Compass measuremant planes
began to approach a parallel state in which their region of intersection
became very sensitive to unmodeled state variables in the measurement

process. This phenomena only illustrates the complexity and surprises that

avait the investigator.

The degree of improvement for the Autofocus/Compass combination
for the t > 0 slow climb trajectory interval can be expressed, as in

section E, by the 6 mean percentage values of the first six variables given

|
|
| as (11, 11, 115, 21, 16, 116) in Tuble B2. Despite the unknown V,
! component, the Compass measurement significantly improves the update
| because its measurement plane in this particular flight interval is nearly
| at right angles to the Autofocus measurement plane and the region of

‘ intersection is less sensitive to the unwodeled truth state variables.

The value of the Autofocus measurement in this two measurement acheme can

be apprecilated by the ilucrease in velocity error vector in Table B3 to

(34X, 141Z, 1002) when the Compass measurement alone is used. This

is to be contrasted to the (11X, 11X, 115X) velocity error for the

i

Autofocus/Compass combination,

The Addition of Doppler Vertical Velocity and Altimeter Measurements

Sesiz A
e

With the value of supplementary measurements established, a doppler
vertical velocity measurement was added in order to remove the uncertainty
in the last remaining velocity component. A significantly improved !
update was obtained with the percentage means of the first six
variables given in Table B4 as (5.46, 7.0, 35, 17, 11, 2) which represents
a 503 improvement in the position variables, a 70X improvement in

altitude, and finally a 33% improvement in VE and VN estimation.
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An additional altitude msasurcment was added to the update

but, as indicated in Table B5, it affected only the altitude
variable itself.

A Definitive Statemsnt of the Value of the Autofocus Measurement in

the Cencripedal Model

At thig point in the report, it is possible to evaluate the true
value of the Autofocus msasurement - one of the primary objectives
of the original investigation. The evaluation will be made by contrasting
the mean and standard deviation of the update error for the six observable
states over at least 20 updates in both the three and four measurements
cases. The ft;lloving Tables H(a) and (b) condense the detailed data

available in Appendix B in Tables B4, B7, B6, and Bl3

Without Autofocus (X) With Autofocus (X)
State (mio) State {m?0)
1 (4537.7) N (5.46;3.66)
2 (153;25) 2 (7.0;6.81)
3 (58;20) 3 (35;27)
4 (51;25) 4 (17;14)
5 (134;26) 5 (11;12)
6 (1.10;0.54) 6 (1.10;0.54)

Table H(a): Three Measurement Case (Tables B4 and B7)

s e s G
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Without Autofocus (%) With Autcfocus ()
“State (., o) State m,0)
1 (44;4.2) 1 (7.14;3.41)
z (161;19.2) -2 (7.6632.76)
3 (2.74;2,74) '3 - - (3.34; 2.57)
4 (56;24) 4 - (17.5;15.9)
5 132;32) 5 (11.4;12.5)
6 ) 2.;0.74) 6 (3.3;3.64)

Table H(b): Four Measurement Case (Tables B6 and B13)

It is clear from Table H(a) and (b) that the Autofocus (centripedal)
measurement 1s a useful high S/N measurement and should be considered
operationally provided it is supplemented by other measurements.

The Effect of Varying Measurement Time

The time between updates was determined largely by the aperture
times of the imaging radar Autofocus measurement. Typically, these
times can range anywhere from 1 to 20 seconds in length with 8
sec. being used for the great majority of runs in this project.

In order to investigate the sensitivity of update accuracy
to aperture time, a number of runs were made at update intervals
of 4 and 16 seconds respectively. Referring to Tablas B8 and B9,
the mean value of the respective velocity component error ara (12,
10, 1.12) and (18, 12, 1.09) for the 4 and 16 second three measurement
case r-spectively. It is apparent the system dynamics is highly
correlated over a 20 sec. interval and that little independent

information is added at the higher update rate.
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III.

New Results

A.

B.

General Remarks

Because the measureuments considered in this woerk were uniformiy
high S/N ratio measurements, it was natural to consider the state-
error vector as a point contained to an n-dimensional plane defined

by the following equation,

(Measurement) = H + 8X = hy8x, + hy8x, + <o+ + hydx (5)

with § = [L1.~h2, .., hlg equalling the measurement vector or single-
row matrix. This interpretation of the scaler measurement led naturally
to a geometrical interpretation of the entire system update mechanism.
In particular, the propagating covariance matrix, Pf, was diagonalized
by the IMSL routine, EIGRF, and the eigenvalues/eigenvectors :of Pf
printed out. Using the concepts of principal component analysis in
multivariate statistics, the eigenvalues were interpreted as levels

of uncertainty associated with a particular eigenvector direction.
Geometrically, the diagonalization defir.es an n-dimension error
ellipscid, whose relative orientation with respect tco the measurement
vector, H, will completely define the nature and value of the update.
The interpretation of the update as an orienting of the measurement
plane with respect to the covariance ellipsoid will constitute the
remainder of this section.

Diagonalization P. and the Forming of cos(6) Between H and the

zf Eigenvectors

The covariance matrix Pf was, from the beginning, a routine

printout in the SOFE extended kalman filter simulation. Not a

b et kM 2
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great deal of attention was paid to Pf until the supplementary

measurements were added to the basic Autofocus measurement around

January of 1983. Because of the noticeable improvement when additional :

measurements were added, the covariance matrix, Pf, was printed out 4

——— after each of the M measurements instead of simply at the end of the

~———

; : T—complete update as before. Unfortunately, the P
| . ‘\

£ matrix as a full

matrix, 1s\difftcult\§g>interpret; therefore the correlation matrix E

was also fcrmed and printed out. However, the correlation matrix,

although normalized, is still a full matrix and does not clearly portray

the independencies or cross correlations between the state-variables. It

was at this point that the decision to diagonalize Pf was made. It
was the result both of the experience gained with the EIGRF routine

and also from the image compression background of the author wherein

the K-L or karhuen-Loeve transformation is routinely used to compress :

images. It was later discovered that the diagonalization of Pf approach j
was really equivalent to the principal component approach in multivariate
statistics which had been developed some twenty years ago by Pearson ;
and Hotelling. Briefly stated, the diagonalization of the real symmetric
matrix, Pf. produces real eigenvalues along with a set of orthogonal

vl . eigenvectors with real components. Each eigenvalue represents the '

variance or uncertainty associated with the direction of its particular
eigenvector. The sum of the eigenvalues will represent the total
variance or uncertainty of the filter model at some point in the update.
One very significant advantage of the diagonalization lies in the

ability to assoclate levels of variance or uncertainty with certain

state variables by simply observing their normalized component values

in those eigenvectors associated with the significant eigenvalues.
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From equation (5), the measurement plane can be interpretad as
a olane perpendicular to the measurement vector defined as (hl' hz.

0, 0, 0, hn)' Intuitively, it would seem that the Kalman update would

attempt to make the Pf eigenvectors lie within the measurement plane
after update in order to ensure fhat a particular scaler measurement
could contribute (or project) no further information to the filter.
Such a geometric condition can be expressed succinctly as

H Pk =0; k=1, 2, «++, n where Pk is the kth eigen#ector of Pf,

the Pf before update. Gelb(a) illustrates the geometric interpretation

or the updates for the simple two state case shown in Figure 1. In

this case, the measurement of §1 intersects the eigenvector or major i
axis of the covariance ellipse to give a projected or estimated value of

xi. The covariance of the ellipse provides che correlatiou or best

linear estimate cf Xy by using the covrelation between Xy and ¥, to

reduce to state-error variables from two to one thereby reducing the !
overall measurement to a completely determined problem, Considering the !

measurement, §1. as z, the best estimate ﬁi, is equal to z tan{8) or

8in(0) In this case, the measurement matrix equals (1,0) since y is !

, % cos(8)"
B y = z = constaat and is perpendicular to the y - axis; it follows that

-] ( [ = ) (x) (X) 1 et “
o Al\ﬂ Pl) M cos(8) and lel - Al sin(6) where klPl is the x-axis §

projection of the normalized P1 vector which then suggests the following ?

expression for ﬁl;

i

(x) - (x)
- MPp z Py¥ sin(® )
(6)

x; = ”'XITFITET = ??;Ti) =z Sa(e) - 2 tan(e)

as before.

Because ?ﬁ th; :ntuitive appeal of the (H - Pk) value, the cosine of
the angle or —- k
YiafTe,

was printed out for k= 1,2,3, **+, n, As
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expected, the update tended to drive all (H --Pk) to zero as has,

in fact, been confirmwed by every simulation run. This is by itself

a useful vesult that will be used to define practical indexes of

measurement performance in Section D.
The next section will restate the Ralman update equations in

Ei terns of the eigenvaluces/eigenvectors of Pf. The series of derivations

will reinforce the significance of the (H - Pf) measure and will

represent the key analytical result of the project.

D. The Kalman Update Equation Expressed in Terws of the

Engnvalues/Eiggnvectqra of P_

1. General Remarks

e 1 bl Lo ke o ks k8 B

In this section, the Kalman update equations will be restated
in terms of the eigenvalue/eigenvector of the covariance matrix

before update. The notation will represent quantities before

update with the superscript - and quantities after update with i

the superscript +. The update equation considered are the following:

a. State Error Vector Update

+ - -
Xe = X + R - KXp)

] where the essential gain vector, K, is given as

- T,0~T, -1
K = P H (HP(H +R.) ¢)) |

wvhere Rf is the measurement nolse variance taken to be zero
under the high S/N assumpticn.

h. Covariance Update

+ - -
Py = P - KHP, (8)




In the following derivations, the quantities are usually

defined before the update and will not therefore carry

the - suvperscript. The eigenvalues will be designated

as An; n=1,2,'++ and the corresponding eigenvectors as

gn with the kth component of the nth eigenvector represented

by P,
n -
2. The Common Denominator Term: (HPf HT)

In terms of A and P, the high S/N denorinator term can

be expressed as

Denom. [Hl{[g][xllgll}[ﬂ]r

Term

or, upon watrix multiplicationm,

= . |
Denom. cen .
Term (B, *H.P, H EHIDINE) - H

P2 *H

P «H

LS

- -

which becomes,

Denom.

i y
Term BRI RSTCSURRLY

- [—P-I.H'Pz

(9

(10)

(11)




and then finally

n
Denom. 2 ]
Term - kzl Ak(zk.“) (12) %

.
&t

which is an important result.

3. The Covariance Update

From the sacond distributive law of matrix multiplication,

-+

P; = P; - KHP; can be expressed as P; - (I—KH)P; where I is

the identity matrix. One measure of a good update is the decrease
of the (i,i) entry of the P; matrix or, equivalently, the degree

to which (KH) . approaches I. It is therefore the product,
i1

KH = - (13)

‘i 2
A, (P, *H)
why Rk

|
]
|
} KH, that is of interest and which can be expressed as
|
|
|
|
F
|

The term, PfHTH, can he written in terms of xi,gi as

T 'r
P.HH = [PI[A][P]

£ 1 [hlnhzi"'hn] (14)

which, after additional multiplication, becomes

p.u%H = [0 Pl AP, e 2 b (2, *H)h, , (B, *H)h,, <+, (B *H)h |
i 1"1*%2%2* *"n'n 1 1°Y1 2’ b | n

2 2 2
AP ,AP ,"'.AP (P 'H)h KN
1°1°%2%2 nn| |27 as

! n n n
- Alpl’AZPZ’""AnPnJ

)

-(gn'H)hl s (Pn -H)hz, sy, (l?n .a)h‘L




which gives the following complicated expression for the general

(1,3) =ntry of KH:

n
1
hy kzl(xkpk)(gg H)
(RH) , , = (16)

1] n 2
(2, *H)
LN

For the special case of i = J = 1, we can evaluate (16) for

the one and two component measurement as follows:

Une Variable Case: H = (hl.0.0,'--.O)

n
2 ) e)?
k=l
), | - — -1 an
o2 T eh?
1,

or a perfect update as expected. [Note that gk-ﬂ - Pihll

Two Variable Case: H = (hl' hz. 0, 0, ¢+, 0)

In this case, the (KH)11 and (KH)22 entries

become:
1,1 2 1,.1 2
hl{AlPl(P1h1+P1h2)+x2P2(P2h1+P2h2)}
(KH),, = 2 2 (18)
xl(gl-ﬂ) +x2(gz-u)
and
2,1 2 2,.1 2
hz{AlPl(P1h1+Plh2)+x2P2(P2h1+P2h2)}
(KH)p, = 2 2 (19)
Al(glon) +A2(gz-n)

Although the expressions are complicated, they do indicate

that the more significant are the values of (gl-u) and

s,
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(P +H) the more orthoganal are the measurement plane

and Pf eigenwectors and the greater the resulting change
or update in the covariance entry. It is noticed that
if Al(gi'ﬂ)z in much greater than szgz-H)z then the

following approximation can be made:

ol
(KH) e o (20)
1" 2
Pyhy+Bihy,
and
_hF i
(KH) (21)
22 ° Pl (2,
Pihy+hih, ]

which varies the quality update between variables 1

and 2 according to the relative values of Pihl and Pihz.

4. The State-Error Update

The actual error update vector is given as

6x = K2 i
or

T
3 (PeH ) ’2
. 6x = (22) i
’ rf A, (P, +H)2 ?
S » .
o k=1 K ¥ |

which reduces to

sx = [P1(M[R, * H]
H

3}
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. A,

or
P —
X r2'1<)
6x = P A, (P, *H
k=l kk =k

L
L Behy B o)

k=1

. o (24)
. A, (P, *H)

: k21 xSk

n

n
LA Eew
- -

which is a new and useful way of looking at the gain vector,

X, 1f zk.“ ® 1 for some subset of k, then the update of le

will be proportional to the Ak of the subset and the degree

of nonorthoganality between gk and H. Let us assume for the sake
of argument that the subset of k has only one significant

k called k [high Ai(gﬂ-u)]; the update for Gﬁl can thén be

expressed as
i

. P= 2
A, = o= (25)
i (gk H)

waich tends tc favor those state variables, x,, with a high

i

Pi value. This measure will be explored along with others

in the next section.

Perforrance Meagures

General Remarks

The present section develops some potenti.lly useful
performance measures for the Kalman filter update based on
a diagonalization or principal component analysis of the

(4) (5)

covariance matrix. According to Hotelling s Morrison s
et al.; the eigenvalues of the covariance represent the entropy

or uncertainty of the filter model with respect to the particular

-




eigenvector assocciated with that eiganﬁalue. With respect to

a given eigenvector, P,, it 1is desirable to lLave the measurement plane

as nearly perpendicular to_gi in n-apace as is poasible; for erample,

if the filter had a large uncertainty in che x-direction, a messurement 1

perpendicular to the x~axis would completely remo#e the uncertainty

in x. In general, it follows that a measurement

(2, -B)
vhere cos(ki) =

|1| Izil
where an uncertainty Ievel equal to the eigenvalue, ki. can be

is near unity represents a measurement :

removed from the filter according to a measurement defined by the

ikt

component values of the normalized eiscnvnctor._gi.

i 2. Geometric Interpretatior of the Kalman Update

f The variation of the eigenvalue/eigenvector structure of

{ P; will now he described for thte three measurement case (Table

B4 of Appendix B) consiating of a compass measurement, an Autofocus 4

? : measurewent, and a doppler vertical velocity measurement. Because i

7 of the linearized, extended Kalman filter assumption, the order |
of the measurement sequence is irrelevant. The update time, for

no particular reason, is chnsen at 3.2 minates inco “he trajectory.

Only five eigenvalues of P; before update are significant; they 3

are listed in order of magnitude as 7.7 x 104. 8.8 x 103. 2.6

X 103. 2.6 x 103. and 1.1 x 103 regspectively. According to its

ks - cm s

eigenvector, the largesat eigenvalue, 7.7 x 10“, represents uncertainty
primarily in the altitude variable, the vertical velocity, and in
the strongly correlated barameter altimeter bias varjable. Since this ;

eigenvalue does not express filter uncertainty concerning the velocity

vector, it would be expected that the cos (ul) value assocjated with the

Compass velocity update would be small as in fact it is with a

R T N g i




value of only 2.29 x 10'5. Only two eigenvalues,
Ay = 2.56 x 10% and A, = 2.55 x 10%, have significant etgenvector
components corresponding to the componenta of the velocity vector.
The cos(n) asasociated with these A are 0.976 and 0.216 reépectivaly
vhich suggests, from the above discussion, that the optimum least
squares Kalman update will primarily reduce the eigenvalue
uncertainty associated with the cos(a) = 0.976 update; this, in fact,
occurs with the updated Pf. after compass update, possessing only
four rather than five significant eigenvalues with the A3 eigenvalue no
longer appearing. In qualitative terms the update has absorbed
into the filter that information corresponding to the (XAEQ)
eigenvalue/eigenvector pair. The other eigenvalue/eigeavector
pairs ave not significantly effected by the Compass update since
their reapective‘gi vectors are nearly collinear with the conpas;
measurement plane.

The second measurement, Autofocus, has its measurement plane
orthogonal to the eigenvector, 22. with an eigenvalue weighting
of 1, = 2.56 x 107

has been reduced to zero and is no longer gsignificant. Since

. After the Autofocus vpdate, the )\, eigenvalue

the sum of the eigenvalues equal~ the trace of the covariance
matrix or the uncertainty level of the filter, it follows that
each measurement will remove a level of uncertainty proportional
to the eigenvalue corresponding to a high H{gi.

The doppler vertical veloci y measurement is the third and

final measurement. The doppler ueasurement row vector

(0,0,0,0,0,1,0,+++,0) was found to have significant H-Pi values

o A3 o s skt i et
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of (0.12,0.18,0.96) with respect to the first three eigenvectors

of the updated Pf matrix. The Vz or doppler measurement is especially
significant for velocity vector update since one of the high

HeP, eigenvectors is associated with the largest (7.6:10‘) eigenvalue

and has significant AlP values for the j = 4,5,6 components

14
of the velocity vecotr. Accordiagly, it would be expected that
the addition of the doppler update would significantly improve
the velocity update. This update enhancemsnt has been observed
repeatedly during the simulation runs.

Perforuance Measure for the Velocity Vecotr Update

It is worthwhile at this point to remind the reader of the
overall project objective. Referring to Appendix A, the original
project intent was to consider the use of the Autofocus weasurement
as a way of updating an INS navigation system in order to accurately
estimate the velocity vector as a means of extending the "lock-
in'' time for the Autofocus algorithm. (See Appendix A)

Considering the diagonalization of Pf, it is clear from the
above discussion that the degree of filter uncertainty about a

given state variable i can be expressed as Ri vhere

'2' 1
R, = AP (26)
15 k' k

and n equals the order of the filter while P: is the ith coumponent

of the normalized kth eigenvector (see Morrison [6]). It would

seem reasonable to expect that any useful measurement of the ith

——

variable would result in a decrease in Ri with the relative change

in Ri expressing the relative effectiveness of the measurement.

Furthermore, after a series of measurements, the dominant kai
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of the final R1 will indicate, by the significant components of

P:’(l = ],+¢+,N), how an additional msagurement should be designed

in order to improve the filters knowledge of the 1t

As an example of the monotonic decrease in Ri with each successive

h variable.

update, consider the Ri for the 6 observable variables over the

three measurementa; compass, Autofocus, and vertical velocity.

Before Compass Autofocus Compass; Autofocus;
Update Alone and and Doppler
Compass
-4 -4 -4 -7
Longitude 6.71x10 3.71x10 1.70x10 3.97x10
-4 -4 -4 -6
Latitude 5.81x10 4.44210 2.04x10 1.34x10
4 4 4 4
Altitude 7.68x10 7.5x10 7.39x10 4.34x10
3 3 2 -7
East 1.95x10 1.00x10 4.93x10 4.34x10
Velocity
North 3.05x10°  2.32x10°  1.06x10°  9.37x1077
Velocity
4 3 3 -6
Vertical 1.22x10 6.79x10 6.52x10 5.59x10
Velocity
TABLE E1: Evaluation of R,:t = 192 sec.

Strictly from an information content point of view, the great reduction in

i

R1 for the longtiude, latitude, and velocity vector components

indicates that the filter has confidence in its knowledge of these

variables.

Only the altitude variable retains a high R

i which

suggests that this variable is really uncoupled from the other

variables and can be updated without any interaction with the

other variables. Furthermore, collapsing values of Ri indicate

that any update error after the three measurements is the result
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of either unmodeled truth state variables or measurement noise 3

it is not the result of filter uncertainty.
Perhaps the greatest value of the Ri measure lies in the
insight it provides for the design of the overall measurement
strategy. Let us suppose that we wish to design a series of
measurements that will accurately estimate the Qelocity §eétor.
Before any measurement occurs at t = 3.2 minutes into the flight,
the Ri for the three velocity components are giﬁen as follows:
(R4 = 1.95x103; R = 3.05x103 * R = 1.22x104). From inspection,
it is determined that the A3,14 eigenva%ues contribute
6 4 5 5. 6 6

3 3
A3P3 +X4P4 = 1.95x107, 13P3+A4P4 3.05x10°, A3P3+14P4

values of R4’R5’R6 respectively, In other words, the (23124)

= 0,28 to the

eigenvectors represent essentially the entire filter (VE,VN) uncertainty
at this stage of the update. The first six observable components
are given fm:z_3 and P, as follows:

6 8 -6

,4.00x1078,-2.14x207%, 0.977,0.21,, 2.14x107%,-++)

——

Py= (3.3x10

and

P, = (-7.4x107%,1.8x107%,9.6x107°, 0.215,0.977, -1.03x107%,"++)

It is clear that a measurement involving only the VE,VN velocity

components would remove a significant amount of uncertainty concerning
the VE,VN components; the Compass measurement is one such candidate
measurement. After the Compass measurement, the 22 eigenvector

of the new Pf matrix represents virtually all the Ri value for

both the east and north velocity components at this point in the

update process. The new_g2 after Compass update is given as follows:

P SO
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P, = (1.45%1077,1.73x10~7,9.86x1075, .421, .907, 1.47x107%,+e0).

=2
A simple calculation verifies that Ang and AZPZ represent nearly

190% of the R RS values at this point in the update. The high

4,
values of Pg and Pg suggest that another (VE.VN) coupled measurement
1s indicated; namely, the Autofocus measurement. The principal

uncertainty in the third velocity component, Vz, howe?er resides in the

21 eigenvector which is associated with the largest eigenvalue,

11; the 21 eigenvector 1is given as

P, = (-5.29x10" 12

(29)
which indicates that only an altitude or a direct VZ measurement
can remove the uncertainty in Vz'
After the Autofocus measurement has been completed, there

are still significant vaiues of RA’ RS’ RG which now reside almost

entirely in the new_g1 eigenvector given as

P, = (3x107%,-3x1079,-0.98, 9.1x1073

3 ,1.9%1072,-0.121,+++)  (30)

Because of the large values of the altitude and Vz components
in the normalized<£1, it would seem possible to remove the remaining
uncertainty in the velocity vector by either a direct altitude

or Vz measurement. Taking the third weasurement as a direct alcitude

measurement (Table(B12)), the RS’ RS, R6 values are reduced to (77.8,
168, 1030.) respectively which represent a decrease in the Ri values
of (96.1%, S4.5%, 92.5Z) which coanstitutes a good update. The

simalation confirms this conclusion with the excellent velocity

,~2.06x10"%,-0.981,4.33x1078,-2.3x1076, - 123, + - »)

i
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vector mean error values of (20%, 16X, 33%). When the third scaler
measurement is a direct Vz neasurement, the RA’ RS' R6 values
are from Table (El). reduced to zero. This indicates that, within

the capabilities of the filter model, an optimum filter update will

be realized by the €ompass, Autofocus, and Vz measurements; this

is verified in Table (B4) with mean error values of (17%, 11X, 2.22X)
which represent the best velocity vector update observed. The zero values ]
of 34. RS’ R6 further suggest that no additional velocity update

improvement is possible when a fourth altitude measurement is

added. This is confirmed in Table (B5) with an essentially unchangea

mean value of (27X, 11Z, 3.3%). As far as the velocity vector
r is concerned, the zltitude measurement 1is superfluous. ;

The above discussion suggests the following step-by-step 3

measurement strategy:

1., Determine the significant A Pi terms in the R, values
) k k i
of interest.

2. Design (within practical limits) your measurement so

that H-Pk 2 1.0 for the importent k values

3. Proceed until all Ri of interest are ® (.

F. Addition of the Autofocus Line of Sight Term

Throughout the report, the assumption has been made that !
only a centripcdal acceleration contributes to the quadrative
rhase error measured by the A.F. image restoration algorithm. 3

Operationally, this would only apply to 2 circular loiter trajectory.

For more generality, the line of sight acceleration component

is added to the measurement as given by (See Appendix A):

P RO
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-+
(Additional - Vo T _ “. -
Term) K.o.s. 08 * ¥Hp o.5. = A M08! (31)

T
where K&. A are the truu and best estimates of the acceleration

T ~
vector and U.0.5." "L.o.s. are the true and best estimates of
the line of sight unit vector connecting the aircraft to the target
point. The proportionality constant KL 0.8 equals
where A is the wavelength of the radiation. The unit vector

¥p.0.5. an be expressed as

3L.0.S. (cos[a+€E], cos[8+eN]. cos[y+ez]) (32)

where (a,B,Y) are the angles from the aircraft to the target and
(eE, ey ez) are the altitude error vectors. Expression
(32) now involves nine new state variables including an augmented
delayed velocity vector -sed to form the acceleration vector.
In the SOFE simulation, the acceleration vector is formed
as follows,
v -v

~ t t-T
K e (33)

where ?t_T is the previous velocity stored in the H Z routine.
In order to implement (33) and (32), the SOFE simulation was converted
from variable step to a fix step integration with a value T =
0.5 seconds finally chosen.

Various runs were made with the L.0.S. component in the vicinity
of t = 1000 seconde or 16 minutes into the flight. One outstanding
change was the number of observable variables which increased

from 6 in to centripedal only case to 12 in the L.0.S. case according
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to the inner product test; however, the non-zero inner products

were of the order of 0.2 instead of 0.7 for the preQious case.,

While this suggests a "broader" coupling of the Autofocus measurement
with the state vector, it also suggests a "weaker" coupling for i
the individual state variables. Some actual simulation runs are
given in Tables (B13), (Bl4), and (Bl5); they are to be compared

to the centriredal-only runs of Tables (Bl}, (B2), and (B4). %hile ]

there are slight dif ‘erences. it can be concluded that the acuition

of the L.0,5. term does no: in general improve the velocity vector

update. This is not too surprising cince the addition of the
L.0.S. term merely repositions the Autofocus measurement plane;
it still remains a single, high S/N measurmeent although it does 3

; involve the state vector more intimately. i

‘ During the update, the L.0.S. runs exhibited the same geometric :
behavior among Xi._gi and H as the centripedal only runs although i

% .% the uncertainty in the Pf matrix is now distributed over 8 eigenvectors

| rather than 5. As a consequence of this dispersion, each of the

i . scaler measurements remove a lower percentage amount of uncertainty than %

b H
[ i in the centripedal only case. These conciusions are tentative :

-y

C nowever and must await the programming of the Rj calculation and E

the running of L.0.S. case over differant intervals of the trajectory.

Because of major programming problems, these tests could not be made

within the contract time interval.
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G. Topics to be Investigated

-4 The project haa suggeated the following topics for investigation:
1. To put the inner product test (Tquation (1)) on a firmer ]

analytical foundation. To investigate the significance of

“"degree of observability" and how it can be used.

2. To complete the analysis and consideration of the L,0.S.
Autofocus mode.

3. To further develop the geometric interpretation of the high
S/N Kalman update. To put the performance measure, R, on
a stronger analytical base ard to also develop new performance
measures for evaluating filter performance.

4, To investigate the value of the Pf diagonalization in the
prediction and avoidance of filter divergence.

5. To consider systems where nonobservability can be a problem
and to consider how the Pf diagonalization may help alleviate
the problem.

6. To consider new applications and to demonstrate the value

4 of the design philosophy defined in this report for arbitrary i

A and H matrices.

IV. CONCLUSIONS

The conclusions of the project are the following:

okt 2 e e e

1. For the centripedal acceleration case only, the Autofocus
measurement proved to be a useful measurement when supplemented
by additional measurements. In particular, a Compass, an j

Autofocus, and doppler velocity update realize better than

a 94X update quality. Without the Autofocus, the quality

suffers greatly.

|




2. A geometric interpretation of{the Kalman update was made.
It was discovered that the relative orthoganality (H,gi)

of the eigenvectors of gf to the rows of the measurement

matrix, H, determine thc update mechanisms. The Kalman

update equations were analyzed and restated to reflect this

interpretation. ]
n
3. A new performance measure, 2 A PK = R, > was defined to reflect
g1 11
the relative uncertainty of the filter with regard to the

kth state variable. The measure, Rk’ was used along with
a study of (Ai.gi) combinations in order to define a measurement é

design philosophy.

:

i 4. The line of sight (L.0.S.) term was added to the Autofocus
| measurement and the resulting runs were discussed.

]
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|
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Figure 1: Geometric Interpretation of
Kalman Filter Update
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IMAGING RADAR AUTOFOCUS UPDATE OF AN '
INERTIAL NAVIGATION SYSTEM BY MEANS
OF A FALMAN FILTER
by
William S. McCormick

ABSTRACT
The . - an Autofocus update of an INS is investigated. Three
cases arc + - sd: (1) centripedal acceleration only; (2) centripedal

and line-. ... : acceleration; and (3) centripedal and line-of-sight
acceleration as well as attitude error effects. The extended Xalman filter
configuration was employed using the versatile SOFE Monte Carlo simulation
program. Measurement matrices were defined for each of the three cases.
Siﬁulation results indicated an observability problem for Case (1).
Suggestion for further work was included.
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I. INTRODUCTION

Isaging radar (SAR) has become an increasingly important all weather
sensing technique for both reconnaissance and wespon delivery applications, °
Briefly stated, imaging radar provides high azimuth resolution by co-
homﬁly processing the naturally occurring doppler return over the
synthetic radar aperture. Because of the phise coherence requirement,
any phase error accumulated over the aperture time vill result in both a
loss of resolution and a higher sidelobe leval. Under normsl circum-
stances, the radar processor will use the dynamic output of the inmertial
uavigation aystem (INS) to compensate for aperture phase perturbations.
Unfortunately, a typical unaided INS system will have an error state
vector that increases with time until the imaging performance of the SAR
radar becomes seriously degraded.

In order to correct for the uncompensated phase error, a number of
iterative image restoration techniques have been developed under the
generic name of "Auto-Focus" (AF) techniques. Although the details of the
algorithms are propietary, most autofocus techniques estimate various
orders (e.g. quadratic, cuble, etc.) of phase error by wmeasuring the
relative displacement of a point target as processed in contiguous sub-
arrays. Since the AF techniques must attempt a location estimate of &
point target and since that target resolution is itself degraded by the
phase error, it naturally follows that there will be a "lock-in" value
for maximum accumulated phné error that wust not be exceeded for success-
ful autofocus operation. However, since the Autc-Focus algorithm is
quite accurate and can essentially eliminate the phase error (provided
it is operating vithin its "lock-in" range), it could also provide a
potentially uteful means of updating the INS system every aperture time.
Ascuming the AF scaler measurement contains adequate information on the \
INS error state vector, it would therefore appear possible to bound the
grovth of the error state vector by somehow integrating the AF measure-
ment with the INS system. Performed optimally, such an AF update could
well improve the INS-dependent SAR processor to such an extent that the
AF mission time ("lock-in") is extended well beyond its present limit.

The optimal integration or augmentation of various sensors has
traditionally been performed using the Kalwan filter algorithm. Many
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* uuuo:ll have been considered for INS augmentation including doppler radar,
monopulse position f£ixing, star—-trackers and loran/Omega type systems.

Ko consideration has, howvever, been given to the potential value of AF

algorithas as an INS update. With regard to the AP~INS Ralman filter

update, a number of questious must be addressed. Some of these questions
are as follows: . ' :

(1) questions of observability or simply whether the scaler AF measure-
ment contains enough information about the INS arror state-vector to
provide a useful filter update.

o (2) given th: nonlinear nature of the AF measurement, the effects of

trajectory dependent nonlinear noise must be considered.
(3) since the Kalman filter will have a delevcd state vector, the question
| of filter convergence must be investigated when the AF update is used.

ITI. OBJIRCTIVES '

" The principal objective of this atu@y vas to investigate the value of an
L "Auto-Focus" update of an INS using the Xalman filter algorithm. In
particular, ay discussed in Section I, the st_udy will consider the value
of the AF update as a means of extending the AF mission time cr, equiva-

r ‘ lently, the time before the AF algo‘t:lthn loses lock. A detailed
consideration of observability, the effects of nonlinear noise and
filter convergence will be considered for tte following cases:

Case A: In the simpleat case, only the centripedal acceleration term is

considered as a contributor to quadratic phase error. This case . 3,
implicitly assumes that the velocity vector is constant which i :
clearly an overiimplification.since this measurement comprises

only one scaler measurement and involves only 3 of the 13 state-
variables, the question of observability is very importamt in vhis case.

[T PPN

Cagse B: For this case, the line of sight acceleration component is

e et

inzluded as a source of quadratic phase error. Such a measure-
ment is still scaler and nonlinear but now involves 9 of the 13
state~variables,

Case C: The attitude error states are included in their measurement which :

increases the total number of state-variables involved in the
weasurement to 12.




Case D: Using the complete measurement of the 12 state-variable dependent
AF update of Case C, an investigatio: will be made into the per-
formance degradation suffered by the Kalman filter when its measure-

ment matrix is defined by the more computationally efficient

i | ' assumptions of Cases A and B.

»
vl .

III. EVALUATION OF QUADRATIC PHASE ERROR

As developed in reference 2, the RF phase, ¥ (t), generated by aircraft

motion over the aperture time can be represented in a Taylor serles as,

. 2
¥(t) = (5%) [R(o) + [li(t;)]t“o t+ [R()] -;-+ ceo t 1)

It is assumed in this study that the phase return is predominately low-frequency
in origin and can be approximated well by neglecting third and higher order terms
from (1); that is, the phase variation, ¥ (t), varies quadratically with time.

Bk et Laa e b

With reference to the autofocus measurement, the phase error can be expressed
directly as,-

2 o
47 P Lo t
i ‘Pe(t) = ‘P,T - \l’_E = (—X) I[RT—RE]t=o + [KI-RE]tFOt + [RT—RE] 7 + ... } (1la)

where the subscript T represents true value and the subscript E represents ]
estimated value. After every aperture interval, T, the autofocus algorithm

provides an estimate of the quadratic error term given by

Auto focus RS W TZ é
we Quadratic( <—i)[RT-RE]'5_ (1b) ;
Evaluated i
» at t=T i
f; Referring the differential diagram of Figure 1, we can write i
k

. dR = - dx cos 6 (1c)

or 1
dR _ =
T R= -V cos 8 (1d)

or, after differentiating a second time,

R=V (sin 8) %% - (cos 8) %%- (2)
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which, since S= = L2108 441y equal

dt R
2
R = (V__s_:.{_n_g) - g—: (cos 8) (3)
(CENT.) (L.0.S.)

which can be recognized as the sum of a centripedal term and a line of sight

term. The autofocus output can then be expressed in terms of (1b) and (3) as

Auto focus
¥ = (éz) sin2 ] '1‘2 {Vz - Vz}

€ {Quadratic A R ' :
E:at:;ted‘ [CENTRIPEDAL]
- > -+ 1
4n T k
( x) Ay « Mpos ~ A - Vpps!
{L.0.s.] @

here T E
where W os* YLos

unit vector, Hros® points from the aircraft to the target and has direction

are the true and estimated unit line of sight vector. The

cosines defined in the geographical frame. The terms V%. V;, represent the

magnitude squared of the true and estimated velocities respectively.




In the study, the assumption is also made that the antenna phase center
is co 'ncident with the body centroid of the aircraft. This assumption merely

tieglects the lever arm effects between phase center and body center and is

quite reasonable physically; it also offers a cousiderable simplification
since it essentially equates the aircraft (INS) and antenna reference systems.

IV. THE EXTENDED KALMAN FILTER _ _ .
A voluminous literature exists on the Kalman filter. Basically, it is a mini-

mum variance, recursive estimator that generates the optimum conditional

mean estimate. In the usual continuous-discrete measurement form, the
linear Kalman filter propagates the eatimate,.x(t), and covariance, Pf(t),

according to the dynamic equations,

k(6 = F(e) g (o) ) )

i alalailh WS 2D SR s et sl Do

and

B(t) = F(t) P (t) + P () F () + Qu(t) - . (6

where F(t), Qf(t) are the filter dynamics and input noise levels respectively. -
At measurement time, the filter weights the new measurement according to its
signal to noise properties and by the current state of knowledge of the state i

skl o

vector as expressed by the propagated covariance, Pf(t). The measurement .
and update operations are defined by the gain matrix, K, as follows:

NI - T <1
K=P R [RP. H +R] ¢))
. £ £ =78 £ :
+ - -
Pe =P -KHP, : 9

where H is the m?asurement sensitivity matrix.‘gf is the measurement noisé
covariance, and Zs is the measurement itself.

Since both the INS dynamics and the autofocus measurements are highly
noulinear, the above linear Kalman filter cannot be directly applied in the i
form of equation 5 through 9, Rather, the extended Kalman filter is used
where the F(t), H(t) are now linearized about some estimated trajectory as,

: o (X, :t
- F(t;§£? = (3§ ) ; (10) ;
¢ xf - Lf E




and
9 hf(xf;ti)

H(ty3Xe) = BEEE Xe

Figure 2 illustrates the extended Kalman filter configuration. ‘
Although Figure 2 represents the usual or direct configuratiom, it is
not an attractive configuration for INS applications because of tie high
computational requirements involved in propagating the full vector estimate,
if(t). The indirect or error-state vector configuration is the approach
normally used. This approach propzgates the nonlinear, dynamic equation,
f(xf;t), by linearizing about the trajectory as isalready done with the
covariance propagation. The time variation of the error state-vector is
much slower than the full state vector which therefore permits real time

operation.

V.. THE KALMAN FILTER SIMULATION USING "SOFE" WITH THE LN-15 INS DYNAMICS
In order to study the effectiveness and sansitivity of the nonlinear -
Kalman filter, a Monte Carlo simulation is usually performed. In such a
simulation, the actual measurement is generated by what is referred to as
the "truth" model which is simply a higher order model of the particular
INS under investigation. For the sake of the simulation, the "truth" error

state-vector, Xs(t), 1s considered as the actual error-vector which then
allows the best Kalman estimate to be written directly as "true" + Zs(t) -
Xf(t)'where the "true" trajectory is a tape input corresponding to some .

maneuver. The measurement is nov written as
Measureme*.t = (TRUE - PREDICTED) + NOISE (12)

_where the TRUE corresponds t¢ the nonlinear neasurement as given by the
trajectory values and the PREDICTED is the nonlinear measurement as given
by the best Kalman filter estimate, "True™ +.x8(t) - gf(t). The noise is
white, Gaussign measurement noise with a covariance of Rf.

During the study, the versatile Monte Carlo simulation program called
SOFE was used exclusively. This program wazs written by Mr. Staaton Musick
cf the WPAFB Avionics Lab and features a variable -5- gtep integration sub-
routine and the Carlson sequential square root mairix inversion routine for

Kalman filter gain, K, calculat;on.

s e B e




The INS model chosen was the local-level Honeywell LN-15 system defined
as a 1 n.m./hr.system. Az listed in Appendix I, the "truth" model has 47
statec variables and the filter wmodel has 15 state variables.

A VI. OBSERVABILITY TEST

. Since the update on measurement constizutes an attempt to update a 13
state vector with a single scaler measurement, the question of observability
becomes iuportint. In the problem at hand, the question can be phrased as
follows: "Is the implicit coupling of velocity, acceleration, and attitude
components as contained in the LN-1% dynamics equations sufficient to allow

the ¥alman fiiter to update each vector component in the proper proportion.”

As develoned in reference 5, a measuvrement can be shown to be observable

it the following observability matrix, ¢, is invertible;

2 n-1 .
@-[q'?Tnn(F) HTs...f(r) I{T] (13)

the matrix is a square nxn matrix. The depree of observability of the measure-
ment can be quantified by the condition number, C, of & defined aa

C = Determinant of ¢

| oll | [T
]
V1I. THE MEASUREMENT AND K MATRICES FOR CASES A,B, aND C :
Case A: Centiipedal Acceleration Only 3
Referring to Section III, the measurewent can be written directly as i
K ognr (vr . r2 + viz) - (Ge + ‘Gfﬁ + 6:)} - hi(ifl,t) - hi(iv‘n,t) asy -

_where (V_ , T T ) 1s the time velocity vector ci the tape trajectory and |

(Ve, Vn, V?) is the beec estimate of velocity given by

~

Ve - VTe + XS(4) - XFP(4)

it s

<>

n " "rn + X5(5) - XF(5) (16)

vz - VT; + XS(6) - XF(6)
2 2
4n sin 6 T
with Kopyp = AR .

A v s et ot R e )




where the first order perturbation of (13) yields the H matrix given as

He) = ) el o Ve - g (W + XSCA) - XRA))
v e

W, Ve ;
Hs) = 0D | m - - 2 (W + XS(S) - XFGS)) an
v, Va n

— CENT

o) = el | a o V= - g (v + XS(6) - XF(E) a
W E
z

In this case, the nonlinear noise is only second order and has an explicit
expression, RA’ given as

2 2 2
R, = Kopnr {(XS(4) - XF(4))" + (XS(5) - XF(5))" + (Xs(6) -~ XF(6)) } (18) ]

Case B: With Line of Sight But Without the Attitude Error

Referring again to Section III, the measurement term includes Case A plus

the nonlinear term due to the line of sight acceleration given in (4) as
-> > -

K .o.s. {Z; . u:.o.s. -A. uo.s.! (19a)

where KL 0.5. ™ Yu/A,

This can be expanded as

K .o.s. {Are cos an + Arn cos By + Arz cos Yo ;

- Ae cos a - An cos B - Az cos Y} - hs( ) - hf( ) (19b)

where (cos a,,, cos BT' cos yT) and (cos &, cos é, cos ) are the true and

T
estimated direction cosines of the unit vector between the target and the phase
center and KT, f are the true and estimated values of acceleration. All the

quantities of expression (19b) are referenced to the geographical system.

Since the LN-15 INS dynamic equations are basically second order (Newton's
second law), the acceleration state vector is implicit and can be generated

dynamically as follows

R @, = Ve (209

where V(t—r) is the velocity vector at the end of the previous integration




interval and t is the size of the integration interval.
vector is augmented as XF(14), XF(15), X(16) respectively.
estimated values of the direction cosines are calculated in the geographic
system from the true and estimated coordinates of the aircraft position
relative to the fixed point target being imaged.
forward and are not included here.

1
i3

The acceleration
The true and

The equations are straight-

The derivation of the new entries of the H matrix proceeds from the

general expression for H {ti' if} given in (11) as

£ afg §£ = x

H(t;

where the new hf( ) function is given by

bl i+ n e oo ke sl

hf(*g;t) =K o.s. {Re cos (a) + Rn cos (B) + Az cos (y)}

which leads directly to the following [H] matrix entries given as:

H(1) = K o o {-&_ sin (3)}
H(2) = K o o {-A_ sin (B)}
H3) = Ky o 5 (-R, sin (D))
H(L4) = K o o (cos ()
H(15) = K o (cos (B))

H(16) = K o (cos (V)

where

:a_" P

AR %4

Ae = ATe + XS(45) - XF(14)

An = ATn + XS(46) - XF(15)

~

Az = AT; + XS(47) - XF(16) .

In calculating the expressions of (19b) and (23) the geographical frame is

employed which requires a position conversion from the earth frame (A,L) to




(xe,xn)ﬁin the geographical frame; e.g. (sa) geographical can be set equal to
R/Rf (sr) [Rf Sa = R 8], with R equal to the earth-ellipsoidal radius length
and Rf equal to the radius vector length from the image point target to the
antenna phase center.

With regavd to expression (19), the inclusion of position error inm the
form of (6;, 65, 6;) 18 a direct result of the imaging radar application
where the unit pointing vector has one end fixed at the imaged point
throﬁghout the entire aperture time while the other vector end fluctuates
according to the uncertainty of the aircraft position. Such a pesition .
uncertainty term is not present in the H-matrix of the doppler-INS augmenta-

tion since the doppler measurement is not rcferenced to specific target

" points; i.e. the unit vector merely slides along the ground in a parallel

fashion and is not fixed at one specific target.

For Case B, the nonlinear noise term is the sum of the nonlinear noise
of Case A and a remainder term of the Taylor.series expansion of expansion
of (19) which can be handled as follows

1 S '
R 5 A .2 N .12
(remainder) €3 X.o.s. {I elH |6u|H + lAnlu IGB'M
- - 2 -~ 2 -~ 2
+ [A Ly lovly + |a§e|u+ |5,s.n|M

" 2 -~ " -
+ |eAz|H+ la| lsaly 18,1y

+ 1A | 188l laa | + [A_| lsvl, IsA | } (25)
M S ¢ .
where ¢ .: sub: at, M, refers to the maximum value expected over normal

operation. lince this term ig not known apriori, it is impossible to
compensate for; however, under normal convergence, the nonlinear noise is
expected to be masked by measurement noise.

s
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Case C: Attitude Errors Included

->

The attitude error vector in geographical coordinates is given as ¢ =
(ee, €. ez). Since the (a,B,Y) angles of (19b) are also defined with respect
to the geographical system, we can simply add angles and extend expression (19b)

for Case B to include Case C as follows:
— - >

Lo Y

K..0.s. {1« ¥y o.s." AV 0.5} (26)
2
or, with € included,
K .0.s, WAy c08 ap + A, cos By + Ay cos vg
e n z
- Ae cos (a + ee) - An cos (B + en)
- Az cos (y + cz)}
= hg( ) - hg( ). . (27)

The new [H] entries corresponding to € can be again calculated from the

partial derivative expression of (11) directly as

H() = K oo {Re sin (3 + £))
H(8) = K o {An ein (B + )

HO) = K oo {Az sin (3 + £)7. (28)
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VIII.. COMPUTER RESULTS
K. General Remarks
Major problams were encountered during the simulation with filter

divergence and the "debugging" of computer execution errors. With regard to
the "debugging" problem, it is indeed unfortunate that the WPAFB Cyber CDC
possesses such a poor execution error diagnostic; many hours were spent in
intriguing but unnecessary searches for yet another mode error. On the other
hand, the problum of filter divergence was not unexpected ai:d could in
general be traced to one or all of the following three contributors:

1. The effect of higher ordexr terms resulting from the nonlinear nature
.Qf the Autofocus measurement. '

2. The lack of observability (or whether there is enough information
in the update) 1in the measurement itself, which will allow |XS-XF|
to accumulate indefinitely.

3. The reduced state nature of the filter model.

The SOFE -simulations were generally run over ah 80 sec. trajectory with

& 4 or 8 sec. Auto-Focus update interval. The available trajectory was a
low-speed, low-altitude trajectory with some degree of maneuvering present.
B. Case A: )
Using‘the complete nonlinear measurement of (15), the early runs were
found to be divergent; that is, the differen:e; lzs—xrl became increasingly
large. . 'Originally, it was thought that the nonlinear noise contribution to
the update [which, from simple algebra, can be expressed as {(DS')2/2(VT LS")}
where_DS'-XS-XI and VT is the true velocity] was the fundamental cause of the
divergence. To counteract this effect, the measurement noise was increasad
but still the filter remained divergent. To resolve the role of the nonlinéar
ncise effect, ‘he nonlinear or higher-order cerms were simply subtracted
thereby linearizing the measurement. This wis possible only in Case (A)
.where the higher order term (2nd order) was known in closed form; it is, of l
course, Ilmpossible to subtract this term in practice since XS is unknown.
However, the filter continued to remain divergent even with this extreme
fix which seem to suggest that the higher order terms were not the funda-
mental cause of the divergence. _

The next factor considered was mnodel divergence or the effect of the

reduced order of the filter error state-vector. The deleted gtate problem

e el e Mkraa L
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is especially serious in the high measurement accuracy case {e.g. Autofocus}
since the filter, as expressed by its propagated covariance, becomes over-
confident as to the accuracy of its estimate and ignores further measurement
updates. In such a situation, the subtle differences between the truth and
filter are accentuated and the filter eventually diverges. The standard
technique for controlling this type of divergence is to artifically inject
noise into the propagating covariance either by increasing the initial
covariances or by introducing ficticious process noise (Qf terms). Both
methods were tried and eventually a Q¢ level of 320 ft/seé in the velocity
states was found effective in controlling Jdivergence. Even though this
intellectually unsatisfying approach did control gross divérgeuce, the
updates themselves were not anymore effective; that is, the Kalman gain
vectors were not receiving and processing the reassurement in an effective
manner. By a process of elimination, the question of observability therefore
became the center of attention. Initially, the obsnrvability matrix of (13)
was grogrammed on the computer with a term added, Eil!;l__._ﬂz}, to the

(F ) H colunn to account for the time varying nature of F(t) as the
operating polat moved along the trajectory. Immediately, it became
apparent‘that the 13 state observability matrix would be singular (zero
determinant) because of the non-interactive longitude channel {first row

of F} and the three {0} columns of the gyro-drift states. Accordingly, the
13 state matrix was reduced to 9 states and the program was rerun over the
usual trajectory. The results indicated very marginal observability with
“20}  These
results, of course, apply to this particulsr trajectory only; other

the condition number of the ¢ matrix lying between 0 and 10

trajectories may possess better observability particularly violent maneuvers
where all three velocity components are non-zero and rapidly changing. As
an added support for the observability argument, Appendix IIpresents a 2rd.
order system with a similar rnonlinear measurement; the observability
criterion indicates regions of non-observability in the (xl,xz) state
space.

Although the properties of the observability matrix are an analytically
satisfying way of investigating observability, a wmore direct way is to simply
look at the change in covariance at update. Referring to Figure 3(a,b,c),

it i e 1 n
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for a high ficticious Q-f in the velocity states of 32, only the north
velocity component receives a significant update while the other velocity

components and the 10 other state variables are essentially unaffected.

Figure 4(a,b,c) shows the update effect for a lower Q¢ of 3.2; in this case,
the effect is less dramatic due to the lower absolute value of the covari-
ance. Hewever, the large correcrion at the first update is interesting and
was also reflected in an excellent initial filter update. For some reason,
the quality of the update was not maintained. Figure 5(a,b,c) gives the
covariance propagation for QF = 0 when the filter becomes divergent. The
rapid monotonic decrease in /Ff is an indication of the filter's absolute
confidence in its erroneous state estimate which leads finally to the :
divergence. From the covariance plots, it would therefore appear that only
the north component of velocity is observable for this particular trajectory
given the LN-15 dynamics. The system observability should however improve

in Case (B) and Case (C) since more state variables are included in the
measurement matrix.

C. Case B:

While conceptually straightforward, the inclusion of the acceleration :
state vector in the SOFE simulation proved to be quite difficult. A fixed !
step integration mode was used- for simplicity but problems were encountered :
trving to circumveit the 5 step numerical integration routine that is a ]
permanent feature of SOFE. Many mode or execution errors were encountered. |
It was only on the last day of the ten week period that a "successful" run :
was completed. Early results indicate an improvement in observability based
on the propagated covariance. The conditioning of the observability matrix

i
was not checked however.

A follow-on grant provosal will propose completing Cases B,C, and D and
resolving the observability quastion.




IX.

Q1)

(2)

3)

(4)

(5)

(6)

RECOMMENDATIONS

In a follow on grant proposal, I will recommend the following tasks:
Cases B,C and D should be completed as outlined. Special attention
should be given to the relative importance of obsurvability and non-
linear noisec in all three cases. It should be emphasized that only an
investigation of the complete case (Case C) can resolve the potential
value of the Autofocus update.

If observability should continue to be a problem in Case C, the use of
similarity transformations to isolate the observable and ronobservable
states should be considered. The identification of the observable
states could suggest additional state deletion or addition and also the
type of additional sensor input necessary to augment the Autofocus
update.

Because the Autofocus measurement is esaentially a high signal to noise
ratio weasure, the presence of nonlinear noise could seriously degrade

its potentlal usefulness. Accordingly, the use of the iterated,

" extended Knlman filter should be considered.

The use of the finite memory technique for controlling filter divergence
should be investigated. This technique is 1nt§11ectua11y_nore satisfying
than merely adding a higher noise level to the covariance propagatioa.

If and when a satisfacgory updateiis reulized, the effects of different
trajectories and update intervals shoul( be investigated.

An adaptive Kalman filter configuration should also be considered. Yhis

~ suggestion is motivated by an observed improvement in attitude error

cbservability when the appropriate H matrix entry was zeroed for
velocity components below a certain threshold level.
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APPENDIX I
LN-15

ERROR SOURCE

EAST LONGITUDE

NORTH LATITUDE

ALTITUDE

EAST VELOCITY

NORTH VELOCITY

VERTICAL VELOCITY

EAST " ATTITUDE

NORTH ATTITUDE

VERTICAL ATTITUDE

VERTICAL ACCELERATION

X GYRO DRIFT

Y GYRO DRIFT

Z GYRO DRIFT

GYRO G-SENS DRIFT. INPUT(X)
GYRO G-SENS DRIFT, SPIN(Y)
GYRO G-SENS DRIFT, SPIN(X)
GYRO G_SENS DRIFT, INPUT(Y)
GYRO G~-SENS DRIFT, SPIN(Y)
GYRO G-SENS DRIFT, INPUT(Z)
GYRO GXG-SENS DRIFT

GYRO G*G-SENS DRIFT

GYRO G*G-SENS DRIFT

GYRO SCALE FACTOR

GYRO SCALE FACTOR

GYRO SCALE FACTOR

GYRO MISALIGNMENT ABT Y
GYRO MISALIGNMENT ABT Z
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GYRO MISALIGNMENT ABT Y
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X ACCELEROMETER SCALE FACTOR
Y ACCELEROMETER SCALE FACTOR
Z ACCELEROMETER SCALE FACTOR
X ACCEL MISALIGNMENT ABT Y

X ACCEL MISALIGNMENT ABT 2Z

Y ACCEL MISALIGNMENT ABT X
Y ACCEL MISALIGNMENT ABT 2

Z ACCEL MISALIGNMENT ABT X

2 ACCEL MISALIGNMENT ABT Y
BARD ALTIMETER BIAS

EAST ACCELERATION

NORTHI ACCELERATION

VERTICAL ACCELERATION
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DYNAMIC

DYNAMIC

DYNAMIC

DYRAMIC
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RANDOM CONSTANT
RANDOM CONSTANT
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RANDOM CONSTANT
RANDOM CONSTANT
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RANDOM CONSTANT
RANDOM CONSTANT
RANDOM CONSTANT
FIRST ORDER MARKOV
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EAST LONGITUDE
NORTH LATITUDE
ALTITUDE

BAST VELOCITY

NORTH VELOCITY
VERTICAL VELOCITY

EAST ATTITUDE

NORTH ATTITUDE
VERTICAL ATTITUDE

BARO ALTIMETER BIAS

X GYRO DRIFT

Y GYRO DRIFT

Z GYRO DRIFT

AZIMUTH MEASUREMENT BIAS
ELEVATION MEASUREMENT BIAS
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APPENDIX II

It is of interest to analytically investigate the observability of
Case (A). Inusmuch as the F matrix of the LN-15 is far too complicated to
ba analytically tractable, a second-order system is instead analyzed
using the nonlinear measurement, xlz + xzz. 3
Consider the invariant, lincar system given by ;
3

x + kX + k,x = £(t) _ . (A.2.1)

which, in state variable form, becomes

. F
0o - 1 x 0
1. 1]+ (A.2.2)
x, -k, -+ || = £(t)
wvhere the measurement, , is now i
- "12 + "zz (A.2.3) ]
or :
- 2x
o - (A.2.4) ;
ﬁ 2?&2 : :
for the extended filter. Using expression (13), we have for the observability
matrix, &,
2x, <=2k,x
2 el 1 22 (A.7.5)
| 2::2 2x1-2k1x2 1
.;_1 }
with a determ:nant equal to . j

2 2 X -
x, - kl X, X, + x, (A.2.6) j

vhich provides the following condition for nonobservability,

2 2
X" - kl X) X, + x,” = (::1 - "2) (xl - e, xz) =0 (A.2.7) !
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» Nonobservable regions of (xl. xa) space (other than origin) are the straight
lines, X, = X, if and only it Gy €, are r3al numbers which correspond to
the overdanped case which of course describe the F matrix of the highly
overdamped LN-15 INS. Observability with the "Auto-Focus" update will be
further complicated by the sparseness of the LN-15 F matrix and tha fact
that the measurement involves only a subset of state AF variables.

In sumary, the above analogy does suggeit that the AF update may well
have serious observability problems.
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|
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COﬁTINUED
Centripedal Acceleration Only

TMEAS =___8.0 __: Autofocus { ); Compass ( ); Vertical Doppler ( )
i TMEASI=__1048.0 ; QF ___0.0032
[V Q }
(1) g‘ ° 3
Q
€ ') % 3 o © 2
3 Q fe] [ g = =
Z o 2 © > £ £ <
= ) 2 - £ < 5
o 3 [} > > © g [}
Q =4 £ £ % £ £ 7 € £
H Q o < = 8 o Q 1y} o QO
, ) S 3 < & Z > & Z > |
| 3
| No. 1 2 3 4 5 6 7 8 9 @
| ]
E 21 31 35 10 9 3 0.317 95 36 101 |
| 3
22 29 32 19 28 9 0.638 | 103 96 101 !
! j
! 23 25 29 7 30 10 0.928 | 120 122 101
! - . :
| 24 26 28 14 73 24 1 116 252 101
| 25 28 27 29 37 12 1 118 235 101 ‘l
t i
i 26 28 25 35 39 9 1 106 199 101 ;
‘ 27 23 22 45 84 28 2 100 123 101
28 20 20 50 21 5 1.5 80 180 102 1
29 16 18 52 70 24 1.5 77 129 102 i
30 10 15 55 93 31 1.8 68 130 102
R 31 2 12 59 133 45 2.6 60 129 102
4
' 32 10 15 55 93 31 1.8 68 130 102
: 13 2 12 59 133 45 2.6 60 129 102
34 0.188 ] 10 60 7 1.6 0.935 44 188 103 ]
1 35 4.6 8 60 111 37 1.22 45 141 103 !
36 2.2 8 63 29 9 2 30 172 103
37 2.8 7.5 65 26 9 2 30 144 103
38 3.2 6.9 67 5 2.6 3 26 146 103
]
39 3.2 6.8 68 4.9 3.0 | 4.9 25 145 103 -
40
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TABLE (B12)
Centripedal Acceleration Only
TMEAS =__ 0.0 . Autofocus (Y9* Compass Yed; Vertical Doppler o)
' Altitude (Yes) 1
; 1
‘ TMEASI=__48 L QF 320 A |
.. ~ > Q
: ) &= 5
; g 2 £ 3 ) 3 2 ?
{ € Q Q L o 3 E
] = 3 L o 3 = < i
; Z .8 o (] > = 3= i
Q 3 ) [ > > S = < w :
- - © © Q < o
3 =L £ 2 % £ £ % € =
3 g = £ 2 G ] @ S o
' = - S < w Z > w Zz >
: No. 1 2 3 4 5 6 7 8 9
' 1 11 6 5 2 23 65 95 88 101
4 2 8 4 9 0.8 | 16 47 9% 85 101
3 1.2 | 7.5 1.3 | 44 54 54 95 82 101 !
4 4.7 2.7 3.2 | 61 41 35 91 78 101
5 7.6 2.5 2.07 7.75 5.35 6.5 88 77 101
| 6 3.5 0.70 0.86 | 36 27 13 85 74 101
~‘ 7 2.3 2.04 3.11 9.97 0.202 | 28 83 70 101 :
]
{ 8 1.2 1.7 3.5 11.9 5.7 26 80 67 101 f
9 3 0.063] 0.33 | 31 16 20 77 63 102 §
10 6.6 3.6 4.5 41 24 3.5 73 62 102 :
11 6.0 3.9 0.5 13 5.1 33 69 61 102 a
12 6.5 | 7.2 .185| 51 39 53 €6 57 102 1
13 10 9.0 2.8 18 17 51 62 56 102
14 10 10 1.0 9.9 13 59 58 55 102 1
. ]
15 10 10 0.3 15 13 41 55 52 102 |
16 11 11 1.6 | 14.8 | 12 43 52 50 102 f
17 il 11 1.3 14 7 6 50 48 102 ]
18 11 10 1.9 17 4.5 32 476 46 102 j
i
19 10 9.2 4.7 0.5 5.20 | 30 45 3
20 6.7 8 .8 17 8.7 28 44
M=7.1  Mm=h.0  M=2.36  M=20  M=16 M=33
o=3.5 o=3,7 o=2,16 o=17 o=14 o=18
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TABLE (B13)

L.O.S. and Centripedal Acceleration

. Autofocus {f ); Compass Fo); Vertical Doppler (NO)

TMEAS =_8
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L.O.S. and Centripedal Acceleration

TABLE (B13)
Continued

TMEAS = 8 : Autofocus (y ); Compass {No); Vertical Doppler (xg
. 3
4 TMEASI=_1048 - QF 320 ’
1 > ("]
@ 2
8 > | 2 S 9 S |
€ 'O O L % g = 1
Z 3 ® o > £ £ <
o 2 8 @ > > S Z < 5
© S 3 ° £ Q Q
| oo - b - -
g1 2| | 2| s |8 |5)| 3| |5
S5 S 3 < w Z > W] r B >
L No. 1 2 3 4 5 6 7 8 9 ,
/ ' 21 49 17 118 43 10 131 33 64 101
=58 M=11 M=131 [ M=48 M=9.8 M=130 i
=65 lg=4,7 | =168 |o=11.8 [o=10 g=2.5 !
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LADLE \DL14)
L.O.S. and Centripedal Acceleration
TMEAS =_8.0 , Autofocus (Y); Compass (Y), Vertical Doppler §0) ,
‘ TMEAS| = 1048 . QF 320
- . s > Q
3 2 % ® g £ £ <
el 2| 81| >z 18| | = |3
{i gl e|s| 2|3 |5 |s|z8|8§|¢&|
| 5 S 3 < & 2 > & z | > |
! No. 1 2 3 4 5 6 7 8 9 3
} 1 30 151 153 20 136 117 102 90 100
2 26 129 127 18 104 120 10i 88 101
3 21 135 135 19 155 117 102 85 101
4 19 85 117 67 16 132 100 80 101 j
5 22 17 123 22 49 126 98 80 101
6 19 79 123 16 96 122 96 78 101 j
7 16 68 120 21 38 126 95 73 101
8 15 64 120 3 54 125 $3 7 101
9 15 52 118 38 9 128 90 67 101 |
! S 10 17 42 118 47 2.5 129 87 65 101 j
| j 11 17 42 120 0.132 | 44 125 83 65 101
: | 12 18 32 115 58 15 128 81 60 101
13 20 29 115 28 12 125 76 61 101
| 14 20 27 115 20 17 125 73 59 102 |
= 15 20 24 115 24 13 125 70 57 102 §
16 20 22 115 23 11 125 67 55 102 j
17 19 20 115 21 12 116 65 53 102
‘ 18 | 19 18 117 22 9 128 |62 | st | 02 |
; , 19 19 18 119 5 21 129 60 50 102
| 20 17 19 119 8 39 128 58 48 102
, M=19  M=58 M=121  M=24 M=41
: - .2 » 5. o e o
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TABLE (B15)

L.O.S. and Centripedal Acceleration

TMEAS =8.0 , Autofocus (v); Compass (Y); Vertical Doppler (Y)

TMEASI=__1048 . QF __ 320

J it

; 3 s | 3
£ £ £ - ® 3 2
3 8 3 ® 3 2 £
2 3 b ] > i% £ <
o 3 Q Q > > © < ®
3 € 3 3 Q < Q
o 2 £ 2 % £ < % € €
a 5 ] £ ] S 5] a S ]
o - < w 4 > w < >

No. 1 2 3 4 5 6 - 7 8 9
) 19 54 110 6 67 1 98 89 101
2 14 41 70 4 4l 1 97 86 101
3 8 55 94 32 102 2 96 83 101
4 6 14 69 53 71 2 93 77 101
5 10 9 M . 9 0.18 1.7 89 77 101
6 6 15 17 29 51 1.3 86 74 101
7 3.8 8.8 | 1s 8.3 | s.2 1.5 84 69 101
8 2.6 7.9 7.4 9.1 | 14.4 1.6 81 67 101
9 3.2 0.6 | 6.7 26 29 1.7 78 63 101
10 5.9 6.4 | 0.117 36 39 2.2 73 60 101
11 5.6 5.3 | 6.5 11 11 2.9 69 60 101

12 7.4 11.6 | 17 47 48 2.6 66 55 102
13 8.9 13.4 | 25 17 19 2.7 61 55 102
14 8.9 14 29 10 12 2 57 53 102
15 9 15 29 14 16 1.5 54 51 102
16 9.2 15.5 | 28.7 13.8] 151 2.2 50 48 102
17 9.3 15 25 12 13 0.73; 48 47 102
18 9.4 16 19 14 14 1.0 46 45 102
19 5 12 18 8 3 3 37 3% 103
20 5 12 27 18 15 4 37 30 103
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