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PREFACE

This final report presents results of an 18-month study on Radio

Frequency (RF) Systems in Space. The study was performed for the Rome
Air Development Center (RADC) by General Research Corporation (GRC).
The work performed under this contract is presented in the following

five reports:

1.

2.

3.

4,

3.

A.C. Ludwig, J. Feeman, A.V. Mrstik, and J. Gardner, RF Sys-
tems in Space——Interim Report, General Research Corporation
CR-1-1048, September 1982.

A.C. Ludwig, J. Feeman, and J. Capps, RF Systems in Space--—
Final Report, Vol. I, Space Antenna Radio Frequency (SARF)
imulation, General Research Corporation CR-2-1048, December
1982.

A.V, Mrstik, D. Besté. R. Bartek, and P, Pazich, RF Systems
in Space--Final Report, Vol. II, Space-Based Radar Analyses,
General Research Corporation CR-2-1048, December 1982.

J.R. Feeman and J.D. Capps, SARF User's Manual, General
Research Corporation CR-3-1048, December 1982.

J.R. Feeman and J.D. Capps, SARF Sample Computer Simulation
Runsg, General Research Corporation CR-4-1048, December 1982,

The objectives of the study are:

1.

2,

3.

To develop and validate a space-antenna RF (SARF) simulation
for modeling the RF performance of large, space-based radar
systeas

To develop calibration/compensation techniques for large-
aperture space radars

To investigate passive, space-fed lens, space-based radar

designs




- & To analyze the survivability of space radar

S. To design ground-based validation experiments for large-

o d

aperture space radar concepts -

6. To investigate space radar designs for ground target ]
detection s

o

The first objective represents 2/3 of the total effort, and is e

covered by reports 1, 2, 4, and 5. The remaining objectives, 2 through s
3, are covered by report 3. The technical sections of the Interim
Report are reproduced as Appendix A of Vol. I.
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INTRODUCTION
General Research Corporation (GRC) has performed the Radio Fre-

quency (RF) Systems in Space Study in support of the overall Rome Air
Development Center (RADC) Space-Based Radar (SBR) program. The back-
ground for this program will be briefly reviewed to put the present work
in context, and then a summary of results will be given, followed by an
outline of the report organization.

l.1  BACKGROUND

The advanced development SBR technology program jointly sponsored
by the Air Force and the Defense Advanced Research Projects Agency
(DARPA) has provided a foundation in both technology and analysis to

support the development of operational SBR systems. These systems are

{ to be capable of detecting Soviet bombers, and perhaps cruise missiles,
in clutter. Six or seven satellites at a 5,600 n mi altitude could put
a fence around the northern United States for CONUS defense. At a 1,000
n =l altitude, 14-16 satellites would be required. In addition to CONUS
defense, SBRs are applicable to

Space object surveillance
Missile surveillance
° Ocean surveillance

Table 1.1 lists the characteristics of a representative large-
aperture space~based radar. 1t is a space-fed array using low-power,
solid-state transmit/receive modules embedded in a light-weight membrane
lens, electronically scannable over a large solid angle. Recent pro-
jJections based on the technology development programs suggest that such
a8 radar may be achievable in the mid- to late-1980s. These projections
have resulted from a number of significant advances in key technology
efforts, including:

L Lightweight transmit/receive modules
. Lightweight space-fed lens membranes
) Power distribution analysis




TABLE 1.1
REPRESENTATIVE SBR CHARACTERISTICS

Aperture 200X
Number of Elements 105
Gain 56 dBI
Power Radiated (Average) 5 kW
Bandwidth 2 MHz
Beauforming 1 beam
Scan Angle +25 deg
Transmit Sidelobes Uniform aperture illumination
Receive Sidelobes =70 dB (far out)
=40 dB (near in)

Nulls -110 dB
Temporal Sidelobes -80 dB

" Life 5 years

Structural analysis and simulation

Feed analysis and design

RF analysis and simulation of space-fed lenses
Analysis and simulation of adaptive nulling

Design of ground-based RF system tests

As the prospects of orbiting a large—aperture radar grow nearer,
-1t becomes increasingly important to tie together these technology pro-
grams carefully to insure that the various subsystem designs are compat-
ible, that no gaps are overlooked, and that the total design satisfies
the overall requirements for the system. The present study contributes
to the RADC program for fulfilling these needs.

1.2 SUMMARY OF RESULTS: SARF SIMULATION
The SARF simulation has been developed per the statement of work,
validated, and applied to selected radar concepts. The software is
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modular, and has a file structure that greatly facilitates any desired
future modifications to the model. This file structure is based on
three data sets which in principle totally define an antenna. Any
antenna can be considered as an array of radiating sources, and these

sources are totally defined by:

1. The complex-valued current excitation of each source
2. The x,y,Z2 coordinates of each source
3. The radiation pattern of each source

For an array antenna, each array element may be modeled as a single
source, elements may be subdivided into several sources, or several ele-
ments may be combined into a subarray source, depending on the problem
at hand (see Sec. 2.1.1.2.3). For a reflector antenna, the reflector
surface may be divided into sections and each section modeled as a

1
source.

81nplé array models typically assume a real, scalar, isotropic,
element pattern—i.e., each array element is assumed to radiate equally
in all directions, and the phase and polarization characteristics of

elements are ignored. The current source model in the SARF simulation o
includes complete phase and polarization characteristics, and allows .}
modeling of very complex sources, including subarrays, element failures, :%
and mutual coupling effects. e
Another possible simplification is to assume a planar, periodic, :iif
array lattice. In contrast, the SARF simulation will handle rectangular \“;
or triangular lattices deformed in three dimensions, and also gore fﬁ?
designs. An example of a circular aperture with 32 pie-slice shaped o
gores, where the lattice 1s rotated 11.25° from one gore to the next,
and where the gore edges introduce gaps between the elements, is given j‘%
in Sec. 2,1,.3.3. :Ej
RS
lThis is not necessarily the ideal method of modeling a reflector, but ;fi
it does allow use of the same software for modeling both reflectors and R
arrays. oy

15
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The first level of modeling the aperture illumination is to assume
an ideal set of current excitations—e.g., samples of a Taylor distribu-
tion~-perhaps with additive Gaussian errors and/or random total fail-
ures. The SARF simulation adds the capabilities of a large menu of
ideal distributions (see Sec. 2.1.1.2.1)--including monopulse difference
pattern distributions—and then models distortions introduced by the
feed, and by the lens. The lens effects include phase shifter quantiza-
tion, hon-linear behavior, and random gain (or loss) variations as well
as additive Gaussian errors. In addition to total failures, the simula-
tion can model partial power loss and/or phase bit errors, and major
changes in element patterns--e.g., due to deployment failures.

The wmodular file structure allows a serial processing of the
source excitation and location files. For example, the first stage of
the excitation file is derived by sampling an ideal aperture illumina-
tion at the element locations; this file is then read and processed by a

- multibean feed model to introduce feed distortions; at the next step,

lens effects are introduced. Therefore, any new source excitation
effects can be modeled in the future by inserting a new program module
at the appropriate point in this processing chain.

An important feature of the SARF simulation is its capability for
incorporating measured data. The source element patterns may be
adjusted to model measured element pattern data as shown in Sec.
2.1.1.2.3; the source locations can be distorted to model measured sur-
face Hata written on magnetic tape, similar to the method for incorpor-
ating computed thermal distortions as discussed in Sec. 2.3.4.2. Meas-
ured module data is well represented by the non-linear model as shown in
Sec. 2.3.2.7.

The SARF simulation has been validated by comparing computed
results with analytical, numerical, and experimental data. In additiom
to the typical analytical cases (uniform illumination, Taylor distribu-
tions, etc.), checks have been made against a binomial distribution,
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,; which provides an exact analytical standard at levels of -120 dB and
lower. Recently, data has been obtained from Grumman on patterns meas-
ured using their test article 2 (TA-2) array,l and excellent agreement

has been demonstrated between the simulated and measured patterns as
shown in Sec. 2.1.2.6.

Applications of the SARF simulation have of course just begun,
since the main thrust of the present effort was the development and
validation of the model. Nevertheless, interesting results have already

been obtained. The 32 section gore design mentioned above is shown to
still produce unacceptably high sidelobes, and design and evaluation of :553
improved gore designs is clearly one fruitful area for future work. The :;%?
effect of displacing a feed for a 23 x 60 m elliptical aperture space- j;:ﬁ
fed array has been briefly studied, showing that feed tilts of 1 degree E;Ei
and displacements of 0.05 m are acceptable even for low sidelobe illumi- B
nations. The SARF simulation has also been applied to another contract ku:
to evaluate the effect of shrapnel on a large phased atray.2 The abil- :

ity of the SARF simulation to model complex element failure modes was -
critical to this study, since phase-bit errors were one of the primary N
failure modes to be studied. S

The results obtained to date give some indication of the broad i
applicability of the SARF simulation. Some interesting future applica- e
tions include: T

o Design optimization (such as the gore design problem men- o
tioned above)

o Evaluation of alternative SBR concepts T

® Modeling experiments and incorporating experimental data j}x
into the model T

o

lJohn R. Diglio, private communication, August 1982, Ry

zﬂainbean Precursor Jammer Study, Ballistic Missile Office (BMO), Norton
AFB Contract F04704-82-C-0011.,
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o Identification of technology gaps and potential performance
payoffs if improvements can be achieved

) Parametric studies of effects such as feed displacements and

module non-linearity
) Nulling studies

[ Evaluation of calibration and compensation techniques

The SARF simulation was written in CIFTRAN, a GRC structured
language processor for Fortran programs, and developed on the Digital
Equipment Corporation VAX-11l computer at GRC; it has also been installed
on the RADC VAX, Wide utilization of the model is anticipated for the

above apnlications and for new uses that cannot be currently foreseen.

1.3  REPORT ORGANIZATION

The results of the first six months of this study have been pre-
sented in an interim report, which includes much of the analytical
foundation of the SARF model, and portions of the validation data.
These results are not duplicated in the main body of the report, but are
summarized or referenced when appropriate; the technical sections of the
Interim Report are attached as Appendix A.

Section 2, of Vol. I, of this final report, describes the develop-
ment of the SARF simulation. (Volume II contains Secs. 3 through 7,
which describe the results of the remaining RF Systems in Space tasks.)

Section 2,1 provides a summary of the SARF simulation accomplish-
ments. First the simulation design and development 1s described in Sec.
2,1.1. We review the specifications originally given in the statement
of work, and show how the simulation was developed to meet these
requirements. The validation of the model is then covered in Sec.
2.1.2, including comparisons of simulated array performance and experi-
mentally measured array patterns. Applications of the simulation to
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specific SBR antenna concepts are then presented in Sec. 2.1.3, includ-
ing antenna pattern calculations representative of full-scale SBR
designs.

As noted above, most of the supporting analysis for the simulation
is given in the interim report. One particularly difficult area con-
cerns the accuracy of the simulation for antennas with distorted sur-

faces. Section 2.2 presents analysis of this issue, and provides a
methodology to insure accurate results for these cases.

The simulation software is described in Sec. 2.3, providing suffi-
cient detail to understand the functions of the model. Further detail
on the software is provided in the User's Manual.l

lJ.R. Feeman and J.D. Capps, SARF User's Manual, General Research

Corporation CR-4-1048, December 1982.
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2 SPACE ANTENNA RF (SARF) SIMULATION

2.1 SUMMARY OF SIMULATION SPECIFICATIONS AND ACCOMPLISHMENTS
The RADC statement of work for the SARF simulation can be divided
into three categories:

1. Development of a comprehensive RF computer model for space-

based radar antennas

2, Validation of the model using theoretical and experimental
data

3. Application of the model to selected concepts

In order to accurately evaluate performance differences between alter-
nate SBR concepts, the model must include all significant structural and
electrical effects, and be applicable to a wide scope of designs. The
model development to meet these requirements is described in Sec. 2.1.1.

Since the utility of the model is completely dependent on the
credibility of the results, model validation {s at least as important as
model design, and Sec. 2.1.2 discusses several of the procedures used to

" test the model, including its internal validation capability using a

brute-force evaluation of the exact array equation.

The ultimate purpose of the model is, of course, to evaluate the
performance of specific concepts and parametrically evaluate the effect
of component and subsystem performance levels, Some initial applica-
tions of the SARF simulation are given in Sec. 2.1.3, which indicate the
broad range of potential uses of the model, as well as providing some
significant initial results.

2.1.1 SARF Simulation Design and Development

The SARF simulation has been designed and developed to meet the
following requirements:
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Use modular software design and structured code to facili-
tate any desired future modifications

Model all structural and electrical effects which signifi-
cantly impact antenna performance

Model all potentially useful antenna designs
Output all pertinent performance parameters

Incorporate prior technology program results to the greatest

possible extent

The following sections will discuss each of these requirements in

turn, desctiﬁing how the simulation was structured to satisfy the speci-
fied need.

2,1.1.1 Modular Structure of the Simulation

The overall structure of the simulation is shown in Fig. 2.1. As
mentioned previously, this structure is based on three sets of data
which totally define the antenna:

o The source current excitations In
° The source location vector Sn

° The source element pattern f;

The current excitations and source locations are represented by
similar data files, with one entry for each array element (or other
source of radiation). For the current excitation, the entry consists of
a complex number representing the real and imaginary parts of In « For
the locations, the entry consists of three numbers representing the
Cartesian coordinates of the element location vector p . These data
files are processed in a serial manner to model various structural and
electrical effects, as shown in the flow chart, Fig. 2.2. For example,
as previously described, the nominal (ideal) excitation file is input to
the feed/lens programs, which perturb the excitations, and write a new

data file representing the true excitations.
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INPUT

l

PREPROCESSING

NOMINAL
EXCITATION
FILE

NOMINAL
LOCATION
FILE

ELEMENT
PATTERN
DATA

ON-LINE OFF-LINE
DEFORMATIONS DEFORMATIONS

TRUE
LOCATION
FILE

FEED/LENS
PROGRAMS

TRUE
EXCITATION
FILE

PATTERN CALCULATION
(FFT OR BRUTE FORCE)

l

OUTPUT
ROUTINE

Figure 2.2. SARF Simul. tion Flow Chart
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The source element patterns are represented by a data set for one
or more distinct types of element patterns, as discussed below, and are

specified in their true and final form by the input data.

Once the three basic data sets are established, they are processed
by the pattern calculation software modules to compute the antenna char-
acteristics. Finally, a set of output routines provides one or more of

the user selected output options described below.

The computer code implementing this modular simulation structure
is written in CIFTRAN, a GRC developed structured language preprocessor
for FORTRAN programs. Detailed information on the code is contained in

the User's Manual.

2.1.1.2 Structural and Electrical Effects Modeled
The primary structural and electrical effects modeled are shown in

Fig. 2.1. All effects must be manifested in the three basic data sets,
and the models for each set are discussed below individually.

2.1.1.2.1 Source Excitation Model

The bottom line output of the source excitation model is the data
file of true source excitations I, at the target side of the lens, as
shown in Fig. 2.3. There are two stages in the model: (1) the feed,
and (2) the lens. The feed portion of the model provides the excitation
at the feed side of the lens, and the lens portion models the effects of
the feed side elements and lens modules to transform the feed side exci-

tation to target side excitations.

As shown in Fig. 2.3, the SARF simulation provides an option of
three types of feeds, including a multibeam space feed and a corporate
feed, and two lens model options. The lens can be active or passive.
These models are described in detail in Sec. 2.3.2.
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SOURCE EXCITATIONS I,

AT TARGET-SIDE
ELEMENTS FEED OPTIONS
® MULTIBEAM FEED"
LENS ® CLUSTER FEED/POINT FEED
FEEDSIDE ® CORPORATE FEED e
S
 ELEweNTs ® MANY APERTURE DISTRIBUTIONS 3
LENS OPTIONS 2

® ATLANTIC RESEARCH
HAM/FAM MODEL (OFF LINE)
® SARF ON-LINE MODEL

FEED ARRAY

BEAM TRANSMIT
FORMING WEIGHTING —
NETWORK NETWORK

*FROM RAYTHEON FINAL REPORT FOR LOW-SIDELOBE SPACE-FED LENS ANTENNA
TRANSFORM FEED STUDY.

Figure 2.3. Source Excitation Model

For corporate fed or multibeam space fed designs, the source exci-
tation model begins with a file derived by sampling an ideal aperture
illumination, which may be selected from the comprehensive menu given in
Table 2.1. For the cluster feed/point feed options, the user must
directly input the feed excitationms.

Element failures in the feed array and/or the lens are also
modeled in this section of the code, but only total failures, where the
excitation current is zeroed out. More complicated failures such as a
partial loss of power, dropped phase shift bits, etc., are modeled using

the element patterns as discussed below.
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2 .

SARF SIMULATION NOMINAL APERTURE DISTRIBUTIONS

o
. Pt
. i L.
s .

° Apply to Corporate-Fed or Space-Fed Designs With Array Feeds

° Sum Patterns

' - Uniform, Cosine on a Pedestal, Gaussian - F
'ﬁ =-  Generalized Taylor, Bickmore-Spellmire -]
X - Blackman, Kaiser, Hamming Z:il
¥ - Triangular, Bessel, Cubic o]
o - Binomial, Impulse ; %
¥ ° Difference Patterns fiﬁ
;§ - Any Sum Pattern Distribution But With Difference Phasing ,;i
el D
} - Bayliss g

5

; 2.1.1.2.2 Source Location Model
The bottom line output of the source location model is the data ;;4
file of true source locations ;n at the target side of the lens. The -}fj

source location model begins with a file of nominal source locations on

RO LI

a planar periodic grid. The options for the nominal array design

" include: %;;
g% o Rectangular, circular, or elliptical aperture i;j
gé Rectangular or triangular element lattice ‘EiE
;f Uniform lattice, or circular gore designs 1, 2, or 3 sey
}4 Examples of gore designs are given in Sec. 2.1.3.3. These nominal loca- ;Tﬂ
g& tions may then be perturbed systematically and/or randomly. Systematic fff
5 deviations may be specified by a polynomial displacement in the x, y , f;ﬁ;
- and 2z coordinates, respectively, representing membrane in-plane per- ;:j
;; turbations (i.e., stretching), and out~of-plane perturbations, as illus- :

g trated in Fig. 2.4. Alternatively, point-by-point structural deforma-

;g tions obtained experimentally or by off-line analysis may be input on 1

% 26
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TILT ANDIOR HORIZONTAL VERTICAL
TRANSLATION WARP CURVATURE CURVATURE

® SYSTEMATIC POLYNOMIAL DISPLACEMENT IN X, Y, AND Z COORDINATES
@ POINT-BY-POINT DATA INPUT BY TAPE (E.G. DRAPER DATA)
® RANDOM DISPLACEMENTS IN 3 DIMENSIONS

Figure 2.4. Source Location Model

tape. An example using deformations calculated by Draper Labs for orbi-
tal thermal effects is given in Sec. 2.1.3.2. Finally, random deforma-
tions in any or all three coordinates may be specified, by inputting

standard deviations Oys O

y ° and o, » one for each coordinate.

2.1.1.2.3 Source Element Patterns

The bottom line output of the source element pattern model is a
complex vector valued radiation pattern er,w) , where 6 and V¥ are
the spherical angular coordinates of the output antenna pattern. This
pattern is in general derived from a source model consisting of one or

more current segments. The SARF simulation provides options for

1. A simple isotropic source pattern

2. One or more types of sources (up to 10 types)

3. One or more current segments per source (up to 50)
27
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Simple Sources. For an isotropic source pattern, no further input

is required, and a uniform amplitude, phase, and polarization pattern is —
used for all array elements. The next level of sophistication is to ii;ﬁ
still assume all array sources are identical, so only one source type is ‘
specified, but model the source by a single current segment. This pro- Fgf]
vides the amplitude (phase is uniform), and polarization characteristics iy
of an infinitesimal dipole.

Complex Current Sources. By increasing the number of current seg-

ments, increasingly complex elements can be modeled. For example, Fig.
2.5 shows an example of a dipole over a ground plane. The dipole is
represented by three segments, and the feedline by one segment, illus-
trated by the short arrows. The ground plane image is then represented
by four additional segments for a total of eight segments. The data set

for the current segments consists of

® Three numbers defining the x, y , and 2z coordinates of
each current segment (with respect to the dipole phase
center)

) Six numbers defining the real and imaginary parts of the x, :}?u

y , and z components of each current segment

Therefore, each current segment is defined by nine numbers, so for the
eight current segments in the example of Fig. 2.5, 72 numbers are
required; typically only a few of these numbers are non-zero. For
example, in many problems the feedline radiation is negligible, elimi-
nating two segments; the dipole has only real currents in the y direc- - A
tion, eliminating the x and 2z current components, and the imaginary
parts of the currents. This leaves the real part of the y current and A

the location of six segments to be specified, or 24 numbers.

Examples of current segment models are given in Fig. 2.6. With
increasing levels of complexity we show an isotropic source, an infini- :3_

tesimal dipole--which is a good representation of most short radiators,
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X
5 such as a short bowtie-—a half-wave dipole, and a half-wave dipole over

e a ground plane. A half-wave dipole can be modeled very accurately with .
né? three current segments with the amplitudes and spacing shown in Fig. Z;
?f 2,6. The discrepancy between the continuous half-wave source and the jf
?i: three discrete sources is less than 0.0005 dB over the 0-80° range in :
= 0 .« Over a typical mid-altitude SBR coverage range of 22 degrees, there

; is not a great difference between the amplitude patterns shown in Fig. -
é% 2.6; however, there are cases where differences can be important: f
f% e Differences in phase and/or polarization can have a profound

effect on nulling

° Differences at wide angles are important for ECCM against :;:

satellite jammers for mid-altitude SBRs, and against earth- éf

basded jammers outside the coverage region for low altitude 5}

. SBRs ﬁ;
Eg Another common element type is a dipole turnstile, which provides ;i:
R circular polarization. A turnstile is modeled by modeling two dipoles, e
. one polarized in the x~direction, and the other in the y-direction, with ;;
jﬁ ~ the currents of one set equal to the complex conjugate of the currents _ﬁ
%%. of the other. =
Microstrip Radiators. A microstrip radiator may be approximated s

B closely by the current segment model using the duality principle illus-~ RN
f% trated in Fig. 2.7. The first illustration represents the real physical

problem of a conducting disk a distance h over a ground plane (the

dielectric substrate and other details could be included but wiil be

- omitted for simplicity). Using image theory, this problem is equivalent

to the second problem of two facing conducting disks separated by 2h .

NP 1 e e .
. ST A
[ A N & AN A *
C Lt PR A

.
)

Ve Then the next step is to construct the "dual” of the second problem, a S
thin conducting ring of width 2h , shown as problem #3. Problem #2 is

1

in principle an exact equivalent of problem #1. However, problem #3 is

o

*

not an exact equivalent of problems #1 and #2, although it may be suf-
ficiently close. Duality is exact for some problems; the classic
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-
PROBLEM M PROBLEM #2 PROBLEM #3
CONDUCTING DISK OVER A CONDUCTING DISK AND ITS CONDUCTING RING
GROUND PLANE MIRROR IMAGE (DUAL PROBLEM)

Figure 2.7. Duality Solution for Microstrip Radiator

example is the duality between a slot in a conducting ground plane and
its dual of a thin flat dipole.1 The trouble with the particular prob-
lem we are dealing with here is illustrated in Fig. 2.8. For problem
#2, the E~field lines are always exactly perpendicular to a perfectly
conducting disk; for problem #3, the magnetic field lines are slightly
off-perpendicular at the corresponding point on the ring plane. For
small widths h the solution will certainly be very close, but if the
ground spacing becomes large, a significant error may be introduced.
Assuming that the duality approach is adequate, the ring may be modeled
in a manner similar to a dipole, with current segments representing the
ring. The electric and magnetic fields are reversed in going from prob-

lem #2 to the dual problem #3, so the resulting antenna pattern is a

lR.J. Compton and R.E. Collin, "Slot Antennas,” Chapter 14 in Antenna
Theory Part 1, R. Collin and F. Zucker, eds., McGraw-Hill, 1989.
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Figure 2.8, Error in Duality Solution

magnetic field pattern, which has the same amplitude and phase, but
orthogonal polarization to the electric field pattern.

Reflectors. As stated previously, a reflector can be modeled by
dividing the reflector surface into patches and modeling each patch as a
source. In principle this procedure is quite accurate, and it has been
shown that with patches 2/3 of a square wavelength in size, deriving the
current segments from the physical optics approximation, very accurate
results can be obtained.1 In practice this can be very cumbersome, and
since the reflector deviates substantially from a plane, the issues dis-
cussed in Sec. 2.2 can be a problem. A better alternative, based on
aperture theory, is to divide the reflector aperture into equally-sized

IA.C. Ludwig, Calculation of Scattered Patterns From Asymmetrical
Reflectors, Jet Propulsion Laboratory Technical Report 32-1430,
February 1970.
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square patches, and then model the square aperture patch by a set of
current segments roughly a quarter-wavelength apart. This technique is
easy to implement and will provide accuracy equivalent to aperture inte-
gration, which is quite good except at very wide angles.l Surface dis-
tortions can be approximately modeled by selecting the corporate feed
option, and by inputting twice the axial distortion that is physically
preient in the reflector, to account for the two-way path length error
present in the reflector. This approximation is less accurate for deep
dishes (low focal length to diameter ratios), and program modifications
should be made 1f accurate results are desired for such cases.

Subarrays. To reduce the number of phase shifters, phased array
antennas frequently employ subarrays, in which several array elements
are driven by a single phase shifter. Such subarrays are easily modeled
using the SARF simulation source element pattern model, by defining the
source to be the subarray, and inputting one (or more) current segments
for each element in the subarray. The phase center of the subarray is
the reference point for the current segment coordinates, and one sub-
array is placed at each source location point Bn « This not only pro-
vides & faithful representation of the antenna, but reduces the computer
time by a factor roughly equal to the number of elements in the sub-
array, and can be used for this purpose too. All of the other features
discussed in this section may be applied to such subarrays, providing
tremendous flexibility. The application of the SARF simulation to the
defense suppression weapon concept discussed in Sec. 2.1.3.6 involves
2 x 2 subarrays with various failure modes, as an example of this
capability,

Mutual Couplin&. There are basically two alternative concepts for
handling mutual coupling effects:

18. Silver, Microwave Antenna Theory and Design, McGraw-Hill, 1949,
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iéj 1. Neighboring elements induce currents in the element under
o consideration (say element n), and all of these currents are
superimposed to obtain a new current excitation L. jij
2, The element under consideration induces currents in neigh- fii
boring elements, and all of these induced currents are ;f:
considered to be additional source currents associated with 5;ﬁ
?{ the nth element, producing a new element pattern ?;(e,¢). b
% Both of these approaches are in principle exact, if all details are pro- .
;g perly handled. The first approach is the one adopted by Atlantic __;
I Research Corporation in their HAM/FAM model,1 and is manifested pri- ;;4
iﬁ marily by perturbing the element excitation file. A different set of Ets
_ﬁ excitations is obtained for each beam scan angle. Although the current j;:
'é shape also changes on each element, to the first order the element pat- .
; tern F;(G,Q) is unchanged. The current segment model used by the SARF
‘g simulation is adopted from the HAM/FAM model so the currents can be read
:g in from a tape generated by this model to include these effects as well.
X
. The second approach can be directly implemented on-line using the
ig SARF element model. In this case, the excitation file is unchanged by
;ﬁ mutual coupling, and the model is valid for all scan angles.
e

An example of this approach is provided by the modeling of the
Grumman TA-2 array data. Figure 2.9 shows the 19-element test array
used to measure the embedded element patterns. The center element was

st

o driven, and the remaining 18 elements were terminated in a matched load.
tl The numerical values shown by each element were determined empirically
?E by GRC to match the measured element patterns. These values represent
g§ the currents induced by mutual coupling in the terminated elements, and
;; the driving current in the center element. This array of 19 currents is

1H.K. Schuman, D.R. Pflug, and L.D. Thompson, Space-Based Radar Arra

y System Simulation and Validation, First Technical Report, RADC-Tﬁ-E%-
x 253, Rome Air Development Center, September 1980.
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Figure 2.9. Grumman 19-Element Test Array
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then defined as the current set for each source in the array. One such
source is located at every element location in the array, so there is a
large overlap between sources. This overlap provides the equivalent
superposition that one would obtain with the alternate ARC approach.

The patterns resulting from this model are compared to the meas-
ured Grumman datal in Figs. 2.10 and 2.11, These figures clearly demon-—
strate that the model provides an excellent means for incorporating
measured pattern data including the effect of mutual coupling. The

principal polarization is matched very well over a large angular

I};hn Diglio, op. cit.
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'% sector—-much larger than the scan sector of an SBR. The only signifi- Sii
lk : cant discrepancy is that the model has zero cross polarization, whereas oo
2§ the measured data cross polarization-——particularly in the E-plane—-is Fid
2 significant. Figures 2.12 and 2.13 show full 3D plots of the principal <
fg and cross polarization predicted by the model. It is seen that the i;i

cross polarization is zero only in the two principal planes; with even a ’uj
1% slight deviation from the principal plane, the cross polarization pre- ]
5 dicted by the model is significant. In Fig. 2.11, the level of cross
5% polarization is shown for a 4° off-axis cut through the pattern, which
| is roughly in agreement with the measured values. This suggests the T:}
ﬂ possibility that there was a slight misalignment in the experimental -
?% setup. N
i Multiple Types of Sources/Partial Failures. The assumption that
%' all sources in the array have the same radiation pattern is a common one
; since it greatly simplifies array analysis. There are cases in which
% this assumption is unsatisfactory, e.g.,

1. ~ Edge elements which exhibit significantly different mutual

5 coupling effects
ii 2, Element failure modes other than total shutoff
N The SARF simulation provides the capability of modeling up to ten dif-
ii ferent element types per array. For the mutual coupling modeling tech-
% nique just discussed (for a uniform infinite array) one embedded element
Q% pattern would be sufficient to determine the pattern characteristics of
-

the full active array. However, in general, patterns for edge elements
(or any other element with a unique environment) should be measured

individually, and each significantly different type assigned its own set
of currents. This is analogous to the ARC HAM/FAM model, where the FAM

ckr

“o TR

analysis assumes all elements behave identically, and the HAM analysis
corrects for edge elements, etc. If more than one embedded element pat-
tern is measured, then it is important that phase be measured as well as

amplitude, in order to correctly model the patterns. This is due to the
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Figure 2.12. SARF Simulation of TA-2 Embedded Element Pattern,
Principal Polarization
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Figure 2.13, SARF Simulation of TA-2 Embedded Element Pattern, Cross
Polarization
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; fact that the superposition of the patterns depends on the relative

‘ phase of the patterns themselves, as well as the relative phase of the -
ﬁ element excitations. }
fﬁ Partial failures of elements can be modeled by defining a source ‘i.

i type which, when superimposed on the nominal source, produces the ;i%
~ failure mode. These failures may be distributed randomly over the -;:
% aperture, or within specific areas, as discussed in Sec. 2.3.3.3. Seve- 5;;
8 ral examples of partial failures are given in Fig. 2.14. The nominal s
: source (a) is assumed to be a single unit current segment at the source ;44
b coordinate origin. The source shown in (b) has a segment to exactly T:ﬂ
;‘ cancel the nominal segment, and a second segment displaced by a distance :;f
B d ; the superposition of (a) and (b) is thus one segment displaced a ﬁ{ﬁ
- distance d . The superposition of (a) and (c) is a unity amplitude -

ﬁz current but at a phase of 22.5 degrees. The superposition of (a) and

LRI

2 Y 3
Y ) z
K
¢ X X —————e e
10 MAGNITUDE 0.3902
PHASE 101.25°
" (A) NOMINAL SOURCE (8) SYSTEMATIC DISPLACEMENT (C) ONE-BIT PHASE ERROR

BY A DISTANCE d OF 22.5°

3 0.1736
i ——r e e )
2 -0.2929 -00152
Y
»
.Y (D) 3 08 POWER LOSS (E) 10 DEGREE ROTATION
¢ IN THE X-Y PLANE
n
M

Figure 2.14. Partial Failure Examples
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(d) represents an element with a 3 dB power loss, and (a) and (e)
results in an element rotated 10 degrees in the x-y plane. As men-
tioned previously, an application is given in Sec. 2.1.3.6 which

involves multiple partial failures as well as subarray modeling.

Random Pattern Deviations. Random deviations in the element pat-

terns due to, say, manufacturing errors can also be modeled with the
SARF simulation by specifying a statistical variance envelope for the
patterns. This procedure is described in Sec. 2.3.3.2.

Source Element Pattern Summary. The SARF simulation source ele-

ment pattern model is very general and allows a rich diversity of
effects to be included, as the above discussion amply demonstrates. The
range of options goes from the trivial isotropic radiator assumed in
simple array models, to modeling mutual coupling effects of several ele-
ment types. The burden on the user also ranges from trivial to substan-
tial, and clearly the more complex models should only be used when they
are really necessary. For cases involving simple dipole radiators where
phase and polérization are not critical, an isotropic radiator or infin-
itesimal dipole will probably suffice. Cases requiring more complex
models include:

1. Complex elements--e.g., microstrip radiators

2, Evaluation of vulnerability to jammers at wide angles

3. Nulling simulation and other problems sensitive to phase and
polarization

4, Arrays utilizing subarrays
5. Incorporation of experimental data
6. Partial element failures

For such cases the flexibility of the model is essential, and it is pre-
cisely for such cases that a sophisticated simulation really shows its
value.
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as reflectors (and can also utilize offset feeds).
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2.1.1.3 Antenna Designs Modeled ;i"t

A menu of potential antenna design variations is given in Table ;jhl

2.2, along with SARF capabilities. All of these antenna options have j:;i

been discussed in the previous section, with the exception of reflect ff;{

arrays and the differences between active and passive lenses, which we ?}ff

will briefly cover here. ?fjg

Reflect arrays have, to our knowledge, not been seriously proposed fij;i

as a SBR option. Lens arrays are, to the first order, unaffected by ;153

structural deformations perpendicular to the array face, so they are E::i

relatively insensitive to mechanical errors. Reflect arrays, on the B

‘ other hand, have the same sensitivity as reflectors to such deforma-~ f:}ﬁ
: tions. In addition, reflect arrays have the same feed blockage problems ;;ié
——d

f For these reasons, the SARF simulation was not designed with spe-
l cial provisions for modeling reflect arrays; however, they can be
modeled by

1. Using the corporate-fed option

2, Doubling the true mechanical deformations, as discussed for
reflectors

3. Blanking out regions blocked by the feed using the tech-
niques discussed in Secs. 2.1.1.2.3 and 2.3.3.3

Active lenses have an amplifier following the module phase
shifters, but are otherwise the same as passive lenses (see Sec. 4 in
! Vol. II). Beam scan and phase quantization are handled identically for

the two cases. The difference between the two designs is modeled in the
SAKF simulation by the insertion amplitude and phase random polynomials
given in Sec. 2.3.2.7. Specific differences would be:

; 1. The linear gain coefficient would be greater than one for an

active lens, less than one for a passive lens to model phase

41
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TABLE 2.2
k SIMULATION SCOPE--ANTENNA DESIGNS —
. S
3 o
2 Active or Passive Space-Fed Lens, Reflect Arrays L
) .
g ) Raytheon Model of Space Feed oo
i Cluster Space Feed "]
g Lens lransfer Characteristics for N-Bit Phase Shifter With —
A Random Polynomial Gain S
L ] Full Feed Path Length Effects for Defocusing, Squint, Lens ijf:
A Distortions o ]
w4
| Corporate-Fed Arrays o
E ° I1deal Feed Network E;ﬁ;
§ ° Lens Distortions in Any Dimension ) %;
s Reflectors With Phased Array Feed
é . Phased Array Feed is Modeled
. ° Reflector Segments Modeled as Array Elements
Wide Variety of Array Elements
. ° Very General Current Segment Model
o Infinitesimal Ideal Dipole
. ] Half-Wave and Bowtie Dipoles
° Turnstiles, Microstrip
Flexible Element Geometry
] Rectangular or Elliptical Aperture
‘ ° Rectangular or Triangular Element Grids
: ° Gore Designs
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shifter losses, and the variance would reflect random gain

variations and loss variations, respectively.

2. The square law and AM/PM terms would normally be zero for a

passive design.

Active designs are also subject to gain variations due to the power dis-
tribution system, which can be modeled using the partial failure tech-
niques discussed in the previous section.

2.1.1.4 SARF Simulation Outputs
The basic output of the SARF simulation is the full antenna pat-

tern of the array. This data can be displayed in several formats:

Three-dimensional plots
Contour plots
Histograms

Pattern cuts

Tabular data

An example of a 3-D plot is shown in Fig. 2.15, and a complete set of
sample outputs is given in Appendix A.

The pattern cuts can be obtained along constant cuts in “sine

space” coordinates

Tx 2 gin 6 cos ¢
(2.1)
Ty z sin 6 sin ¢

where © and ¢ are the polar and azimuthal antenna pattern angles
(also see Fig. 2.45). This pattern data provides the information listed
in Fig. 2.15. The gain data is currently approximate, since mutual
coupling effects are neglected; an improved gain calculation is being

developed under another RADC contract, and the intent is to incorporate
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Figure 2.15. SARF Simulation 3-D Plot Output

the results in the SARF simulation when available. A similar set of
parameters may be derived for monopulse patterns, as shown in Fig. 2.16.

A
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i It is important to note that the SARF simulation outputs the

Cartesian field components Ex and Ey ; for far-field patterns with no
2

radial component this may be converted to polar field components by

v cos ¢ Ex + sin ¢jy
N E -
N e cos §
(2.2)
E = -gin ¢ E_ + cos ¢ E
y ¢ * Bx * By -
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2.1.1.5 Technology Results Incorporated

° A printout of the input parameters 'i

° An option to plot the aperture illumination f"‘i

§ ° An option to plot the element locations o
L AR
a Further information and output examples are given in Sec. 2.3.1.2. S
o

§ ]
-

Prior RADC and DARPA technology programs provided a broad range of
results relevant to the SARF simulation, and the last objective stated

i Rl B &

at the beginning of this section was to incorporate these results to the

fullest extent. This not only avoids duplication of effort, but :qfﬁ
i enhances compatibility of the simulation with other programs. The ;fjé
; interfaces with other technology programs are shown in Fig. 2.17. e

Results incorpnrated into the SARF simulation include:

'y RF Analysis. The ARC element model was adopted so that HAM/
FAM model outputs could be written on tape and input to the
SARF simulation. The Parametric Antenna Analysis System
(PAAS) model developed by Simulation Technology, Inc. (STI)
was incorporated as the basis for the efficient computation
section of the simulation.

° Structural Analysis. The SARF simulation was designed to

R S

accept a tape written by the Draper Labs structural model.
A case run with such a tape is discussed in Sec. 2.1.3.2.

' Membrane Development. The Grumman data on TA-2 was used in

L T . S

the incorporation of embedded element pattern data discussed
in SCCu 2.1.1'2.3.

' Adaptive Nulling Techniques. Syracuse Research identified

solar panel multipath as a primary potential problem area,
and the multipath model discussed in Sec. 2.3.2.6 was
designed particularly for this case.

® Ground-Based Validation. The Grumman TA-2 data was used as

" the basis for comparing measured and simulated array pat-
terns, as discussed in Sec. 2.1.2.6.
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® Space Demonstrations and Utility Analysis. These are future

technology programs and interfaces are planned as part of a

follow-on contract.

° Power Distribution. The simulation will model power varia-

[t tions in sections of the antenna, as discussed in Sec.
‘,af 201.1.2.30
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program was incorporated, and it 1s shown in Sec. 2.3.2.7 O
i that the non-linear behavior is important and well modeled oo
:? by the simulation. o

° Feed Design and Development. The Raytheon multibeam feed

program was incorporated as the basis for the space-feed
section of the model, as discussed in Sec. 2.3.2.5.

)

System/Antenna Concepts. One of the preliminary gore

7T A
[ J

designs (#3) was simulated for a 37 m diameter circular

aperture, as given in Sec. 2.1.3.3.

In addition to these specific items, there has been an on-going
interaction with technology contractors, via visits and RADC program

reviews, which has strongly influenced the development of the
simulation.

2.1.1.6 Conclusions on SARF Simulation Development
. The SARF Simulation has been developed in accordance with the
4 statement of work, and the result is a powerful simulation with tremen-
; dous versatility. The simulation has already proved to be useful and
adaptable to a wide range of problems. Inevitably, new problems will

create new requirements, but the simulation has also demonstrated great
flexibility: the modular file structure designed for ease of model
additions and modifications has also proven to work well for the changes
already incorporated.

2.1.2 Validation of the Simulation

As noted previously, model validation is aépleast as important as
model design, since the ability to obtain a result is not worth much if
you do not believe it after you get it, One major difficulty in vali-

v Ao

dating a nev powerful simulation is finding a benchmark to compare it
to; almost by definition, nothing else exists with equivalent capabil-
ity. The most satisfactory single answer is to use experimental data,
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but experiments also have their problems, and in the present case the
availasble dats is rather limited. A better answer is to draw on a wide
variety of results, including experimental data, and to continue the
process with each new application; e.g., for the feed defocusing data
presented in Sec. 2.1.3.5, the beam shift can be checked against a
simple analytical calculation, and some test cases with high sidelobes
can be run for which published data is available. A related problem is
that the SARF simulation is so broad in scope that the number of poten-

tial test cases is virtually limitless, and it is impossible to truly
test it exhaustively.

The validation procedure that was designed to deal with these
problems is as follows:

1. The SARF simulation has a built-in-test internal validation
capability, for numerical accuracy checks.

2. Each major program module (e.g., the structural deformation
code, or the source pattern model) was checked individually
before interfacing it with the simulation. These checks
consisted of a series of runs designed to exercise all parts
of the code, with output checked numerically against the
model equations.

3. The full model was checked against available analytical

cases.

4, Comparisons were made with numerical data available from
other models.

5. Comparisons were made with the measured TA-2 array data.

We will discuss each of these steps in the following sections. 1In
most cases, a summary of the procedure will be given, but one detailed
example regarding multibeam phase errors is included, and further

detailed cases are given in Appendix A.
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2.1,2.1 Internal Validation
As discussed previously, and shown in Figs. 2.1 and 2.2, the sim-

ulation is designed around the three data sets defining the source exci-
tations, locations, and radiation patterns. These three data sets are
then processed by the computational modules to compute the antenna pat-
tern characteristics. As shown in Sec. 2.3.5, for large arrays it is
essential to employ efficient computational techniques--otherwise liter-
ally years of computer time would be required. The SARF simulation
employs a fast-Fourier transform (FFT) technique adopted from the PAAS
model. This technique is approximate, and care must be taken to avoid
numerical errors (see Sec. 2.2). To avoid any lingering doubts about
numerical accuracy (and to also provide the capability of high-accuracy
calculations over a wide dynamic range for null calculations), the simu-
lation has an alternate brute-force calculation technique. Both the
brute-force and FFT methods operate on the same three data sets, so this
provides a means of directly spot-checking the numerical accuracy of the
efficient technique. This capability was heavily utilized during the
validation procedure, and may be exercised by a user on any computer
run.

2.1.2.2 Program Module Validation

Appendix A contains detailed validation results on the element
pattern model which will not be repeated here. An example of such data
is provided by Fig. 2.6; these element patterns calculated by the SARF
simulation can easily be checked against analytical results.

The surface deformation module was checked by making detailed
numerical comparisons between output values and hand calculated values
for off-line deformations input via tape. The on-line systematic defor-
mations were tested by running canonical test cases, such as linear

tilts and parabolic sags, for which results are known analytically.
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Random deformations were tested by numerical spot checks, and by com-

paring with statistical tolerance tbeory.l

- .

The excitation software was checked by comparison with the analy-
tical cases discussed below, and by comparing with Raytheon results. A
phase error test is described separately in more detail below.

The pattern calculation software was checked by the internal vali-
dation described above, and by the analytical test cases. The output
routines are automatically checked as part of the other validation

procedures.

2.1.2.3 Validation of Multibeam Phase Errors
In checking out the performance of the merged Raytheon multibeam
feed softrare and the SARF software, we examined the effects of random

phase errors on the main array as modeled in the multibeam software.

Two sets of test runs were made. One set introduced into the
model random phase errors with a phase mean of zero and a standard devi-
ation of 15° (0.2618 radians). The second run introduced phase errors

characterized by a phase mean of zero and standard deviation of 6°
(0.1047 radians).

Comparisons were made between the modeled test results and the
expected results as described in the Radar Bandbook.2 To express the
gain loss of the modeled runs, the ratio of the main beam E-field magni-
tude calculated in computer runs with and without the random errors was
taken. This was compared to the Radar Handbook's expected gain loss,
computed to be

lJ. Ruze, "/ .enna Tolerance Theory--A Review,"” Proc., IEEE, April 1966,
pp. 633-640.
2

M. Skolnik, Radar Handbook, McGraw-Hill, 1970, pp. 11-35 to 11-43.
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where o¢ = phase standard deviation (radians) of the errors intro-
duced. The results of the comparison are shown in Table 2.3.

The RMS sidelobe level was also examined. Sidelobe levels were
computed for the modeled runs and compared to the expected RMS sidelobe
level computed by the Handbook equation:

(o¢)2
nN

where = phase standard deviation (radians)

%
n = aperture efficiency

N = number of main array elements

Results are shown in Table 2.3.

N s e et
e

Vo X S el
P h s

TABLE 2.3
COMPARISON OF ACTUAL VERSUS HANDBOOK RANDOM PHASE ERROR EFFECTS
Modeled Handbook
Modeled Handbook RMS RMS
Gain Loss Gain Loss Sidelobe Sidelobe
Level Level

Modeled Run 1

00 = 15° = 0,2618 rad 0.968 volts 0.966 volts =-34.78 dB  -34.33 dB

Mean = 0

Modeled Run 2

0’ = 6° = 0,1047 rad 0.995 volts 0.995 volts =42.97 dB  -42.29 dB

Mean = 0
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We also examined the effects of varying the number of main array
phase shifter bits and compared these to the expected results described

| e

lobe level of each run was calculated. Figure 2.18 shows a graph com-
paring the modeled results with the Handbook results.

in the Radar Handbook. ::f:
s

Test runs using a 5 X 5 beam configuration were made, varying ii;i

the number of main array phase shifter bits from 10 to 4. The RMS side- Lt
p

;

The effects of reducing the number of phase shifter bits in the
main array can be seen in Figs. 2.19 and 2.20. Here, a nominal 60 dB
Taylor far field antenna pattern, generated from a 7 x 7 beam configu-

ration, using 10 bits is compared with one in which 6 bits were used.

cvmmms § x5 FEED BEAMS e
—aol- — — === VALUES COMPUTED w e
@ FROM HANDBOOK =
J 3 o
w s ot
g -s0|- R
9
w
= R
5 -6 ]
r
-70 L1 ] 1 I X
3 4 5 [ 7 8 9 10 .
i NUMBER OF MAIN ARRAY PHASE SHIFTER BITS L
) I
}ﬁi Figure 2.18. RMS Sidelobe Level as Function of Number of Main Array o
Phase Shifter Bits
. . ‘-{:,!
—
-\ . - 1
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2.1.2.4 Analytical Pattern Tests
A series of comparisons with analytical cases is given in Appendix

A, including:

® Uniform linear array of n-elements
) Binomial-weighted linear array o
° Taylor and Bickmore-Spellmire circular distributions L

The binomial distribution is particularly valuable for checking the
brute-force technique, since it provides an exact analytical result over
a dynamic range beyond the ~120 dB capability of the program. The FFT
and brute-force techniques were shown to have error levels 114 dB and

L % J:":.;‘.;‘; ;

160 dB below the pattern peak, respectively.

L1
AR

Many other runs have been made in the course of applying the pro-
gram, and all of the nominal aperture distributions listed in Table 2.1
have been run one or more times. ‘

P - 3 T
L) I [ ~‘|.n.u'3-
3% U
AP .
LA REREAN]
dand ;

.
v
2
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2.1.2.5 Comparison With Other Numerical Results
The feed defocusing cases given in Sec. 2.1.3.5 provided an oppor-
tunity to compare the SARF simulation with a linear array simulation

developed by RADC. The data given in this report is for an elliptical ,:H
array, which represents the actual design. For the design development, S
& simpler linear array model was used. The SARF simulation can calcu- :;:

late linear array patterns as a special case, and runs were made using a
linear array feed also designed by RADC. Results were in close agree-
ment with the RADC model.!

2,1,2.6 Validation Against Measured Data
The most gratifying validation test made was the excellent agree-

ment obtained between the TA-2 patterns measured by Grumman,2 and the
SARF simulated patterns.

lD. Jacavanco, private communication, October 1982.
2J. Diglio, op. cit. The TA-2 element geometry is shown in Fig. 2.21.
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The array vas space-fed with a gimple horn feed, which can be
accurately modeled in the E-plane by a cosine-on-a-pedestal pattern with
a 5.6 dB edge tapcr-l The lens was passive, employing 4-bit phase
shifters. No information was available on the membrane contour, so a
perfect planar lattice was assumed, The element pattern model shown in
Figs. 2.10 through 2.13 was used, so mutual coupling effects are
represented.

The total simulated array pattern is shown in Fig. 2.22. The only
experimental dats available was the E-plane pattern cut shown in Fig.
2.23, and the equivalent simulated pattern is superimposed for compari-
son. The first observation of the TA-2 pattern data comparison is that
there is excellent agreement. The simulated and measured main beams are
indistinguishable, and the si{iclobe levels are within 1 to 4 dB.

i
S
Y
8
I8
AN-63632

- -t - - - - - - -’

-t - - - - - -+
-t - - -t -« -

‘. - - - - -
1 - - - -
- -t

Figure 2.21. TA-2 Element Geometry

IThio includes the "space-loss” due to the longer path length to the

aperture edge compared to the aperture center,
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A significant feature of the measured pattern is that the right
and left hand sides differ between each other almost as much as they
differ from the simulated pattern. This asymmetry is possibly due to
(1) an asyinetric mechanical distortion of the membrane; (2) feed mis-
aligonment; or (3) range reflections. A review of the experimental pro-
cedure indicates that the feed was positioned quite carefully, and this
possibility is virtually ruled ouc,1 leaving mechanical distortion or
range reflections as the primary possibilities. An obvious future
refinement to the model would be to incorporate measured data on the
mechanical distortion of the membrane (since measured embedded element
patterns are already incorporated). It is also possible to incorporate
data on the feed alignment, and any measured tolerances on the fixed
phase shifters.

This type of iterative refinement of the model should certainly
reduce the differences between the measured and simulated patterns, but

- 1t 1s worth emphasizing that the agreement is already quite good, and is

in fact adequate for almost all system—level evaluations.

2,1.3 Initial Applications

In one's enthusiasm to develop, test, refine, and validate the
software tools described in the above tasks, it is easy to lose sight of
the fact that the ultimate goal of these efforts i{s to compare and eval-
uate alternative radar designs. This section reviews initial applica-
tions of the newly developed simulation to evaluate SBR design issues.
The initial applications include:

) Grumman TA-2 modeling
o Grumman TA-3 modeling
° Draper structural data/circular gore design #2

] 36 m diameter circular gore design #3

1J. piglio, op. cit., pp. 5-18.
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° Multibeam feed sidelobe level study
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° Feed defocusing study for 23 x 60 m 1low orbit elliptical
aperture

2 A L

o Defense suppression weapon study

The TA-2 modeling results have already been presented; the remaining
applications are reviewed below.

2.1.3.1 Grumman TA-3 Modeling
TA-3 is similar to TA-2 except that:l

T
l TS ST Y W )

2, [ o ‘-, .
P . L
o 'i‘ : o

) The phase shifters are switchable instead of fixed
° There are 406 active elements instead of 258

. .
.o
Az adan'ss

There was little data available on TA-3 during this study other than the
information given above, so the modeling effort was very preliminary.
The element geometry is shown in Fig. 2.24, and simulated pattc+ns in
Figs. 2.25 and 2.26. An ideal planar lattice was assumed, infinitesimal
dipole elements, and no errors. A cosine-on-a-pedestal feed illumina-
tion with 10 dB edge taper was used. The only non-ideal effect modeled
was the 4-bit phase shifters. TA-3 will be subjected to detailed meas-
urements in the future, and it is anticipated that the SARF simulation
will be heavily utilized in modeling the data, in an interactive program
with the measurement program.

2.1.3.2 Draper Structural Data/Circular Gore Design #2

The structural distortion modeling capability was applied to a
data tape generated by Draper Labs.z A somewhat surprising result
regarding the effect of the gore structure was discovered as a by-

product. To clearly bring out the effect of structural distortions, a

1J. Diglio, op. cit,

2?. Ayer, Space Radar Large Aperture Simulation/Analysis~--Interim Tech-
nical Regorti Volume I, The Charles Stark Draper Laboratory, Inc.,
port R- , October 1980,
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Figure 2,24,

6V dB Taylor distribution was selected for the nominal aperture illumi-

A 35 m diameter aperture operating at 1.25 GHz was selected to

nation.
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The Draper orbit position 5

was used for the distortions; the peak distortions in the x, y , and

be representative of interesting designs.
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directions are 0.045, -0.043, and 0.018 meters, respectively, for this
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E case. The resulting pattern was computed with the SARF simulation for j??i

i several cases with and without structural distortions. Figure 2.27 ';;j

.ﬁ shows a ca;e'with no distortions, and elements located on a perfect, ;?i:

g periodic, rectangular grid. The sidelobes are at -60 dB as expected. jfaé

% Figure 2.28 shows the effect of distortions on this design. Two ;:3

5 cases are shown: (1) a space-fed design where the excitation phases

% change due to the distortions, and (2) a corporate-fed design where the

% excitation phases do not change due to the distortions. It is seen that

‘ the sidelobe levels have risen from —60 dB to around -45 dB due to the

Iﬁ distortions. The beamwidths appear to be quite different for the two

:{3 cases, but actually what is happening is that the beam peak has shifted

§ +0.025° for the corporate-fed case, and -0.012° for the space-fed case.

: The space-fed case sidelobes are roughly 5 dB lower than the corporate-

% fed--somewhat less of a difference than was anticipated.

i; . Figure 2.29 shows the results when the elements are placed accord-

. ing to a "Hancock Design #2" gore geometty.l Gore Design #1 is based on

& a uniform rectangular lattice, and substantial gaps exist at the joints -

i between gores. Gore Design #2 maintains a constant element spacing in ;if

’% the aperture radial direction, but a variable spacing in the azimuthal fo
direction, to minim%ze these gaps. It is seen that even with no distor- »:?
tions gore Design #2 sidelobes are above -40 dB, and that the distor- ﬁ:”
tions have in fact a relatively small effect on the sidelobes. Hancock 7;:
has previously shown that “Design #1" raised the sidelobes of a 40 dB Eiil

“ Taylor distribution to -28 dB, and Design #2 lowered this total to -32 _‘1

N dB. The results shown here indicate that something around -35 dB is the Z;J;

i ' best sidelobe level that can be obtained with Design #2 for a 73X fSﬁ

: diameter aperture. {Q?

§ 1R.J. Hancock, Space Antenna Far-Field Patterns (to be published). :fég
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Doubling the diameter to 70 meters may improve the relative side-
lobe level as much as 6 dB, but at best this is a marginal result, since
there are many error sources which have not been modeled in the case hELsy
shown in Fig. 2.28. ;

2.1.3.3 Circular Gore Design #3
The most recent gore design available during this study was “gore
Design #3,” which is 1llustrated in Fig. 2,30, showing two of the 32

gores., It is based on a uniform triangular element lattice, so it has

gaps similar to Design #1.

The far-field pattern resulting from this design is shown in Figs.
2.31 and 2.32. The gore gaps produce 32 sidelobe “"ridges” which can be
seen in Fig. 2.31. Figure 2.32 is a cut through one of these ridges and
it is seen that the sidelobes come up to roughly -35 dB due to the gaps,
well above the nominal -60 dB level provided by the Taylor distribution.

These results and the results for gore Design #2 should not be
interpreted to mean that low sidelobes cannot be achieved with a gore
design, but rather that this has been identified as an issue that
requires work in the future. The purpose of the SARF simulation is
precisely to identify such issues, and to provide a tool for evolving
solutions to problems identified.

2.1.3.4 Multibeam Feed Sidelobe Level Study

If a multibeam feed is employed in a space-fed array, a desired

aperture distribution must be approximated by a summation of a finite
set of feed beams. To determine the feed design tradeoffs and limita-

P e NN

tions, a series of runs were made with increasing numbers of feed beams,
using a nominal 60 dB Taylor illumination. The results are shown in
Fig. 2.33, indicating that there is a knee in the curve at four beams in
each principal plane, and that even going to seven beams improves the

results relatively little. Similar results have been published by

U VT k)

MRSt
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Figure 2.31. Far-Field Pattern for Gore Design #3

Raytheon.l The feed program developed by Raytheon determines the feed
beam amplitudes (or weights) by sampling the desired illumination of the
peak of each feed beam, and using the sampled value as the weight. This
may not be the optimum method, and this 1s another potential area for
future study.

lJ.D. Hanfling and B.R. Herrick, Final Report for Low-Sidelobe Space-Fed ,;;
Lens Antenna Transform Study, Raytheon Company, CDRL Seg No. 102, 29 SR
January 1982, oK
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2.1.3.5 Feed Defocusing Study--23 x 60 m Elliptical Aperture
A low-orbit design is being considered which is illustrated in
Fig. 2.34. It 1is a 23 x 60 m elliptical aperture, space~fed with an
array feed at a focal length of 60 m. The igsue under consideration is
" feed defocusing due to mechanical deformation of the supporting mast,
and in particular, what specification should be used for the mechanical
desikn.
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This study is being c#rried out by RADC using a linear-array
-odel} and the SARF simulation was used to spot—~check the results for
the case of the two-dimensional array. A one-meter element spacing was
used (instead of the actual 0.1716 meter spacing) since to the first
order the results are not affected, and the computer time is reduced by
a factor of 34, to about two minutes per case. The aperture illumina-
tion was provided by a 2-element array cluster feed, each element having

2
«11.239
a e 11.23 pattern. This gives an exponential illumination with a

-22 dB edge taper across the long dimension of the ellipse (21 dB due to i

T

the exponential pattern and 1 dB due to space loss), and (approximately)

R R

cosine distribution, also with a -22 dB edge taper, across the short i;?

dimension. {;d

| o

7 The nominal pattern is shown in Fig. 2.35. For the same edge :id
.\,‘ ‘_‘.‘:
e illumination, the exponential taper provides better sidelobes than the \:
cosine taper, so there is a ridge of sidelobes along the principal plane f%ﬁ
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e
through the short aperture dimension (broad beamwidth plane), starting :E:%
with a first sidelobe of -25.2 dB. In the orthogonal dimension, the ;ﬁ;ﬁ
first sidelobe is -39.2 dB. A pattern cut along the principal plane ?ﬁi
through the long aperture dimension is shown in Fig. 2.36. This is the jfﬁ;
plane in which a 0.05 m lateral feed translation was made, resulting in ":3
the pattern shown in Fig, 2.37, There is very little change in the pat- :

tern sidelobes; numerical data is given in Table 2.4 showing a negli-
gible 0.2 dB increase in the highest first sidelobe. The beam scans
over 0.05 degrees as a result of the feed translation, which is approxi-

mately equal to the angle between the feed and the array axis. The
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TABLE 2.4
EFFECT OF FEED DEFOCUSING

i

Firgt Sidelobe, dB

N TR
B A ol ST

Beamshift,
Right Side Left Side deg
. Nominal Case 39.21 39.21 0
0.05 m Lateral Translation 38.99 39.36 0.047
e 0.05 m Axial Translation 39.30 39.30 0
5

1° Feed Tilt 39.13 39.11 0

3 conclusion 1s that there must be compensation for the beam scan, but

i otherwise the effects are negligible. Similar runs were made for a 0.05

axial translation, and a feed tilt of one degree in the plane of the

long aperture dimension. The feed tilt results in the aperture edge

5 illumination becoming 1.5 dB higher on one side, and 1.5 dB lower on the
- other. However, this has a very minor impact on the sidelobes, and in

all cases the effects are negligible. The conclusion is that displace~

ments up to 0.05 m and tilts up to 1 degree are acceptable mechanical

tolerances on the feed position.

o &

S
o

- T

2.1.3.6 Defense Suppression Weapon Study
The SARF simulation has also recently been applied on another Air

Force contract.l Since the results demonstrate several capabilities of
the SARF simulation not demonstrated in the other applications presented
above, they are briefly reviewed here,

s

2
% The Defense Suppression Weapon Study concept under investigation E;ﬁ
‘ involves an anti~radiation missile (ARM) attacking a defensive bistatic j{;

radar. The receive antenna is a large array--roughly 20,000 dipole ff%

o lMainbean Precursor Jammer Study, Ballistic Missile Office (BMO), Nortom
o Air Force Base, Contract F04704-82~C-0011.
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& % elements——illustrated in Fig. 2.38, employing monopulse tracking. The "{.::4
i transmit antenna is slightly smaller. The ARM is designed to spray __“}
b shrapnel over the array face, to damage or destroy the dipole elements, :-';/:“-.
é or feed system components such as phase shifters. The array enploys ) .'j',_::j
ﬁ subarrays of two to eight elements, each fed with a 4-bit phase shifter, :'.f'_'-:
and hitting one phase shifter affects four elements on the average. The ——.‘j}
array was modeled as consisting of 2 x 2 subarrays, as illustrated in e
{% Fig. 2.39. The SARF simulation is well suited to this problem due to: 3
%
ke b
f" o The ability to handle large arrays -
\ * The ability to model subarrays (see Sec. 2.1.1.2) xﬁ
3 e
gi . The ability to model failures causing both total power shut- e
‘; off or amplitude and phase changes V_j::::
b ° The ability to model failures distributed randomly over the ——
»; aperture or restricted to one or more sections of the .
Y -
. aperture S
] The ability to model both sum and difference patterns :
;:-; o
;.‘;‘; ';‘_-.;-‘
B » o
i DIPOLE “UT
C§ ARRAY 2 s
wd ~ P
a— z -
: B
‘;;; _——::’¢—::_ ;-:'-_.
g “T_--Tl--27| 78m e
- - - :’ - C - - - “1
“.;, —':,’:_’:4: ‘_‘
,;}: ’4"”‘—"' // ._1
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- Figure 2.38. Receive Antenna o
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The initial investigation involved a parametric study of a random
distribution of shrapnel over the aperture, such as i{llustrated in Fig.

2,40, The percent failures ranged from 20% to 80%, and two failure
modes were modeled:

° Total subarray power shutoff

° Random failure of one phase bit, causing a 22 1/2, 45, 90,
or 180° phase error--with no power loss

A sample series of patterns with and without damage is shown in Figs.
2.4]1 through 2.44. A cosine on a 0.2 volt pedestal illumination was
used for both the sum and difference patterns, the difference patterns
obtained by phase-shifting half of the aperture 180 degrees. This
results in rather high sidelobes in the tracking plane as shown in Fig.
2.43. The significant effects of the damage inflicted are summarized in
Table 2.5 and 2.6.

For total subarray power loss, the gain loss is simply equal to

undamaged subarrays
20 10810( total subarrays )

which is of course what would be expected. For phase failures, the gain
loss is much lower. The difference channel experienced a similar gain
loss, and for the case of phase failures, very small shifts in the null
position. There is no null shift for total failures. The tracking
slope-~difference channel divided by the sum channel--was also almost
unchanged.

The conclusion from this initial study is that the uniform shrap-
nel pattern causes relatively minor disruptions to the radar, except for
the gain loss associated with very high percentage of total damage. In
the next phase of the study, non-uniform damage patterns will be
studied. In particular, hitting a row feed affects a rectangular sec-

tion of the aperture four elements high on one~half of the aperture.

81

-'. -
S
’ -’
I-'.-\.
.~..‘.
. .-~
'.:‘_;
cod
S
-
.'. ‘.I
o
R

-.-
=

.

)
s 1t
LY

.A‘r“ ey ¢" e
p L". ‘; AN

s

A .".'.
LA A A A
L L LA

ey

P
o
4 . o
)
B

ook

A
s
o
» )
A N ]

. - .
. . .
- l. I I
. [N
L 8 ‘ »

’l
Al

R

¢
s 'y

..
5% "
P
LA Y I
- » (]
A _A A& A &




A 2Sues sviingty hot XA R Oiih dae A0t Andd R iy LIRS Tt VN S R R Y s N R A R TN T T « "o ST St N . Tt -t

.
AN

1

S

,,“3
N
¥,
t‘? - - - - - - - - - .-- :- -
a3 - - - - - T - - =
o . oIt L. - - - . . .-
1 e L LB S - -.-- .. - - . . B oo
) :- ) . ---- . - - PP - - - -
A, - - - an = - owe -e - - - - e =
29 - - - - - - - - - - : -.: -
Ty .- - - e e = - - - =
5,".\ - - - = - - - -
oy -- ae = = == - - - - - -
W T - - - - oIt . - - eee -
- - - - - = : - --- - - -* -
- - em = - - -e - -
- . -2 e e e ee T.TT = 0
- - -a - . - - - - -
- - - - - - - -
- - - - - - - - - - - -
- - - - caece - - - - -
- . e e e e - - - - - - - e - -
- - - - - - - - - - - - -
A - o= - - -e - - - - - -

Figure 2.40. 20X Failed Subarrays

- .

’
¥
7

§
b
z
¥

cS

STl

f

82




+

i

’--:-‘.’d

it tas

ipd

AP

-

Y
<,

R
-y

Figure 2,41,

rgp— L aueg b yd Sl Jadil sl il
« J - f-? - LA ) hd 1. -- " h?-' r'.r‘A. “. __r__l"',[_ -.-"-".w' I'. ~.' .—" —‘j ." »‘ - - “

Nominal Sum Pattern

bility of the simulation.

The SARF simulation will also handle this type of failure (see Sec.
2.3.3.3), again demonstrating the flexibility and wide range of applica-
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Figure 2.43. Nominal Difference Pattern
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Damage e

Total Loss of Power

R R R e e

TABLE 2.5
SUM CHANNEL GAIN DEGRADATIONS

20X Damaged Elements

40% Damaged Elements

80 Damaged Elements
Phase-Bit Errors,* No Power Loss

20% Damaged Elements

40% Damaged Elements

80X Damaged Elements

Gain Loss, dB

1.9
4.5
13.9

1.3
2.3
3.3

- .
Phase errors of 22-1/2°, 45°, 90°, and 180° with equal probability.

Damage Type

Total Loss of Power

20% Damaged Elements

40% Damaged Elements

80% Damaged Elements
Phase-Bit Errors,* No Power Loss

202 Damaged Elements

40X Damaged Elements

80% Damaged Elements

TABLE 2.6
DIFFERENCE CHANNEL DEGRADATIONS

Tracking Slope,

Nuzt f::ﬁt’ Normalized by Nominal
8 Value
0.0 0.9988
0.0 1.0032
0.0 0.9784
0. 0002 0.9980
0.0020 1.0072
0.0035 0.9924

*Phase errors of 22-1/2°, 45°, 90°, and 180° with equal probability.
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% 2.2 ANALYSIS =
E Nearly all the analysis concerning the SARF simulation was com- =
o pleted and documented in Appendix A. This analysis included the far-
éﬁ field approximations utilized as well as an evaluation of the errors
ﬁ? incurred for a representative SBR scenario. The analysis also compared
> the cell model technique to that of the Fast Fourier Transform (FFT) for
;% the implementation of an efficient computational method. A detailed
;% analysis of the element pattern, with both random and systematic devia-
EE tions, was also provided.
%% The remaining analysis (which was completed after the Interim
%ﬁ ' Report) dealt with the errors obtained using an approximate technique
E% when surface deformations exist. In the interest of brevity, the analy- o
- . sis reported in the Interim Report will not be duplicated. Therefore, ;;
éi the remainder of this section will present only the analysis relative to :}
?% surface deformations. Ei
. i R
2.2.1 Surface Deformation f{
; Membrane surface deformation causes the elements in the array to f&
fi be displaced from the ideal location on a planar lattice. This dis- .}f
22 placenent'can cause significant degradation in gain as well as a severe :ﬁs
h increase in the RMS sidelobe levels. Most of the literature treats sur- ff:
face deformation as a random phase error; however, they are not identi-~
cal, since the illumination phase distortion, due to element displace- :i
ment, is dependent (in general) on the position of the element as well N
- as the direction of interest for pattern calculationm. B
Since the FFT does not provide an exact calculation of the antenna ff
% pattern for a deformed aperture, additional modifications must be fs

incorporated to approximate the desired pattern. The remainder of this
section is dedicated to determining the errors associated with the 8
approximate pattern calculation techniques used in the SARF simulation.
The arrangement of the following discussion starts with an analysis of

88 e
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the effects of out-of-plane random errors and then in-plane random
errors. This analysis is performed first for corporate-fed arrays
(since they are more easily described) and then for space-fed arrays.
Next a brief intuitive discussion is presented for systematic deforma-
tion which includes both linear tilt and parabolic deformations.
Finally, data obtained for several combinations of all of the above

cases is presented along with the assocliated errors due to approximate
tecmqu’ .

2.2.1.1 Random Deformations--Corporate Feed

"~ The FFT, in general, can only approximate the far-field pattern of

a phased array. For the special case of a planar aperture with elements

located on a rectangular or triangular grid it will give the exact

answer., Not only is the above described array ideal for FFT modeling,
it is also usually the desired array.
small deviations from the planar, regular grid array, the FFT input and
odGtput can be modified to give a very good approximation of arrays with

Since it is desirable to have

‘non-negligible deformations.

To determine the error in the pattern calculation relative to the
actual pattern, consider the equation for a corporate fed array with
surface deformations o__ .

i (The associated coordinate system is shown
in ¥ig. 2.45)

E(Tx'Ty) -Z I, exp{iK(m d T +n dyTy + gnm'f)} (2.3)
nm

where I

[ n = f{llumination function of the nmth element

K= 2n/A, A = wavelength
dx’dy = the nominal element spacing in the x and vy
directiong, respectively

Tw» Txﬁx + Tyey + rzaz
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€ Figure 2.45. SARF Simulation Coordinate System -
% I
Enn = snmxax + Gnmyay + snmzaz , represents the displace~
; ment of the element in the x,y,z directions,
p respectively
The FFT can evaluate the above equation exactly if the term
is zero Effb.l However, for non-zero &§.T an approximation must be
made. (The components of 8 are shown in Fig. 2.46.)
- ‘ In-Plane Deformations

Let's break the problem into two pieces. First, consider only in-
plane deformations (i.e., 6x and 5y). To facilitate the analysis, AN
assume that the in-plane deformations are random and normally distri-
buted with zero mean and variance 02 = oi + 03 » Logically, one would

assume that for small in-plane errors, the grid spaci:ag of the FFT could

1

When no contfusion will result, the subscript nm will be dropped from
the notation; therefore, Gnm = §,
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Figure 2.46. Components of Element Location Displacement

be reduced and the resultant errors in the FFT calculated pattern could
be made negligible. But how small does the grid spacing have to be?
The answer to the question can be obtained by considering a one-dimen-
sional (x) random deformation, although the results of the subsequent
analysis apply to the two-dimensional case as well,

Figure 2.47a shows a normally distributed random deformation

f(x) , with some variance O . If we use the FFT to model such a defor-
mation, each element must be placed on the nearest grid center. Now
consider the deformation that is approximated by this technique.

Let & represent the true deformation and let the distance
between grid lines equal d . We can now define a probability density :
function (p.d.f.) of the simulated deformation using the FFT by noting o
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iﬁ that the probability of a deformed element being on a grid line with
{J value d 1is just the area under the p.d.f. of the true deformation -
: between d +d/2 , i.e.:
k-
) L]
\ 3d/2
P(d) = f f(x) dx = @ = P(-d) a
i? Likewise, the probabil‘ty of a deformed element being at 2d is the o
o area under the curve f(x) between 3d/2 and 5d/2 . Similar reason- Tﬁ
ing provides the rest of the p.d.f. for the simulated deformations. n
Figure 2.47b shows the resultant p.d.f. fj
Now the sampling theorem1 states that any bandlimited function is ;5
é uniquely determined by its values at uniform intervals less than 1/2fs -
g{ seconds apart, where fs is the Nyquist sampling rate and is equal to {}
41} t":
i} the highest frequency component of the bandlimited function. Even -
’ though £f(x) is not bandlimited, an excellent approximation can be made ;f
%2 by neglecting its higher frequency components as shown below. The con- iz
b tinuous Fourier Transform of f£(x) is -ﬂ'
o -,
F(u) = e ° Y /2
Jt ..
Y -~
é§ By truncating this spectrum at some frequency fs , nearly all the o
;f energy of the function f£f(x) can be retained and the sampling theorem '_
é“ now applies. ??
B -
3 By choosing f_ = 1/20 we find 99.9% of the energy is contained :
lﬂ in the frequency truncated version of f(x). Since our simulated p.d.f. ~*
IM. Schwartz, Information Transmission, Modulation, and Noise, McGraw~ eﬁ
Hill, 1959. ar
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has impulses at nd (n = 0,1,2,...) and (by the sampling theorem),

~

i ds= 1/2fs » We obtain the result
Si d=g

L ¥

34

+*

This establishes a lower bound for choosing the appropriate grid

spacing in the presence of random, in~plane element displacements. It

AJLORE R
DRICE'L.

is a lower bound since very small displacements can be ignored and the S

grid spacing can be made equal to the nominal element spacing.

T

. e
L .
VP

For example, consider a circular array with 130,000 elements

-. 0 cT
e
et a e

spaced at a nominal distance of 0.7X with a 60 dB Taylor tapered
illumination. Assume some RMS in-plane deformations of o = A\/100 .

| XS

This translates into an RMS phase distortion1 of

X o = [20\(1) .1 Y
4 s “\xJ\Too) = 30 ot
%
e
| Then the sidelobe level relative to the peak of the main beam caused by ‘;‘
these deformations is ]
L 2 “
2
. SLLy = i =72 dB relative to beam peak
% _
22
5 where R
i, =
Vil 2
v‘h : G = ( ZIm)
k% T2
& am
oA

lAs was mentioned before, deformations produce phase distortions; and
these phase distortions are a function of other parameters as well.
However, for this example, equating deformations and phase distortions
produces no significant errors in the analysis.
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is the gain of the antenna. Obviously, in this example, the RMS side-
lobe level caused by the surface deformations is negligible and the FFT
grid spacing could be chosen as 0.7X rather than 0 , since the latter
would cause extremely long processing time and storage requirements,

without an improvement in the accuracy of the calculation.

Therefore, we can now choose our FFT grid spacing based on: the
standard deviation of the displacements, the gain of the antenna, and
the nominal level of the sidelobes without any surface distortion. A
grid selection 1s shown in Fig. 2.48.

Several test cases have been performed using the SARF simulation
and excellent results have been obtained using Fig. 2.48 for grid selec-
tion. In fact, test results indicate that Fig. 2.48 is conservative and
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Figure 2.48. Selection of FFT Grid Spacing (Example)
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larger grid spacing can be used for most cases. This is due to the
choice of the highest frequency component in the spectrum of the actual
deformations, and is also related to the threshold where errors are con-
sidered negligible,

Qut-of-Plane Deformations

Now that we have established that the FFT (with the appropriate
grid spacing) can provide an excellent approximation to in-plane
deformations, let's discuss out-of-plane or z-directed deformations.

Our term snm;f from Eq. 2.3 now beconmes Gnszz where Gnmz is the
displacement of the nmth element in the 2z direction . Assume that the
§'s are normally distributed with a standard deviation (RMS error) of
Oy Then in order to use the FFT we need to approximate the term
jkosz
e o One method is obvious: wuse a 3-dimensional FFT and choose
the grid spacing in the 2z direction based on the results of the pre-
vious subsection. While this seems like a reasonable approach, the cost
(in computation time and storage) would be excessive for nearly all
arrays of interest. In fact, the computation time would approach that
of the brute~force technique, thus making the 3-dimensional FFT tech-

nique useless.

This leaves two alternatives to approximating out-of-plane

deformations:

1. Elimination of the displacement dependence (n,m) by grouping
elements with the same §, together and performing one FFT

per group.

2. Elimination of the spatial dependence ™ by modifying the
illumination phase to provide an exact solution at some
point in space To.

The first alternative was considered and rejected by estimating

the number of FFT's necessary to implement the technique as well as the
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processing time needed to search the array and place groups of elements

with the same § together.

The second technique which was implemented in PAAS and has been
adapted by SARF provides the most promising solution to the out-of-plane
deformation problem.

How much error does the above-mentioned technique cause in the
pattern calculation? Consider a corporate-fed array with normally dis-
tributed out-of-plane element displacements having a standard deviation
of g, . This means that Snm-T reduces to Gnszz or statistically
to usz . However, the FFT cannot model this term. So we approximate
Gnszz by Gnszo » where T  1is the point in space at which we will
have an exact answer. Near the point To some error will exist and the

error will increase as we move away from T, , as shown in Fig. 2.49.

This figure shows the normalized phase distortion for the exact
pattern and the approximate pattern generated by the modified FFT where
the pattern 1s exact at 'I'o - O(Tz = 1; 'l‘x - Ty = 0) . Note that the
approximate pattern is always conservative, i.e., the approximated phase
distortion is greater than or equal to the true phase distortion.

Hence, the approximate pattern RMS sidelobes will be greater than or
equal to the actual sidelobe levels caused by the out-of-plane

deformations.

Several test runs have been made verifying the above theory and
the results indicate that the approximate technique provides negligible
errors from boresight to about +30°, The details of these empirical

results are discussed in Sec. 2.2.2.4.

2.2.1.2 Random'Deformation--Space Feed

To this point, we have only discussed a corporate-fed array. Now

we turn to a space-fed array. Figure 2.50 shows schematically a linear
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’72;

’§ array with an arbitrary random displacement of an element & . The

4 phase distortion for a particular element in this case can be divided

2 into two parts: (a) in-plane (x-displacement), or (b) out-of-plane (z-

;; displacement). The distortion is equal to the difference between the

‘; desired pathlength from the feed to the element and the actual path-

'j length plus the distortion due to the element displacement. Expressed

oy mathematically,

" 2 2 2 2
enOx < F® + X, VF + (xn + an) + an sin e>

. 2 2 .
=6nx<sin9-xn/ F +xn> ; 1f F >> |§]
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Likewise
e x5 fcoso -F/NF2 +x%) ; 1f F > |6
nyz nz n ’
where €n¢x’en¢z = the phase distortion of the nth element in the

x and 2z directions, respectively

§ .»8 . = the displacement of the nth element in the x

and 2z directions, respectively
F = distance from feed to array lens
x_ = the x coordinate of the nth element

8 = angle from boresight

If Gx and Gz are normally distributed with variances °i and 05 ,
respectively, then one can calculate the total mean square phase distor-

tion as
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and

where In = the illumination factor for the nth element.

Using a similar argument to that of Sec. 2.2.2.1, we can take care
of the x distortion simply by choosing the appropriate grid spacing.
Invoking the central limit theorem1 and assuming the phase distortion to
be sufficiently near a normal distribution, Fig. 2,49 can be used to
determine the appropriate grid spacing.

Out-of-plane phase distortion for a space-fed array takes on a
different nature than that for the corporate-fed array. Consider Fig.
2.51, which shows the normalized phase distortion of a corporate array
and a space-fed array with focal length to diameter (£/D) ratio of 1.5
and a nearly uniform illumination function. Note that while the
corporate-fed array has maximum phase distortion on boresight, the space
fed array has no phase distortion. This is one of the very desirable
features of the space-fed array in that it "corrects” for out-of-plane
element displacements. Another difference between the two curves in
this figure is that the space~fed array has a family of curves since the
phase distortion is a function of the elements' position on the array

(the figure only shows the envelope of distortions).

lThe central limit theorem states that the sum of a large number of dis-

tributions approaches a normal distribution regardless of the shape of
the individual distributions. See A. Papoulis, Probability, Random
Variables and Stochastic Processes, McGraw-Hill, 1965.
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If we use the same method (to modify the phase prior to performing :f p

the FFT) as before for the space-fed array we will approximate the 4
actual phase distortions by a line coincidental with the abscissa in ﬁ:lj

Fig. 2.51. The first examination of these curves indicates that the

approximation for the space-fed array should be even better than that
for the corporate-fed array. This 18 not true. To explain why, we will

consider an example.

Assume that we wish to model an antenna pattern which has random
phase distortions with an RMS value of 25°. Let us model this pattern
using the same random set of numbers but all multiplied by 0.8. Hence,
we are comparing the patterns of an array which has an RMS phase dis-
tortion of 25° to one of 20°. While the results will not be identical,
they should be fairly close if the same set of random numbers are used.

o P TR TPy

Now let's do the same thing with another pattern that has a' phase
distortion of 3° and one which multiplies the random numbers by 0.000l.

LR

We are now comparing an essentially ideal pattern (c¢ = 0,0003°) to one
with non-negligible phase distortion (o¢ = 3°), Even though the dif-
ference in phase distortion is less than the previous case (3° versus
5°), the first case will provide a much better approximation to the
actual pattern.

This example illustrates why the curves in Fig. 2.51 are mis-

leading. The important comparison when approximating errors is related

L N

to the ratio of the approximate to the actual RMS phase distortion,
since this is the parameter which determines differences in RMS sidelobe

levels. In other words, it is the relative error, not the absolute

AL DAt tats

error which is important.

Figure 2,52 shows the expected error in RMS sidelobes due to out-
of-plane distortions for both a corporate- and space-fed array. From

tnese curves, it 1s obvious that the approximation technique works much




-y —— e S St TP i T e Y
3t el 4 45 . - . ol o bte Rl ki Al A AL Al o A I T it B i R S I )
PSS LY RS a4 M So LN M S el - Ve Lt T LN

L,

S R

"
f

wor

LR,
AR

(9g=N8 - 80 dB TAYLOR)

< ;a"
J 5

AN 63576

- E A
Pt w"«..s‘r,« i

Pt oay
INdB
7 d

y = A
' 3 \ -
3 \ )
-1~ \
3 Q
2“‘ 2 6“ [RaEN
- g \‘-‘e‘e -
] 3 ‘m | \é‘ok !: ._,-
. ] ‘\ls -Z'-
é;. EE ‘.~.~‘~.-- t:-::
- 1 i L L . - _ -
: 32 10 20 30 40 50 60 =
ANGLE OFF BORESIGHT. deg -
Figure 2.52. Comparison of Actual Mean Square Sidelobes to 1"7‘;'
Approximate Technique o
better for a corporate~-fed array than for a space-~fed array. However, ':-:_-:
N test results covered in Sec. 2.2.2.4 show that the technique is adequate 8
) from boresight to +25° when the phase modification is made on boresight. A
P o
' What if the antenna designer is interested in the pattern at '
angles greater than 25°? There are two alternatives: 'f"‘
1. If only a few points are needed, the brute force technique
‘ can be used to give an exact solution at the desired points. -
N,
103 5
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2. The phase adjustment for the approximate technique can be

made at some point other than boresight.

Examples of the errors attributed to the second method are shown
for a corporate feed in Fig. 2.53 where the phase is adjusted for
To = 0,6 and To = 0,8 as well as To = 0.0 (boresight). The recom—
mended approach would be to use a combination of both methods, using a

few brute force points to verify the accuracy of the approximate

technique.
b
-
S
%
<
-]
h-]
z
S
-4
-3
w
T2 + Tyz =8in g
-3 b
<5 =
2L

Figure 2.53. Approximate Technique Error When Phase Adjustment Made
act T =0, 0.6, 0.8
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2,2.1.3 Systematic Deformations
So far we have only discussed random displacement of the elements.
In this subsection we will briefly consider two systematic deformations:
linear tilt and parabolic deformations. This discussion will be more of
an intuitive explanation rather than a rigorous analysis. The errors in
using the approximate technique will be determined by the empirical data
presented in Sec. 2.2.1.4.
Linear Tilt
Consider a corporate-fed array which has been tilted by an angle
of a . Without loss of gemerality, we can assume that a 1is in the
same direction as the SARF coordinate © (see Fig. 2.54). Then the
resulting phase distcrtion will simply be equal to Bx cos 6 where 8
is a constant dependuut on the angle @ and the size of the array. In
3
3
2
I
a
|
I
I
|
l
X
4 ‘——|
Figure 2.54, Tilted Corporate Fed Array
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other words, the pattern is translated in angle space by an angle a .
1f we use the approximate technique (i.e., adjust the phase for zero
error on boresight and select the appropriate FFT grid spacing), we get
a phasé distortion term approximately equal to Bx . This corresponds
exactly to a linear phase shift which scans the beam by an angle a .
Therefore, the approximate technique can be thought of as a translation
in sine space on sin 6 ., Therefore, 1f a 18 relatively small, then
sin a * a and the approximation technique will provide a small error in

the pattern.

Since a space-fed array tends to correct for element displace-
ments, particularly out-of-plane displacements, a tilt of the aperture

does not significantly translate the antenna pattern. Therefore, the

approximate technique would be expected to provide a good match to the
true pattern. This was verified and is shown in Sec. 2.2.1.4,

Parabolic Deformations

Parabolic deformations (as shown in Fig. 2.55) create a quadratic
phase distortion and cause the maximum distortion of the antenna pattern
near the boresight of the aperture, If the beam is not scanned, quad-
ratic phase distortion essentially affects only the main beam and first
sidelobe., Since the approximate technique models the antenna pattern
exactly on boresight, one would expect the approximate technique to pro-
vide a very accurate representation of the actual pattern, This is
exactly what the data show in the following subsection.

2.2.1,4 Empirical Error Data

To verify the preceding analyses and to determine the limits of
accuracy of the approximate technique, many SARF simulation runs were
performed with various types of deformations. The main parameters used

for verification were:

1. Peak value of mainlobe

2. Location of pattern peak
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Lt
3'{ 3.  3-dB beamwidth
% 4,  RMS sidelobes (10°-20° and 20°-30°)

5. Location of pattern peak

; 6. First sidelobe peak
?‘ 7. ' Location of first sidelobe peak
Iy
Ea
- In addition to numerical comparison of the above parameters, addi-
f’ tional visual comparison was performed to verify that the numerical data
g,
§ was being interpreted properly. For example, RMS sidelobes might agree
'% quite closely for two patterns, but there could be extreme differences

in the peaks and nulls.

Table 2.7 shows the results of eight of the many runs made to com-

pare the approximate technique with the actual pattern. This table

b 107
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represents a comparison of an 8.75 meter diameter circular aperture with
a 42-dB Taylor taper. This antenna was chosen since it represents a
scaled down version of a 70 meter, 60-dB tapered antenna (scaling factor
= 1/8). By performing this scaling, considerable computer resources
were saved while still acquiring the desired data.

The tests documented in Table 2.7 depict three types of deforma-
tions (random, linear tilt, and parabolic) for both a corporate-fed and
space~fed (f/D = 1.5) antenna. The random errors represent relatively
large displacement (up to o = A/4 for the space~-fed case). The tilt
used was 8° which would correspond to (same maximum phase distortion) a
1° tilt for a 70-meter aperture, which is considerably greater than
would be expected for a space-based radar antenna. The parabolic defor-
mation described by the table corresponds to a maximum deflection (at
the edge of the array) of A/4 . Now we will review the tabular

results, column by column.

The first column in the table represents the peak vaiue of the
main lobe of the pattern. In all cases, the error generated by the
approximate technique was less than the accuracy of the machine (six
decimal places). Obviously this is acceptable.

The second column shows the error in degrees of the location of
the beam peak. In this column, an asterisk implies that the error in
the technique is less than the error induced by the interpolation of the
true location of the beam peak. (Since the FFT produces discrete loca-
tion points, an interpolation of the exact beam peak was necessary.)

The largest error in the column was produced by a large tilt in the
aperture. Since the designer is free to use the brute force technique
for the beam peak location to get an exact answer, these errors from the

approximate technique are inconsequential.
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The third column shows the error in the 3~-dB beamwidth. The
largest error in this case was 0.021°. Considering that the beamwidth
for this antenna is 1.5°, this amounts to a 1.4% error in the beamwidth
which, for most applications, would be acceptable. This error was
generated by an 8° tilt which is not very realistic for normal applica~-
tions. For the other tests, the error in the beamwidth was less than
0.5X. Also, if the antenna designer needs more accuracy in the beam-

width, it is a simple matter to use the brute-force technique.

The fourth column in Table 2.7 shows the RMS sidelobe level error
between 10° and 20°. Since the largest error in this region is slightly
greater than 0.2 dB, it should be acceptable in nearly every design
evaluation. The RMS sidelobe levels of the next column are not nearly

so desirable, particularly for random errors in a space-fed array.

These results are as expected, based on the analysis in Sec.
2.2.1.1. However, the 3.74 dB error for O = A/8 (space-fed array) is
probably not acceptable for any reasonable design. Figure 2.56 shows
the two patterns for this case. Obviously, the error is unacceptable
for Tx > 0.5 (6 = 30°), but the error is not that bad for angles less
than T, = 0.35 (8 = 20°). The remaining errors in this column are

most likely sufficient for most designs.

The last two columns deal with the first sidelobe peak (when the
beam is not scanned). These two columns show that this peak has less
than 0.3 dB error in all cases and has not been displaced by more than
0.03°. These seem like more than reasonable results for the details of
the first sidelobdbe.

After considering the data in Table 2.7 and visually reviewing
some of the other graphic results concerning the errors in the approxi-
mate technique, it seems reasonable to assume that the technique works

quite well for all of the above mentioned deformations within :?5° off
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Figure 2,56. Space Feed Out-of-Plane Deformations

boresight. If the designer wishes information about the pattern at
angles greater than |25°|, then he must either modify the phase to a

correction point off boresight, or use the brute force calculation.

2.3 SOFTWARE DESCRIPTION
The SAKF simulation contains three major models: the excitation
model, the element pattern model, and the structural model. Each of

thegse three models has been implemented somewhat differently but each
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was designed to provide maximum flexibility to the antenna designer as

T

well as the programmer (for future modifications). This flexibility is
produced by the modularity of the file structure of SARF. Each major

model~-excitation, element pattern, and location--is described by its
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own file. The structure of these files as well as a detailed descrip-

¢

2 A a2 A a A

tion of each of the three major models is presented in the remainder of

this section.

2.3.1 Overall Simulation Structure
The SARF simulation has two paths of information flow:

1. The efficient technique--which is implemented by means of a
fast Fourier transform (FFT) along with various approxima-

tion techniques, which are described later in this section.

2, The brute-force technique--which takes the various input

Cyt

files and calculates the far-field pattern directly for the

desired pattern angles.

.
et
.
PSRN

This information flow can be observed from the block diagram of Fig.
2.57.

We will describe the efficient technique first. As is shown in ‘
Fig. 2.57, SARF first creates the nominal (or ideal) element location :f‘
file and the nominal excitation (or illumination) file. These two files o

» B A» ‘n G p .
R R I
Al ey e

have a one-to-one correspondence, i.e., each complex illumination is
tied directly to the appropriate location by its position in the file.
These files can easily be modified by simply reading the existing value,

adding an appropriate deviation to this value, then writing the resul-
tant to a new file which possesses the identical file structure of the R
original file. 1In this manner, either file can easily be modified
(either on~line or off-line) by the desired algorithm., For example, as
can be seen from the block diagram, the location file can be deformed by
thermal, systematic, or random distortions. As will be presented later,

SARF currently handles thermal deformations off-~line while it can handle A}fF

112

3 N o e 0L Y, S AR . .
VNP R S R A N S R T e L . T T PO




T T T T T s T‘*
J
X i
Y R
% ]
N CREATE NOMINAL LOCATION —
AND ILLUMINATION FILES - Yy
B ! g o
¥ THERMAL DISTORTIONS =
e < .
5 T S TORTIONS SYSTEMATIC DISTORTIONS )
b RANDOM DISTORTIONS ]
r B
3 MODIFY ILLUMINATION FEED
o] FILE BEAM SCAN
> PHASE QUANTIZATION
X MAGNITUDE FLUCTUATIONS
: { RANDOM PERTURBATIONS
MODIFY ILLUMINATION TO
APPROXIMATE DISTORTION
L

CREATE FFT GRID

[ 20

"m.ﬁ"

5 ——t

4 CREATE NOMINAL
% ELEMENT PATTERN “1 sRuUTE
3 - FORCE

b { COMPUTATION

. CREATE ELEMENT o
X PATTERN DEVIATIONS — L
% PERFORM FFT e
& FAR-FIELD o

‘ PATTERN B
i t ’:« ':q
é ! B
& MULTIPLY BY ELEMENT i
o PATTERNS SUPERIMPOSE s
) ALL PATTERNS

OATA REDUCTION '
ROUTINES

" A AP

Figure 2.57. SARF Block/Flow Diagram

ke
N
L
2R
b

113

- A -

et e T e T S A L ey T
P P IR TR T P et a®etm g o A e

ORI I e ST R ) B L A R R NI T s C N et

A AR AT PR RNl SR A L N S S Pyt R, VT T DR T P T . T

‘ . - - .. et - . N
2. PRI DT WY YK W PR N AP SR NN




s pon SRR A £ i BB ACA S A A M A e At A A T T IR I AIEE A AN A A S R A
.
<

—

y ]
o K|
X 4
et el
:g systematic and random distortions either on- or off-line (depending on ;2?
7‘* the desired deformations). 1
3 :&:14
g. The nominal illumination file can also be handled in the same man- :
W

%} ner since its file structure is identical to the location file. The

» (ideal) illuminations are modified by the feed characteristics. SARF ¥
" currently has four feed configurations: (1) corporate feed, (2) point

o space feed, (3) cluster feed, and (4) multibeam feed. The multibeam

\;*

%ﬂ feed model was originally designed by members of the Raytheon Company

A and has been incorporated and modified for SARF. It includes models of

i a Rotman lens and a Butler matrix feed. All of the feed models are .,
¥ described in Sec. 2.3.2. =7
ij i
-.;4 :‘.-
E? In addition to modifications from the feed model, the illumination >
s file can be modified by beam scanning capability, phase quantization, o
’g‘ magnitude fluccuations (as might be due to module characteristics), and, -
A
X of course, random perturbations. All of these excitation models are -
ﬁ$ described in Sec. 2.3.2. S
"
2 Mutual coupling can also be modeled by modifying the illumination o

file with the coefficients which are determined by such models as FAM _}:
and HAM developed by Atlantic Research Corporation.1 SARF currently ;L;

% handles this in the off-line mode by reading appropriate magnetic tapes -5§
x B
‘3 containing the mutual coupling data and then modifying the illumination iif
5; file appropriately. Mutual coupling can also be handled by the proper j?j
;: choice of element pattern parameters, as shown in the block diagram. '}i
o This method of modeling mutual coupling is described in detail in Sec. -vf
4 2.4, e
Y o
e -
22 Lastly, the illumination file can be modified to approximate the -fl
Qw effect of displacements in the location of elements. This technique is ~f$
fﬁ described in detail in Sec. 2.2. -2;
QL: IH.K. Schuman and D.R. Pflug, Space-Based Radar Array System Simulation Rk
. and Validation, RADC-TR-81-366, December 1981. ;;f
A S
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Once the illumination and location files have been modified by the
desired processes, SARF creates an FFT grid based on the inputs of the
antenna designer. This grid is a rectangular spaced planar lattice,
each grid point representing some physical point on the antenna aper-
ture. The illumination of each grid point is determined by the corres-
ponding point in the illumination file. Any grid point that does not
have a specific complex illumination associated with it is given the
value of zero (0.0 + j0.0).

Once the input FFT grid has been created, it represents a very
good approximation to the desired aperture design. This grid is now
fast Fourier transformed and the output is a similar grid which now pro-
vides a very good approximation (in many cases it is exact) to the far-
field pattern of the designed antenna with one exception--it is the pat-

tern due to an ideal isotropic element pattern.

To rectify this ideal representation, the appropriate element pat-
tern is calculated and each output point of the FFT i{s multiplied by the
appropriate complex number (determined by the element pattern calcula-
tion). In addition, several deviations in element patterns are created
by performing additional FFT's on a subset of elements in the array.

These additional element pattern capabilities are described in detail in
Sec. 2.3.3.

Wicth the inclusion of the various element patterns, the output
file is now ready to be processed by the various data reduction rou-
tines. These routines include the output capabilities of PAAS (RTI,
EDISYN) as well as numerical output, pattern cuts, and pattern plots
(including three-dimensional plotting) of both the principal and cross

polarization.

The brute-force technique is much easier to describe than the

efficient technique, since it performs the pattern calculation directly
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g on the same input files as used for the efficient technique. This 1is an 1§
| important point because it insures that the input data for both tech- —‘“j
§ niques is identical, hence providing the user as well as the programmer %;i'
; with a built-in test.
g
_ Since the brute-force technique uses the same illumination and —Aﬁ
< location files, all the modifications to these files explained in the ‘
: preceding paragraphs apply equally to the brute-force technique. In :-:S

addition, the element patterns are calculated using the same subroutine
as used by the efficient technique. Therefore, the brute-force merely

takes all of the above mentioned input data and performs the applicable

A

% complex multiplications and summations to provide the output. The only e
;? problem with this approach is that the brute-force technique can be fj;}
- three to four magnitudes slower than the efficient technique—-but it ;:Zi
‘ always gives the exact value for a far-field pattern. _:f
% 2.3.1.2 Support Program Structure E?;:
In addition to the main (on-line) program, SARF also contains i;;i
several (off-line) support programs which operate as pre- or post- KNS
A processors to create, modify, or reduce data stored on the input, out- 'ifi
e put, and data files of SARF. ‘
. The most important of the pre-processors is the program DATAFILE,
; DATAFILE is an interactive program which helps the user specify all the
R input parameters for the files which make up the data base for the on-
* line program. This data base consists of input data files:
2 1. Element pattern R
'j 2. Element pattern variance coefficients f;:;
g 3. On-line systematic deformations iifi
. 4, Brute-force output point 7TT4
5 S. Multibeam and cluster feed input data ;igj
i .
§ B
" X
3
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% 7
a3 S
%ﬁ Each of these files is described in detail in the SARF Users Manual.1 i:j
a However, a brief description will be provided here for the convenience {'i
5 of the reader. -
¥ 2]
B The element pattern file contains the coefficients and the loca- ;:j
tion coordinates for all current segments in the nominal element pattern .i%
R as well as the deviation to the desired elements. It also contains the -
fg parameters which define the desired subset of deviated elements. E;E
The element pattern variance file contains the coefficients of the s
variance (as a function of space) for the random deviations to the ele~- E;;
ment pattern. :
The systematic deformation file contains the coefficients which
deform the aperture in all three dimensions according to a quadratic in
x and y (with cross product terms). E

The brute-force file contains the points in sine-space which the

2 user wishes to calculate during the on-line run. These points can be
3% overridden during on—-line interactive processing.
?
The multibeam and cluster feed file contains all the parameters
% necessary for the design of a Rotman lens, Butler matrix, or a cluster
]éé space feed. This file includes such parameters as feed element spacing,
22 number of ports, quantization levels, design bandwidth, etc.
-
ﬁ% After using the program DATAFILE to create all of these input data

files, the user can proceed with an on-line run. Once these files have
been created, they can be used over and over. Any one (or any subset)
of the files can be modified by using DATAFILE, leaving the remaining

% T A
“‘-y

A

Y%

IJ.R. Feeman and J.D. Capps, SARF Users Manual, General Research
Corporation CR-2-1048, Vol. II (Preliminary Release), October 1982,

~
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files as previously created. In addition, since all five are sequen-
tial, formatted files, any of them can be modified by using the text
editor (assuming the user is intimately familiar with the file

structure).

One additional pre-processing step is necessary if SARF is to be
run in the BATCH (as opposed to INTERACTIVE) mode. The batch input data
file must be altered using the text editor. This file contains all the
input parameters that the user would supply if he were running on-line
interactively. The file is structured with the alpha-numeric data on
the right and a brief description of the parameter on the left. A
detailed explanation and listing of the batch data file is contained in
the SARF Users Manual.1

The support program which processes deformations due to thermal
effects or systematic deviations is also essentially a pre-processor.
There are two reasons why this capability was not incorporated directly
into the on-line program. First, it usually requires considerable pro-
cessing time (for input supplied by Draper Labs), and secondly, once a
particular set of deformations is created, it can be used over and over

by the on-line program.

The deformation program consists of three routines: G2, G3, and
DEFORM. G2 performs a two-dimensional interpolation on a nominal or
ideal set of element locations based on a set of ideal structural loca-
tions along with the deformed structural locations. G3 performs the
same function as G2 but in three dimensions. DEFORM takes the nominal
structural data and displaces it according to the (user supplied) input
polynomials. Each of the gores can be distorted according to a differ-
ent polynomial. The details of these three routines are presented in
Sec. 2.3.4.

lJ.R. Feeman and J.D. Capps, op. cit.
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In addition to the above pre-processors, SARF uses three post-
processing routines for plotting data. Only a cursory explanation of
each of these routines will be presented here since they are detailed in

the Users Manual.

PLOTXY plots the element location in the =x-y plane. Each ele-
ment is represented by a character selected by the user. The scale is

in meters and the length and increment are selected by the user. (See

Fig. 2.58 for an example.)

PLOTPATT is used for plotting a cut through the antenna pattern or
the aperture illumination. The increment, maximum and minimum values of
both the abscissa and ordinate are user-selected. A sample output from

this routine is shown in Fig. 2.59.

PLOT3D provides the capability of plotting either the entire pat-
tern or aperture illumination in three dimensions. The maximum value of
all three coordinates along with their increment is selected by the

user. A sample 3-D plot is shown in Fig. 2.60.

The SARF on-line program, along with the pre- and post-processors,
provides the antenna designer with a very flexible tool. The modularity
of the file structure allows additional capability to be incorporated
relatively easily. This allows the incorporation of the latest results

from the various technology contractors as this data becomes available,

Now that we have discussed the overall structure of SARF, we will

4 J!ﬂ;

proceed to detail each of the three major models in the following order:

e, Ay €

excitation, element pattern, and structural.

> s At he
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Figure 2.60.
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2.3.2 Excitation Model

2.3.2.1 Introduction--0Overview

The body of software which makes up the excitation model has the
sole purpose of creating a file of source excitations for the main
array. For each main array element, a corresponding complex illumina-
tion value is computed, stored in a file, and used within the SARF
simulation,

These excitation values are a result of varying degrees of
detailed modeling. Excitations may, on one hand, be obtained from a set
of ideal distributions, such as an ideal Taylor or Gaussian distribu-
tion. They may, on the other hand, reflect deviations from the ideal
due to a variety or combination of factors, such as beam steering, or
random element failures, or different feed designs. The user may select

from a menu those features he wishes to model.

The excitation model has two sections: (1) the feed system, and
(2) the lens. The feed system models the excitations produced at the
feed side of the lens modules (see Fig. 2.61). The excitation may be
produced by a corporate feed system, as described in Sec. 2.3.2.2, or a
space feed system, as described in Secs. 2.3.2.3 through 2.3.2.6. The
feed-side excitations are then transformed through the lens, as
described in Sec. 2.3.2.7, to become the target-side excitatioms, which
are the final outputs of the excitation model.

2.3.2,2 Corporate Feed

The software for the corporate feed models a near-ideal configura-
tion. The nominal amplitude is derived by sampling a perfect aperture
distribution, and the phase for beam-scan is perfectly linear, except
for quantization introduced by a n-bit phase ghifter. Errors due to
internal reflections, etc., are modeled as random Gaussian noise as dis-

cussed below.
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2.3.2.3 Point Feed for Space-Fed Array

A point feed can actually be modeled by the simulation in two

ways. Each has its advantages. In one instance, the simulation models
a single, ideal, spherically radiating point located anywhere behind the
4 main array. Phase differences due to varying path lengths to the main
array are taken into account, This method of modeling a point feed has

the advantage of being executed very easily and quickly in the software.

A point feed might also be modeled as a single-element cluster
feed, which is the next option we discuss.

2.3.2.46 Cluster Feed

The cluster feed models the excitations from a group, or cluster,

of at most 10 radiating elements. These feed elements may be posi-

tioned anywhere behind the main lens. Each feed element has a Gaussian
2

—a8 where a is a user-defined constant, and © is the

pattern of e
angle measured with respect to the z-axis., Each feed element has a com-
plex excitation value associated with it.

The illumination at a particular main array element location,
E(2,m,) , 18 the sum of the illumination contributions from each cluster

feed element.

N
fe
E(tm) = D Amp(iePhase ()
k=1

where

Nfe = number of cluster feed elements

.

k = KEE feed element
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a * b a9
Amp = e
p
b
- phase = tan-1<—‘3> -0
a, A
p = distance between feed element k and main
array element (1,m)
2 2 N2
‘I(xma xfe) + (yma - yfe) + (zma - zfe)
(xma’yma’zma) = location coordinates of main array element
(1,m)
(xfe’yfe'zfe) = location coordinates of cluster feed element
(k)
(ak + jbk) = complex excitation value at cluster feed

element (k)

-1<zma B zfe)
cos | ——F——

wavelength

feed constant, specified by user prior to

simulation

The cluster feed has the capability of including multipath effects

in the modeling.
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2.3.2.5 Multibeam Feed for Space-Fed Array fij

The core of the multibeam software was acquired from Raytheon.l —4
Parts of the original code have been altered and parts have been deleted
in merging this software into the SARF simulation. Several new parts
have been added in order to expand the modeling capabilities. The SARF .
simulation User's Manual2 specifically lists the modifications made to .

each Raytheon routine, as well as documenting the new software which has
been added.

2,3.2.5.1 Types of Multibeam Beamforming Networks

Two types of beamforming networks can be modeled with the multi-
beam software. First is the Rotman lens, two versions: an ideal Rotman

lens, and a more detailed, software designed, Rotman lens that takes
into account actual cable lengths and focal points. Raytheon's final

report discusses the Rotman lens, so it will not be repeated here.

The second type of beamforming network is the Butler matrix.
A Butler matrix feed consists of m = 2" (n an integer) elements
fed by a network that produces a phase increment from element to element

of

& = (N+ 1 - 2D)7/n

where I = ]l,...,N is the beam number. For an interelement spacing d ﬁfﬁ

the resulting far-field feed pattern is

g =L sin m{(kd/2) sin 8 - [(2I - 1)/m]("/2)} n
I m sin{(kd/2) sin 8 = [(2I - 1)/a](7/2)} N

1J.D. Hanfling and B.R. Herrick, Final Report for Low-Sidelobe Space-Fed

Lens Antenna Transform Feed Study, Raythaon Company, Equipment Divi-
sion, Contract No. F19628-79-C-0157, 29 January 1982.

1J.R. Feeman and J.D. Capps, SARF User's Manual, op. cit.
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The beam peaks are located at (neglecting grating lobes)

A (-1
sin 01 o (I 2)

—

2

4

4

)

Do

All other beams have nulls at the peak of any given beam, and the beams -—--——4
span an angular region between sin 6 = -A/2d and sin 6 = A/2d , as ﬁ
3

1

EREK

The phase increment, PI ,» in the Raytheon feed model is (for one :‘j
dimension) e j
m+1 ) ._':
Y 021r i
b = ( 2 1,5°Fn°F i
1 3 =
vhere Y, ;= B(N+0.5~-1J) 0
* . te
= sine space y coordinate of feed beam 1,m ]
C*B -
Fy, = 7— = feed height E‘"?
c o
B = one half the beamwidth to the first null LT
F, = center frequency, Gz -]

c = speed of light x 10.'9

1,J = feed beam indices in x and y directions,
respectively

N = number of beams

@ = number of feed elements

feed element index

o
[ ]

Substituting for Y and Fh

m+ 1l " .'i:f'_.
e B oo m - ;
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This provides the desired Butler matrix phasing. However, the ideal
Butler matrix option in the Raytheon feed program does not explicitly "“]
constrain the feed to have 2" elements. The program has been modified

é: 80 the user may override the value selected by the model to enforce this fij

f; condition. ‘

o The number of beams should be less than or equal to the number of

3: elements; if fewer beams are selected, they will correspond to the

"

< innermost beams, and will span the angular region subtended by the aper-

L ture. The feed element spacing may also be entered manually to provide

other coverage if desired.

~

R

o]

53 The Raytheon feed program designs the feed as follows:

- 1. Feed beamwidth is determined such that N beams span angle

. subtended by aperture.

.3

N 2, Feed size is determined to provide desired beamwidth at

%} center frequency.

< 3. Element spacing

3

: D

21 c -1 F

. d = =—4q.0 + sin]|tan <——->]}

f FB{ [ ALIZ

where c = speed of light x 10-9

! FB = highest frequency in the band

~ Dp = distance of feed from main array

; A‘L = main array length

:i . is determined to prevent grating lobes at high frequency.

< :

:} 4, Number of elements m 18 derived by dividing feed size by _

& element spacing. o

= ]

EE Manual override for real Butler matrix should proceed as follows: "

o4

i; 1. Redefine m = 2" | n an integer.

f’ 2. Redefine d to provide desired feed beamwidth. f?%

e 131 .
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3. Check that coverage provided by N beams is the desired
range. The coverage in sine space at the beam crossover

level is given by

N A N A
m2g L8 0 Sog

4, Check that the grating lobe is outside of the scan range;
first grating lobe is at sin Bg = A/d - 8in 6,

S.. Iterate if coverage or grating lobe is not as desired, by

altering n, d , or N,

2.3.2,5.2 Modeled Multibeam Feed Effects
There are several effects which can be modeled at the multibeam

feed array.

The original code allowed the user to “turn on" either all beams
or a single beam. GRC has made program modifications to allow any sub-

set of feed beams to be turned on.

The power divider weightings in Raytheon's software were computed
for either a circular Taylor distribution, a uniform distribution, or a
Gaussian distribution. The SARF simulation had a larger menu of weight-
ing distributions which could be used. Rather than duplicating the SARF
code in the multibeam code to provide these additional weightings, the
multibeam software was modified. The software now reads a nominal
weighting file and an element location file. From these, the software
interpolates an appropriate illumination weight at each beam center pro-
Jected onto the main array. With this modification, the multibeam feed
model can weight itself with respect to any given illumination file.

The ability for the user to manually override the power divider

weights which have been computed by the model has been added.
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The capability of overriding the number of feed elements and their
spacing as determined by the feed model was added primarily for modify-
ing the Butler matrix beamforming network.

For a batch run, these values are to be specified prior to program
execution. In the interactive mode, the user is shown the computed feed
element number, the spacing, the resulting beam coverage region, and the

grating lobe location. The beam coverage region is computed by

m_
2dm

where = number of feed beams, y-direction

number of feed elements, y-direction

wavelength

a > B X
]

= element spacing

The location of the grating lobe, if it exists, is found by

Knowing this information, the user can alter the element number, or
spacing, or both. The resulting coverage and grating lobe location are
recalculated for the user with each spacing or element number alteration
he makes. When the user is satisfied with the changes he has imple-
mented, the simulation then proceeds. With the current software, the
user may not have different element spacing in the y-direction than in
the x-direction.

The Raytheon software has the capability to add Gaussian distrib-
uted amplitude and phase errors to the feed. GRC has slightly modified
the manner in which this was handled. It now is a user option, speci-
fied through a data file, whereas before the user would have needed to

recompile the software to include or exclude this option.
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The same is true for random feed element failures. GRC has made
this effect an option through the user's data file. If the user selects
this option, he must specify a desired probability of element failure.
For every element, the simulation generates a uniformly distributed
pseudo~random number. If the number is less than the specified proba-
bility of failure, the element is "failed"” by setting its excitation to

Zero.

After integrating the Raytheon feed routine into the SARF soft-
ware, we began to look at its execution time. We were greatly concerned
when we estimated that the feed simulation, alone, for a 7 x 7 feed
beam configuration and 132,000 array elements would require roughly 10
hours of CPU time. Using in-house software evaluation programs, we
examined how the code was executing on the VAX 11/780. We found that
the largest amount of CPU time was spent in calculating the illumina-
tion., In fact, nearly 90% of the time was spent within a 4-line nested
loop. By streamlining computations and sorting procedures and by rede-
fining array variables and looping indices to reduce page faulting, we
were able to reduce the CPU time substantially (see Fig. 2.64). We have
since introduced modifications which will have changed these timing
estimates to some extent. All modifications have, however, been made
with consideration of their effect on execution time and we have tried

to keep the code as time efficient as possible.

In implementing the multibeam feed, we took a look at the sidelobe
levels versus the number of feed beams in each of the principal planes,
as discussed in Sec. 2.1.3.4. Figure 2.33, shown previously, compares
the three highest sidelobes for the case of a 60 dB Taylor. Figures
2.65 and 2.66 compar: the aperture and far-field patterns of a multibeam
feed with a corporate (ideal) feed for the specific case of 5 x 5

beams and a nominal 40 dB Taylor.
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2.3.2.6 Multipath
The SARF simulation can model multipath effects for the space-~fed

arrays. Figure 2.67 shows the physical situation being modeled and the
coordinate system used. The user must specify the location of a primary
feed source. This would be the location from which all energy is ini-
tially radiated. The user also must specify location coordinates for at
most ten scattering points. These are points of reflection, which are
presently modeled as isotropic scatterers. Energy from the primary feed
source reflects from the rear face of the lens, back to the scattering
points, and is then reflected back to the lens. Each scattering point
has a complex excitation value which describes how the energy from that
point 1is reflected to the lens, The coordinate system which is used has
its origin at the center of the main array. The x axis is the hori-
zontal plane, the y axis is the vertical, and the -z axis extends

from the main array to the feed.
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Figure 2.67. Multipath Model

When the illumination contribution from each feed element is being
summed at each element in the main array, the software also sums in the
amplitude and phase contribution from each scattering point. The

contributions are computed to be

Amplitude = a +b

- tan~}(2) - 227
Phase tan (‘) 5

where

(a + jb) = excitation at scattering point whose contributions
are being computed
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P J(xIlla xsp) +(yma ysp) +(z - zsp) By
) ) 7 o
+ J(xps xsp) + (yps ysp) + (zps - zsp) .
(xma’yma’zma) = location coordinates of main array element at
which illumination is being computed
(xsp’ysp’zsp) = location coordinates of scattering point whose
contributions are being computed
(xps’yps’zps) = location coordinates

A = wavelength

The software normally sums the feed effects and the multipath
effects together. However, the software does have a user option to cal-

culate only multipath effects and to ignore all other effects, including
the feed.

As an example of how the simulation might be used to study the
effects of multipath, an example was run introducing two reflection
points (Fig. 2.68). The aperture illumination and far-field patterns

can be acquired for cases without the multipath effects (Figs. 2.69 and
2,70), with only the multipath effects (Figs. 2.71 and 2.72), and with
both multipath and nominal effects (Figs. 2.73 and 2.74).

2.3.2.7 Lens Model

Lens transmit/receive (T/R) modules are one of the critical tech-
nologies of a space-based radar, due to the requirements of low cost,
light weight, and high performance. The module parameters have a very
significant impact on the radar's performance, and an important feature
of the SARF simulation is that it is designed to incorporate measured
module data into the model. This use of measured data insures high
fidelity and credibility in the modeling of lens effects.
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Figure 2,68. Multipath Example

The module characteristics affect the source excitation file of
the SARF simulation (see Fig. 2.1). The source excitations can be

obtained either by:

1. The ARC FAM/HAM model, run off line
?ﬁ 2. The SARF on line feed/lens model

The ARC model computes the currents in the target-side array elements,

including the effects of mutual coupling, ground plane feedthrough, and

edges. It is designed to provide a very accurate model of these

. effects. However, it assumes a linear network parameter model for the

~3 module, and is not appropriate for modeling experimental module data, as
shown below. The SARF on-line model is capable of modeling measured

% data. Which of the two options should then be selected depends on the

M problem being simulated:
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1. Mutual coupling differences between different element

designs, edge geometries, etc., are best handled using the ]
ARC off-line lens model.

LRAAN P

2. Incorporation of measured module data is best handled using -3
hS RS
o the SARF on-line lens model. o
F The ARC model is described in their 1:eport:s.l-3 Here we will focus on : ?
% the SARF on-line model. E
~1 k
N
e

In the SARF model the amplitude and phase transfer functions of
the lens are defined by

2
out = 20 + alvin + a2vin

boue = Pqn + (0]

s 'quantized top av

out in

where Vin = amplitude at lens feed-side elements

Vout = amplitude at lens target-side elements

¢1 = phase at lens feed-side elements

-4
LT 4

$ = phase at lens target-side elements

a; = Gaussian amplitude noise random variable

1
: !
o
AT Sy g

,
o'
hd

a = Gaussian gain factor random variable

e
o

a, = Gaussian square law factor random variable

1
i

Aeadh

1

'

wdodnden

H.K. Schuman, D.R. Pflug, and L.D. Thompson, Space-Based Radar Array
System Simulation and Validation, First Technical Report, RADC-TR-80-
294, Rome Air Development Center, September 1980.
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2H.l(. Schuman, D.R. Pflug, and L.D. Thompson, Space-Based Radar Array
System Simulation and Validation, Final Technical Report, RADC-TR-81-

215, Rome Air Development Center, August 1981.

3H.K. Schuman and D.R. Pflug, Space-Based Radar Array System Simulation

and Validation, Final Technical Report, RADC-TR-81-366, Rome Air
Development Center, Dec 2nber 1981.
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3 somre

nominal phase for lemns focusing and beam scan o

©
-]
[ ]

AR

¢0 = Gaussian phase noise random variable -

a = amplitude modulation/phase modulation (AM/PM)

;% factor random variable
; []quantized = the phase quantization due to an n-bit phase ;;é
d shifter L
3 .
}% For a space-fed lens, beam focusing is achieved by calculating the :

path lengths from the feed to the lems elements and adjusting °s to :
;% make all target-side elements have the same phase. Beam scanning is
;\' then obtained by superimposing a linear phase shift across the aperture.
%% For a corporate-fed design it is assumed that the feed network provides
- equal phase at the module inputs, and a linear phase shift is imposed

for beam scan. The resulting value of ¢s is then quantized to reflect
the specified number of phase shift bits.

The user must be aware that V1n is not normalized. The reason

for this is that the amplitudes are being computed at the same time the

Es random errors are being computed. To normalize the amplitudes would

g% require all amplitudes to be computed and written to a file. This file

& would then be reread and the amplitudes normalized. These two passes

%% through the file, which can be quite large, would be very time- -
%g consuming. Z;j
2=
‘ As stated above, this SARF on-line model has sufficient generality e
§f to include virtually all experimentally measured data. The specific fﬁé
~%! procedure for including measured data in the model is as follows: is
%% 1. Obtain measured data for insertion and phase as a function ﬁﬁ;
ti of the input amplitude and phase, for several modules, and ;:;
i under varying load and thermal conditionms. 3
;: 2, Select the mean values of the Gaussian random variables ag,, :
‘3 a;,85,0 » and Y to fit the mean measured data. Thermal 1
» 148
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effects can be treated systematically by repeating this pro-
cedure for each thermal case, or they can be lumped in with

the random variations from module to module.

3. Select the variance of the Gaussian random variables to
match the variations from module to module and/or variations

of load and thermal conditions.

An example of the results of this procedure is illustrated in Fig. 2.75,
using STRAM module data measured by Ed Jones.1 The triangles represent
measured data points, and the solid line shows that the SARF model pro-
vides an excellent fit to the data. -

A linear network parameter model, such as used in the ARC HAM/FAM
model, is shown by the dashed line in Fig. 2.75. It is evident that the
simple linear model does not fit the data well, but the real question of
course concerns the effect on the antenna pattern. To illustrate this,
we will compare a feed illumination with an ideal linear gain module,
and the illumination that would result with the non-linear gain of the
real module. The aperture illumination is shown in Fig. 2.76 for the
case of an ideal 50 dB Taylor distribution and a multibeam feed. The
dashed line shows the illumination for the ideal linear gain module, and
the solid line the illumination for the real non-linear gain. Finally,
the resulting antenna patterns are compared in Fig. 2.77. The first
sidelobes are very different between the two cases, and it is evident
that the non-linear effects are important., It should be emphasized that
a proper design will compensate for the module non-linearity by adjust-
ing the feed illumination, so good sidelobes will be obtained. A major
function of the simulation is precisely to provide a tool for such
design optimization, .

The example above involved amplitude data from a single module,

and the variables ag.a; , and a, were selected with the mean values

lRADC TD meeting, 23 February 1982,

149

YT U YW W YT R W W £ TR TR T 6T T

PSP PRSI PP : LR G S W WY : aA'a" A a”

l.‘. , . . v .l‘

20y

.

‘

“o, c. 4'."- "."‘ 3
TR L .
Py PPN o hod




—— R CHt Rt e Sl et AR AL G b IR BALADAF AV 5 OACNCIINIACE A Ty AL A AOMN IO kA AR SN LA AL
) o I Sl s NS B AL § AR R AR RN O RRTROMERC R IR R RN £
.. ~_. . . . ...\... . N .., ... . .t N R . . . « v M ' LR S s '
N . P . . ’ . . . . . AL . . . » b M

T
Pt

“ elBQ PainsSea DUV JO [IPOW--UTED A[NPOK *G/°Z dandd
wap ‘LNdNI HIMOdJ
9 v A 0 Z- y- 9- 8- oL -
[ | T T T T 1 T 0
o
» [Ta]
.J -1

TL9E9-NY
weap ‘LNd1NO ¥3MOd

_ ~ NIp 228’ =1N0A 1300 HILINVHVA NHOMLIIN === e —

PR ZMNIA) ags2't — NIp 29997 + 220610 - =1MO0A
300N NIVO 3INAON 3HVS

. (¢8 934 €2 SANOF Q3) VIVQ NVHIS GIUNSVIWOAVH V Vv V

NN TARAPAM. RIS YWY MRV . e MBI TOANANAL ) KA. ERNIANM R



: uopleurwny]] 2injiaady uoc 3Ida3jJy SuI SATIOV ‘97z 210314
,f A
. £ z 1 0 - z- c-
, r T T T T T oe-
»
k)
m
o ¢
c
Hoz- §
m
v‘_ “
- c
z
- Z =
qo- 58
' o
v.. .N
a
N ]
.
: Jo
\ UIp zzgg= M0
130OW HILINVHVD NHOMIIN o= o o=
z ~=_> 9562t — YA 209972 + 22080~ = Y"OA
& 73GON NIVO FINAOW JUYS =
=
DRIy, | VRGWEWS | AWHMMIY | SOGNDT G | ShSRTONeh SNAEGIRT | LD




YT E Y T M B I NN e il
’ . M N . . a » . t .
TN ) R A

uye) ITNPOW IEBIUYT-UON PUB IEBIUTT YIFM SUIdIIpd euuajuy paje[nd(e) °//°'z 2andyg

Ay
80 0 z0- vo- 90~ 80-
r oL-
] “ { ) ~ﬂ
| 1
YR
_ v
— 8 -
_ m
>
P
| s
wy
— 0 - m -
>
z
0
C
~oe- &
Q
m
Q
[11]
— °N -_—
> (3ABND Q3IHSVA)
¥ " o (3AYND aNOS)
s A 2zgs=1"0 ™ : Hoi-
w 2 ASSSLV-
sz 1300W HIL1IWVHVD HHOMIIN WA 1000 F+ 22000~ = M™OA
& 1300W NIV 31NA0ON JUVS
Jo

ek Sabadutul RTIAILL e e,




W—" Cevia” Brte Thte T Ty AP AR A Al LA A Ta T Yo Te n e =, . - -
. P e P ACRAN S AR - hd oS T N - oo . ) .
pat i eV a g Ut @ W e W % P et ut e a® e "a" 0 0" e .. ) 7. Lt e -

shown in Fig. 2.77, and zero variance; therefore, they are in fact con-
stants and not random variables in this particular case. If data from
several modules were available, the incorporation of randomness by
inputting non-zero variances would be straightforward. It should be
noted that the ARC HAM/FAM model and the Raytheon feed model also have
the capability of adding random effects, but only additive noise cor-
responding to the a, and ¢0 factors in the SARF model. Random vari-
ations in gain, which are represented by the a, term in the SARF
model, are not included in the ARC or Raytheon models. These other
models are also lacking the AM/PM factor @ as well as the square law
factor a,.

2.3.3 Element Pattern Model

The SARF element pattern model is based on the sum of infinitesi-
mal current segments which can be placed anywhere on the main array by
the user. Each element (or subarray) on the membrane is represented by
up to 50 current segments. Therefore, straight or bent dipoles, turn-
stiles, bowtie microstrips or any other device that can be modeled by a
set of current segments are easily simulated. Also, since the current
segment model can calculate vector patterns, SARF nodels the cross

polarized pattern as well as the principal polarizaticn.

Due to its flexibility, the element pattern model provides the
capability of modeling mutual coupling and empirical data obtained on
antenna ranges. An example of this capability is shown for the Grumman
Test Article-2 (TA-2) in Sec. 2.1.1,2,3.

In addition to simulating each element in the main array, the SARF
element pattern model also allows the antenna designer to model various
types of degradation in the element patterns, Random deviations are
easily included and can be modeled using either uniform, Gaussian, or
Rayleigh densities. Major deviations can also be simulated with up to

nine different types of degradations, or failures, to a particular
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:
;3 subset of the elements. The details of the entire element pattern model - i
are described in the remainder of this section. —
5 L
: 2.3.3.1 Nominal Element Pattern ‘
: The nominal element pattern is modeled by a vector sum of up to 50 4
B current segments which simulate some particular element type. The nomi- _..1‘
o nal pattern applies to every element in the array that is "“turned on" ’
3 | (an element may be "turned off” if an element failure is being
-} simulated).
A —

Figure 2.78 shows a simplified block diagram of the implementation
of the nominal element pattern (the associated paths for random and
major deviations are shown as well). The diagram indicates that after _
reading the element pattern data file, SARF tags each element with the —:‘

. ordae ™l 50

t
»
FroTR N ey

INPUT
MODOIFIED LOCATION &
ILLUMINATION FILES

71X

AN-62977
|
‘ f‘ I; "‘ IR AN

TAG ELEMENTS WITH L
APPROPRIATE ELEMENT PATTERN e

AR IO N

I
2
% r RANDOM _: GENERATE :_;-r GRID &
% LEMENT PERFORM Fi -1 __
P el [ MAJOR ELEMENT |
2 | DEVIATIONS | { | patTERN

& b | pEviations |
- MULTIPLY FFT OUTPUT BY e e

NOMINAL ELEMENT PATTERN

6

SUM ELEMENT
PATTERNS

TOTAL PATTERN
OUTPUT

Figure 2.78. Block Diagram of Element Pattern Calculation
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N appropriate element pattern (for the nominal pattern all elements are

- tagged). Next, the model generates an FFT grid, determined by the

E! illumination and location files, and performs the transform operation.
EQ Each point in the T, - T plane (sine space) is then multiplied by the

appropriate value of the nominal element pattern for both the principal

and cross polarization. The resulting pattern is stored on a file for
future summation, if applicable, with the random and/or major element

pattern deviation output files.

2.3.3.2 Random Element Pattern Deviations

If a group of element patterns are each measured in an anechoic
chamber, no two of them will be identical but will have random deviation
around some “"nominal” pattern. Figure 2.79 shows a fictitious example
of this phenomenon for three element patterns. If a very large number
of these patterns were measured, a statistical variance could be calcu-

lated for the envelope of element patterns. This variance would be a

VARIANCE
POLYNOMIAL
ENVELOPE

-23715%

AN

NORMALIZED MAGNITUDE

FON ST FO R Py

1 1 1 1 i i 1 1
-10 -0.7% -05 ~-0.25% 0 0.25 05 075 10

Ty =sind

Figure 2.79. Random Element Pattern Samples With Variance Envelope

ks a




function of the measurement angle (as seen in the figure) since there is
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less variation in the pattern near boresight than at the edges. The

SARF element pattern model simulates this random pattern variation by an

envelope variance for each of the two polarizations. These envelopes

I Y U

are described by the equation:

PR IR N
A A TR T
PR B
e
et L
LS T SR |
P A I
I '

2 - 2 2
g (Tx,Ty) a; + alTx + azTy + aBTxTy + aaTx + aSTy

X -
N .41‘1
VU S N

where 02 = the variance of the random element pattern

a = the user-defined coefficients which describe the vari-

ance function
Each polarization has its own variance equation with separate coeffi-
cients, to reflect the typical case of larger variation in the principal

polarization than in the cross polarization pattern.

Figure 2.80 provides a simple block diagram of the random element

pattern model. First, each illumination is multiplied by a random num-
ber with unit variance. These modified illuminations are stored in a
temporary file so that a new FFT grid can be generated. This new grid
is then fast Fourier transformed and the output is multiplied by the

-

proper variance quadratic. The resultant output file is now summed with
the nominal element pattern file to obtain a nominal far-field pattern

along with random variations.

2.3.3.3 Major Element Pattern Deviations

Deployment of a space-based radar may result in some damage to the
membrane and the elements. In addition, failures may occur during the 1
operating life of the radar. As examples, consider power supply fail- L__j
ure, disabling many of the elements in a particular region; or a random 1

set of elements might change characteristics due to thermal effects, It

P WP
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MULTIPLY EXCITATION < o
FILE BY RANDOM NUMBERS s
‘ T
CREATE FFT GRID
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MULTIPLY FFT OUTPUT
BY VARIANCE POLYNOMIAL

i

Figure 2.80. Random Element Pattern Diagram

is with these types of element pattern degradation in mind that the
major element pattern deviation (MEPD) model was incorporated into SARF.

The MEPD allows for nine types of element pattern degradationms.
Each of these nine types may affect from one to all of the elements on
the membrane. Which elements a particular type of deviation will affect
is determined in two ways: (1) A percentage of the elements can be

selected and this percentage will be chosen randomly from the entire
array. (2) A rectangular patch of elements can be selected by defining

the maximum and minimum coordinates (X and Y) on the aperture face.

An example of each of these two means of element selection is
shown in Fig. 2.81. Figure 2.8la graphically shows the entire set of
elements in the main array while Fig. 2.81b shows 30X of the elements
randomly selected, and Fig. 2.8lc shows a rectangular patch of elements
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L :
ﬂa chosen in the upper right of the array. This figure could represent an .
{w» example of element pattern calculation with (a) representing the ele-
;33 ments' nominal pattern, (b) showing a slight degradation in the elements
i%ﬂ due to a deployment mishap (e.g., bending of dipole elements), and (c)
;; might be a small group of elements which completely failed due to a

; power supply line failure. Several examples of models for different
é&‘ types of partial failures were shown previously in Fig. 2.14.
X%

T WA

Figure 2.82 shows the implementation of the MEPD model. The left
side of this diagram shows the implementation using the efficient tech-
nique while the right side shows the mini-brute force technique.l Major

Pl s

Cperi e

ng deviations are handled by the efficient technique essentially the same
lij as the nominal element pattern with the exception of the elements being
- considered. These identified elements are used to create the FFT grid
f( and an FFT is executed. Then the FFT output is multiplied by the appro-
“E: priate element pattern. All of the resultant patterns are then summed
'§~ together with the nominal output pattern (and random deviation, if

7 applicable) to provide the total far-field pattern. The mini-brute
:t force technique simply calculates the exact pattern using the same input
:;; files as the efficient technique and adds the result to the nominal ele-
ji’ ment pattern.
:- With the capability of nine major deviations, SARF provides a suf-
éz ficiently flexible element pattern model for any desired pattern
E- calculation.
-

2.3.4 Structural Model
The SARF structural model starts with a file containing the nomi-

BA

RN
&

ol fodsldo

nal element locations. These locations are then perturbed (according to

oY

1'l‘his is referred to as the mini-brute force technique since it is

implemented the same as a brute-force calculation, but deals with only
a small amount of input (element) points.
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Figure 2.82, Major Element Pattern Deviations
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the designer's inputs) and a new file is created which contains the true

element locations.

The antenna designer has three options for the nominal aperture
shape: (1) circular, (2) rectangular, and (3) elliptical. The designer
selects the aperture radius (circular); the height and width (rectangu-
lar); or the major and minor axis lengths (elliptical) along with the
desired element spacing. The nominal location file is then created as
specified. The element spacing can be chosen to be on a rectangular
lattice, a triangular lattice, or one of three circular gore designs.
(Examples of triangular, rectangular, and gore lattices are shown in
Figs. 2,24, 2.30, and 2.34, respectively.)

The three circular "gore" designs emulate structures originally
proposed by Grumman. The first design used pie-shaped gores with the
elements spaced on radial lines. Investigation of this design indicated

that the gaps between gores caused a high sidelobe level in the pattern. .

This led to design number two proposed by Bob Hancock (Simulation
Technology Inc.). The second design reduced the gaps and the sidelobe
levels, but still provided sidelobes greater than desired. The third
design utilizes a triangular element spacing and includes additional
parameters (such as space for d.c. power distribution) to provide a more

realistic simulation of the expected hardware configuration.

The structural deformation model is divided into an on-line pro-
cessor and an off-line processor. The on~line model allows the antenna
designer to create the ideal or nominal element location file and then
distort these locations randomly or systematically. The off-line model
provides the designer with the capability of distorting the aperture
based on empirical deformation data. The off-line model also provides

local systematic distortion capability.
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for future use. Thirdly, the off-line capability allows for easier

:

The deformation model was divided into two modes of operation for ;;j

three reasons. First, complex deformations such as provided by Draper :4;

Laboratories1 can take a considerable amount of computer resources to ,;%

process. Secondly, this type of data needs to be created only once and 5_3

?: then can be stored on a tape or a disk. By providing the off-line capa- ;{E
: bility, a deformed set of element locations can be generated and stored i;j
p

.8

reformatting of additional distortion data obtained from technology con-
tractors in the future.

Therefore, SARF provides the on-line structural model for the

(everyday) majority of design evaluations with the off-line model adding

by,

.
Rl )

the necessary complexity for modeling empirical data.

x

IREXY

2.3.4.1 On-Line Deformation Model

The on-line structural deformation model allows the user to dis-—

place elements in the array either randomly or systematically. The ran-
dom displacements can assume one of three probability density functions:
uniform, Gaussian, or Rayleigh. The user simply selects the desired
mean and standard deviation for each of the three location coordinates
(x,y,z) and SARF perturbs each element according to the input
statistics.

The systematic deformations provide element displacement (for the

entire aperture) according to the following equations:

2 2
dx = a, + ax + a,y + a,xy + a,x + agy

2 2
dy = bo + blx + bzy + b3xy + bax + bSy

2 2
dz = < + ¢ x + c,y + C4Xy + ¢,Xx + Coy

1F. Ayer, op. cit.
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where dx,dy,dz = the differential between the nominal and the per-
turbed location in the x,y,z directions,

respectively ]

an’bn’cn = the user selected coefficients for the desired

deformation S

As an example, assume the user wishes to linearly tilt the i
aperture by some angle «a. _;@
Then, as shown in Fig., 2.83 ;;

{

dx = -xi(l - cos a)

dz = Xy sin a ;jj

Therefore, the coefficients in the deformation equations would be
defined by:

a1 = ] - cos &

<, = gin

and the remaining coefficients would all equal zero.

Therefore, the on-line model allows the user to model relatively

complex structural deformations which can be composed of systematic and
random distortions. However, if the antenna designer has "real” data
obtained through a thermal analysis or some empirical process, the off-

line structural model is needed.

" I h":"‘l‘/In‘.‘l‘;

2.3,4,2 0Off-Line Deformation Model

The off-line deformation model has two major modes of operation, =

- e
DA

.. '~.-
RIS )

The first provides the capability of interpolating the proper element

)
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Figure 2.83, Linear Tilt Example

displacement from discrete structural deformation data. The second
wmethod allows the user to deform each "gore"1 of the aperture according
to quadratic equations in all three dimensions.

The first mode of operation is depicted in Fig. 2.84. The diagram
shows how SARF manipulates the data files to obtain the correct dis-
placements in the element locations. First the on-line program is used
to create the ideal or nominal element locations, which are stored in

the element location file. Now, the off-line program G2 or G3 is used

l"Gore" in this context implies a fundamental piece of the antenna such
as a pie-shaped wedge used in the Grumman design. It can, however, be
of any shape such as a rectangle or square, but the entire aperture
must be described by all of the “gores.”
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Figure 2.84., Offline Structural Deformation Data Flow (Empirical Data)

to interpolate the element displacements as follows.1 The three nearest
non-colinear structural locations are found for the element location of
interest. Next, the three corresponding deformed points are located.
The element in question is displaced to the plane determined by the
three structural deformation points through a linear interpolation.

(The details of the mathematics and the algorithm for this interpolation
are documented in Appendix A.) Once the interpolation is complete, G2
writes the coordinates of the displaced element to a file which is iden-
tical in format to the element location file. This new file is now com-
patible with the on~line simulation and the antenna pattern associated
with it can now be evaluated.

1The off-line model consists of two interpolation programs, G2 and G3.

G2 performs a two-dimensional interpolation, while G3 performs an
interpolation in three dimensions. The two are essentially inter-
changeable in structure. The use of G2 rather than G3 depends on the
deformation data.
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If the user needs to model localized systematic deformations, he
merely needs to utilize another off-line pre-processor prior to using G2
or G3. This additional pre-processor is named DEFORM and it operates in
the following manner (as shown in Fig. 2.85). DEFORM reads the ideal
element location file.along with the desired structural locations and
creates a file of structural deformations according to the input coef-
ficients (for the deformation equations) which are defined by the user.
These equations are identical to those described in subsection 2.3.4.1

except that each “"gore” is defined by its own unique set of equatioms.

Once DEFORM has written a structural deformation file, G2 (or G3)
can perform the desired interpolation on the element location file. As
before, the deformed element location file can be used in the on-line
program to determine the far-field pattern.

ELEMENT LOCATIONS

SARF

© CREATE IDEAL
LOCATIONS

AN-93677

STRUCTURE DEFORMED
LOCATIONS STRUCTURE

DEFORM

©® READS STRUCTURE LOCATIONS
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P
¢
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Figure 2.85. Offline Systematic Distortions Rt
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One further capability, not yet mentioned, is available to the
user in the off~line mode, which consists of manual modification of the
element location file. This can be donme simply (but tediously) by
searching the location file for the elements of interest and changing
their current coordinates to the desired deformed values. Obviously,
this technique is useful only for a small number of element displace-
ments; however, it is.a capability that should not be overlooked for
certain types of evaluation.

2.3.5 Computational Techniques

The two computational techniques employed by SARF are: the effi-
cient technique, which utilizes a fast Fourier transform, and the brute-
force technique, which implements the far-field computation directly and
thereby exactly (within machine accuracy and far-field assumptions).

This section discusses the salient features of each of these two

techniques.

2.3.5.1 Efficient Technique (FFT)
The heart of the efficient technique is the two~dimensional FFT
which was adopted from the Parametric Antenna Analysis Simulation

(PAAS).l The FFT provides a very fast computation of the approximate
far-field pattern of a phased array antenna. This difference in com-
putational speed is depicted in Fig. 2.86, which shows the difference in
central processing time between the efficient technique and the brute-
force technique (both with isotropic element patterns). For large

arrays, this difference can approach four orders of magnitude.

In addition to its speed, the PAAS FFT is structured to allow par-
tial processing of the output array. That is, a piece of the far-field

1R.J. Hancock, Parametric Antenna Analysis Software, Simulation Tech-

nology, Inc., December 1978.
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pattern can be calculated without transforming the whole FFT array, thus

saving computational time and storage requirements.

Despite its great speed and flexibility, the FFT has two disadvan-
tages for the calculation of antenna patterns. First it does not, in
general, give an exact answer for the pattern unless the elements of the
array lie on a rectangular planar grid. Secondly, it does not provide
the pattern at every point in space but is limited to points located on

a rectangular plane in sine space (Tx - Ty).

Both of these drawbacks can be overcome by the prudent designer,
The inaccuracies due to the elements not lying on a rectangular planar
grid can be compensated for with good results as documented in Sec. 2.2.
Also, by an appropriate selection of the output grid points, the reso-~
lution of the FFT can be small enough that a linear interpolation will
provide an excellent fit to the true pattern at any point in space.

Therefore, the efficient technique can provide a good approxima-
tion for nearly every case desirable to the antenna designer and at a
considerable saving in computational resources compared to other

techniques.

2,3.5.2 Brute-Force Technique

The brute-force technique is simply what its name implies--a brute
force computation of the equation:

B(T) = Z:ng ) S exp{jK(p-T)}

[ nn

where E = the electric fleld vector
Fl = the nominal plus deviated element patterns

Imn = the illumination of the nmth element
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Eg? )
2 The brute-force technique provides three important advantages: ‘*é
l§ 1. It provides an exact pattern calculation. -
B Y
% 2. Since the algorithm uses double precision arithmetic, the *j
O
dynamic range is increased from 120 dB to 140 dB. ;;j

3. It provides an internal check on the efficient technique. '31

The brute-force computation has only one drawback-—but this can be ]

a very major drawback--speed. As was shown in Fig. 2.86, the brute- -ff

force algorithm is typically three orders of magnitude slower than the

T
. '. l“

efficient technique. Hence, for most applications, it is prohibitively
slow. However, if the designer wishes only to obtain a few pattern

points, then the speed of the brute-force technique is more than suffi- ??
cient to provide the desired data.

~-
-
.
-« Y
-

e RPN 9%

2.3.5.3 Computational Techniques Block Diagram

K

Figure 2.87 shows a block diagram of the two computational tech-

niques used in SARF. The efficient technique is shown on the left-hand

J.? .‘

5 Tt

% side of the figure, while the brute-force technique is shown on the v
e “ ~‘_‘4
% right.
E Vo

The efficient technique implements the following path in the block
diagram. First, the illumination and location files are created and

s
oLl

modified by the desired algorithms. Next, the illumination file is mod-
ified to provide approximations to the deformations (as described in
Sec. 2.2), The FFT grid is created and the array is fast Fourier trans-
formed. Now the output of the FFT is multiplied by the nominal element

pattern. The resultant is added to both the random and major element
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pattern deviations and the output of this summation is then available
for the output routine.

The brute-force technique functions as follows: First the same
illumination and location files serve as two of the inputs to the brute-
force computation subroutine. Also, the element pattern file provides
the game information to the brute-force algorithm as was supplied to the
efficient technique. Therefore, all inputs are identical for both tech-
niques. Once the inputs are set up for the brute-force routine, it can
“grind away"” on the answer. The output is then also available for the

SARF output routine.

The combination of the two techniques allows the antenna designer
the capability of calculating an approximate antenna pattern for the
entire '1‘x =T plane. He can also verify that the approximations are
sufficiently accurate by calculating a few scattered points using the
brute-force technique. Therefore, by using discretion, the designer can
obtain the optimum selection of computer resources, versus the amount

and accuracy needed.

2.4 CONCLUSIONS

The SARF simulation has been developed to meet the requirements of
broad scope, flexibility, and modular adaptability, to meet the needs of
the RADC space-based radar program. Results have been drawn from vir-
tually all of the prior technology programs to take full advantage of
existing computer models, analysis, and measurements., The validation
procedure has been designed to exercise the code from the program module
level, to very complex full scale models, and to utilize available ana-

lytical, numerical, and experimental data for comparison.
Initial applications demonstrate the broad range of applicability

of the simulation, and have provided several interesting results, which

would be difficult or impossible to obtain without the simulation. A
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fﬂ number of fruitful future applications have been discussed in the Intro-

;“ duction (Sec. 2.1), and we believe that the simulation is ready to be -
k. utilized for design optimization, concept evaluation, and interaction 4

with experimental programs in support of the RADC SBR programs.
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- APPENDIX A <.
! P
4 ARRAY ANALYSIS AND SOFTWARE DEVELOPMENT (FROM INTERIM REPORT) e
¥
‘a _‘._.J
e A.1  ARRAY ANALYSIS '?%
:: We begin the analysis with an exact, general equation. Let the jff
'::g field radiated by the nmth source be an(i) .1 The source excitation ~.
3 is Inm » and the location is Pam ° These are the basic array data 45}
sets shown in Fig, 2.l. The coordinate system is shown in Fig. A.l. hii

§4 The source field is defined under the conditions that the excitation "j
fﬁ Inm of the nmth source is unity, and the excitation of all other :jf
‘33 sources is zero. Then, by superposition, the field radiated by the full

- array of sources is »

v

« E(R) = E Iannm(R) (A.1)

) nm

-Q’ A.1.1 Far-Field Approximations

o Although Eq. A.l appears simple, F;m(i) is a very complicated

" function if all near-field effects are included. This equation may be

f greatly simplified using the conventional far-field approkimations.2

% The first approximation (for the source patterns) assumes that the field
- point P 1is many wavelengths away from the source, so that we can use

the far-field form

™

&

o —jkrnm

o F (R) =F (T.,T.) &—r (A.2)

- nm T Tnm T x’y 3 *

, nm

i i

] A source may be an array element, a segment of an element, or an

o induced current in an object blocking the aperture. e
:T 28. Silver, Microwave Antenna Theory and Design, McGraw-Hill, 1949, -
2 o
o o
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Figure A.l. SARF Simulation Coordinate System

where

= /-1

20/

wavelength

= components of a sine space vector defined in Fig.
A.1l

= the distance from the source to the field point

This equation basically makes the approximation 1 =~ j/krnm 2 1. For
A=0,1lm, and a distance 10 m away from the source, this introduces a
negligible phase error of less than 0.1 degree, and an even less
significant amplitude error. This is an excellent approximation except

under extreme near-field conditions.
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LA The second far-field approximation assumes the conventional ;:
“ZDZ/A“ for the overall array, where D 1is the maximum dimension of the L
~
;{g array aperture, and concerns Tom * The exact equation is
3
P - = 211/2 ]
T R[l - 2(5__*T)/R + (p__/R) (A.3) ;
which can be approximated by J
ron % R|L - (g TI/R (A.4) A

It can be shown that if r _ > ZDZ/A ,» where D > 2p _, then the error

in the approximation is less than A/16 . This introduces a maximum
phase error of 22.5 degrees in Eq. A.2. For example, for an array
diameter D =20 m , and A = 0.1 m , the “far field"” distance

2D2/A = 8 km . This is much smaller than a typical SBR operating range,

and at a representative range of 1,600 km, the maximum phase error is

0.1 degree. Therefore, Eq. A.4 is an excellent approximation under
typical operating conditions, but even at a "far-field" range, the 22.5 ﬁ“
degree phase error is not negligible. ;:

PR
Ve
.
s T
S
-
T o
-
L] l

For the llrnm amplitude factor the approximation is Tom £ R,

which would introduce an error less than 0.05 dB at rn > 100D (2 km

for the example above). This almost always introduces negligible error~

J. , N
',y )'.L‘

.
a4

compared to the prior approximation.

1o
J N

e
e b

The end result of these approximations is that Eq. A.l can be

written in the far-field form

-4kR

— e —
E(Tx,Ty) - Z Ianm(Tx,Ty)e (A.5) ‘
nm :..
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For the typical SBR deployments, the difference between Eqs. A.5
and A,]1 will be negligible, and Eq. A.5 is taken as the basic equation
to be evaluated by the SARF simulation, For testing purposes, where the
range may be much smaller, the far-field approximation may introduce
significant errors, and a different or modified simulation may be

required.

A.l.2 Evaluation of the Far-Field Equation
Even with the far-field simplifications, Eq. A.5 is impractical
for the analysis of large arrays. For 105 elements, a Digital Equipment

VAX-11/780 requires about 4 minutes of computer time per output point to
evaluate this equation.1 Since the number of output points may range up

to 106, this is prohibitive.

The approaches considered to alleviate this situation include:

1. A faster computer

2, More efficient numerical techniques
3. Fewer output points

4, Alternative analyses

At this time, using a faster computer is being held in reserve,
and it is hoped that it will not be required. All of the remaining
approaches are incorporated in the current program development plan.
Efficient numerical techniques and alternative analyses are discussed
below. Preliminary work has been done on reducing the number of output
points, but is in a very early stage, and will be described in a future

report.

A,1.2,1 Efficient Numerical Techniques
Two candidate techniques have been considered for efficiently

evaluating E . A.5: (1) a "cell model” similar to the one employed by

1This is the double precision vector version, with full 1/0, implemented

in the present code as described in Sec. A.2. A bare-bones evaluation
would be about 20 times faster, but still prohibitive,
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S

2

?3 Atlantic Research Corp. (ARC),l and (2) the fast-Fourier transform (FFT)
such as developed by Hancock and Fricke under a prior RADC contract.2 R
e
é The FFT technique is preferred for incorporation into the SARF 2}%
§ simulation. {1%
KX R
o ]
A.1.2.1.1 Cell Model 4
i The cell model technique involves three steps: (1) the array ff@
m aperture, containing up to 106 elements, is divided into a few hundred ;1;
cells; (2) the pattern of each cell is calculated by a fast technique-- ;;5
e.g., an analytic equation; and (3) the pattern results for the cells ;hg
are superimposed. In the ARC model the incident field amplitude and ﬁ:i
phase distribution for each cell is approximated by a series of plane ﬂgﬂ

waves; for a single plane wave the amplitude is uniform and the phase

varies linearly. As more plane waves are added, more complex distribu-

tions can be modeled.

For the purposes of the SARF simulation, the critical question is

how the cell model impacts the antenna pattern. To evaluate this, a
series of test cases was run with various models of the amplitude dis-
tribution across a cell. Phase was not varied, and was always assumed
to be uniform. The selected nominal test case was a -70 dB circular
Taylor distribution, to clearly illustrate the effect on low sidelobes.
Nominally 8 radial rings were assumed. Each radial ring would normally
be subdivided into azimuthal divisions, leading to a total of about 200
cells. However, in this case circular symmetry is assumed, and the num-
ber of azimuthal divisions is irrelevant.

O AR

AR RN
A 1]
2t a0

Figure A.2 illustrates the antenna pattern resulting from the cell

model. The reference perfect case is shown in Fig. A.2a. If a uniform

S AN TR

v
.y 2

amplitude model across the cell is used, corresponding to a single plane
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‘s s LRI
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14.X. Schuman, D.R. Pflug, and L.D. Thompson, op. cit.
2R.J. Hancock and J.R. Fricke, op. cit.
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?3 wave, Fig. A.2b results--which is clearly unacceptable. Doubling the

” number of radial rings to 16 helps, as shown in Fig. A.2c, but is still
unacceptable. Alternatively, the amplitude model can be improved.
Results for a linear amplitude model and a quadratic amplitude model are ;F
shown in Fig. A.2d and A.2e, respectively. Clearly, at least a quadra- Ny
tic model is required.

The cell model is generally inappropriate for fine-grain varia-
tions--e.g., between adjacent elements, since many more terms would be
required to represent the field. Combined with the sensitivity illus- G
trated in Fig. A.2, it was decided to pursue the FFT alternative i}5
instead. ‘;;f

A.1.2,1.2 Fast-Fourier Transform

The FFT is a well-known technique that is dramatically faster than
the brute-force summation of Eq. A.5. In addition to this, the FFT has
been applied to the large array problem by Hancock and Fricke under a
previous RADC contract, s0 a considerable amount of useful software is
available. This makes the FFT technique highly attractive since it is
not only numerically efficient, but also efficient in the use of con-

tractual resources.

The primary problem is that Eq. A.5 is not quite in the form solv- <
able by a FFT., The approach taken by Hancock and Frickel was to approx-
imate Eq. A.5 with an equation in the form of a FFT, by assuming .

an(Tx,Ty) z a constant scalar (A.6)

O |
1]
=
[+
[¥%
+
B
o
[y

o7
nm X X Yy vy (A.7)

1

R.J, Hancock and J.R. Fricke, op. cit.
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The FFT grid spacings dx and dy are taken smaller than the
spacing between array elements, and the array element location approxi-
mated by the nearest FFT grid point.

Here we take an alternative approach: To avoid the error intro-
duced by this approximation, we rearrange Eq. A.5 to be the sum of three
terms, one of which is in the form of a FFT, and the other two which can
be considered to be perturbations.

To accomplish this we define

an(Tx,Ty) H Fo(Tx.Ty) + fnm(Tx.Ty) (A.8)
pmn = n dx 1x +m dy 1y + Gnm (A.9)

0 'x’y X’y
is defined to be the deviation of the nmth source pattern from the nomi-

nal, due to failures, manufacturing errors, edge effects, etc. In cases
of interest fnm(Tx,Ty) will be much smaller than F;(Tx,Ty) , except
for catastrophic failures, which will be restricted to a relatively

small number of elements (if not, the array is not functional).

The location deviations gnm are defined with respect to a rec-
tangular grid rather than the nominal element locations, so they include
both structural deformations, and the difference between the grid loca-
tion and the nominal element location. However, we still expect that
snm will be smaller than d, or dy.

Using the definitions above, Eq. A.5 becomes
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F (T_,T_ ) 1is the nominal source radiation pattern, and £ (T.,T.)
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E(T,.1) =25 Z Im[Fo(Tx,Ty) + fnm(Tx’Ty)]
nm

jknd T4md T ] jk'énm-T
. y y e (A.IO)

This may be rearranged into three terms

-jkR
e — — —
E'('rx,'ry) -t {El(Tx,Ty) + Ep(T,,T) + E3(Tx,Ty)} (A.11)

where
jk[n dx Tx+m d, T.]
= -7 y 'y
El(rx,'ry) z Fo(Tx,Ty) z I e (A.12)
nm
_ _ jkEm-? jkln d_ T tm d 'ry]
Ez(Tx,Ty) = 2 : I afon (T Tyle e (A.13)
nm
Jk8_ T jkln d T 4md T |
=¥ - y 'y
'E3('rx,'ry) = Fo('rx,'ry)z : L.le l]e (A.14)

This rearrangement of Eq. A.5 is (at this point) exact, and no
additional approximations have been made. The advantage gained is that
the dominant term is E& , and the summation factor of Eq. A.12 is pre-
cisely in the form desired for a FFT, which can be evaluated using the

PAAS software. The additional factor Fo(Tx’Ty) in Eq. A.12 adds the

effect of the nominal source pattern, including polarization, and only

involves a multiplication for each output point.
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The two remaining terms, f& and E% , are complicated, but are

always small compared to Ei in cases of interest. Therefore, it is
possible to evaluate these two equations using approximate techniques,
and still achieve high accuracy in the overall result. For example, if
Eé is always 40 dB or more below ‘El » and the calculation for Eé is
accurate within +1 dB, the total field will be accurate within +0.0l dB,
which 1s totally satisfactory for the intended application (note that
the brute-force technique is used in the vicinity of deep nulls).

A.1.2.1.3 Pattern Deviation Term
Pattern deviations will be subdivided into two categories: (1)
catastrophic or other substantial deviations, and (2) small widespread

deviations. Category 1l covers the deployment failure of pop-up ele-

ments, meteorite penetration of a membrane, severe mutual coupling edge

T
1)
PR )

effects, etc. Category 2 covers manufacturing tolerances, variations in

P

feedline deployments, etc. The basic assumptions made are that category

I
PR B
se s,

1l involves at most a few thousand elements, and that category 2 involves e
random errors that may be analyzed statistically. Category l can then ;;
be handled with a brute-force technique, and category 2 handled analyti-~

cally, avoiding excessive computer time.

Category l: Large Systematic Deviations ;i;

The category 1 deviations are evaluated directly by Eq. A.13, the ;}{
only change being that the summation ranges over a limited number of :}3
elements. 7:1
Category 2: Small Random Deviations ;j:

The category 2 deviations require further aralysis. The devia-

tions are assumed to be statistically characteriied by

EV{E (T, T,)} = 0 (A.15a) o

188 o
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Oi#n or j#m
1-:vlfnm('r1 ) fij('l‘ » Tyy) . { =q (A15D)
o (T, )| and
f ly 2x 2y j=m

where EV denotes expected value,1 * denotes the complex conjugate,

and the subscripts 1 and 2 correspond to two field point directions T

1
and T2 . Then assuming all other variables in Eq. A.13 are
deterministic
EV{EZ(Tx,Ty)} =0 (A.16a)
| jko_«(T,-T,)
= - 2 2 3%Pnm 1 "2
EVlEz(Tl 19" BTy T 29 ™ 19T Try Tope Tpy | 2 : RIR
(A.16b)

This equation is very similar to the array pattern equation, with
a peak at iﬁ = Té , and sidelobes and nulls roughly similar to the

array pattern.

Since the element deviation pattern mn(Tx Ty) physically arises

from a small source, like the typical element pattern factor, it will be
highly correlated (slowly varying) over a substantial increment in T
or T, ; i.e., o(T 1x* ¥ 1y’ Ty 2y> will be nearly constant for small

y

differences T

1x sz or T . Conversely, the summation term

ly T2y
in Eq. A.16b, corresponding to the array pattern factor, will change

very rapidly for small differences between ‘Tl and i} . Therefore,

1A good general reference for the statistical analysis applied here is
A. Papoulis, Probability, Random Variables, and Stochastic Processes,

McGraw-Hill, 1965,
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?; the behavior of the summation term will totally dominate, and we can

2 assume

£

:’ |9 (T Ty Toro Top) | © = BVLIE (T 0Ty 1) (A.17)

Referring to Eq. A.l13, it is clear that the assumption that
fnm(Tx,Ty) is slowly varying means it 1s essentially interchangeable
with Imll « In other words, a random pattern and a deterministic exci-

Lrirtri Aty

tation will provide the same result as a deterministic pattern and a

random excitation. Therefore, we can model the random pattern deviation

byl

i

= o= jk§ T jk(nd T +m d_ T_]
EZR(Tx’?y) af(Tx,Ty) E a I e e X x y 'y (A.18)
nm

ottt

5 where
¥
l3.(T,,T.)|% = EV(|E_(T.,T.)|%} (A.19)
2 £ °x’y = ' x’'y :
% and an is a complex random scalar satisfying
EV{anm} =0 (A.20a)

O if 1 #n or j#¢m
EV{a__a, g - (A.20b)
l1 if i=n and j =m

R LT T

The final step is to neglect snm in Eq. A.18 so it can be eval-

[

uated using the FFT. Note that the PAAS software always neglects 3nm

and still gets good results, so neglecting it in this small remainder

lIt is not difficult to replace this heuristic argument with a mathema-
tical derivation, but it is omitted for brevity, and to focus on the
underlying physics.
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term, where the impact is much smaller, is acceptable. (This can be ;;J
verified on a case-by-case basis using the brute force spot check.) jkf
The bottom line is that random pattern effects are modeled by a E:E
! Monte Carlo procedure, as follows: :;é
23 1. A random number generator is used to provide a set of values ;fj
’% an which are multiplied by Inm to obtain a set of ran- f}f
<) dom excitatioms. -
S
2. PAAS {s used to compute the array pattern of these ;HJJ

4 excitations. B
.é 3. The resulting pattern is multiplied by Ef(Tx,Ty) (which is iji
v determined from input specifications on the pattern devia- o
- tion), and superimposed with the other pattern terms. ﬂ;?
o
" A.1.2.1.4 Position Deviation Term ;iﬁ
X The position deviation term, Eq. A.l4, poses a special problenm. .

Like the pattern deviation term, it contains a factor within the sum-
mation that is a function of T, and Ty .
applicable. A procedure similar to that used for the pattern deviation

so the FFT is not directly

NSy

term can be developed, but there is one new category of potential devia-

tions, where the errors are significant, systematic, and widespread.

For example, such errors can arise from a global warping of the surface.
The plan is to generate errors of this type, and calculate their
effects, before attempting to select a final method of calculation.

This effort will be initiated in the immediate future.

§ SO

b1 A.1.3 Analysis Summary

¥ The far-field equation (Eq. A.5) is the basic equation to be eval-
uated by the SARF simulation. This equation has been rearranged into

three major terms: (1) a dominant term in a form solvable by a FFT, (2)

>
N a residual term due to deviations from a nominal element pattern, and =
R (3) a residual term due to element location deviations from a planar SN
& . |
K4 -
‘\' ' :‘
g . M J
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rectangular grid. No approximations or errors are introduced by the

) rearrangement itself, but the purpose is to allow approximate methods to
\ be applied to the residual terms while still maintaining high accuracy
in the overall result.

Explicit equations have been developed for the evaluation of the
dominant term and the residual pattern deviation term. Methods for
evaluating the residual location deviation term will be developed in the
immediate future.

B R

A.2 SOFTWARE DEVELOPMENT
The SARF Simulation accurately models the RF performance of a

N S o i S

large SBR system. The development of this simulation to date entailed
three steps:

1. Development of the simulation core
P 2. Incorporation of PAAS and addition of new capabilities
C 3. Validation and computer timing tests

The development of the simulation core consisted of designing and
implementing a main “"driver” program to control subroutine execution as
well as file manipulation and input/output functions. The core was
developed to be compatible with PAAS and was designed with sufficient
flexibility to readily allow assimilation of additionmal technology pro-

p gram results. The core also includes the new capability of an optional
' brute-force calculation technique. The majority of the core software is
contained in the main program (EXPAAS),

! PAAS incorporation primarily consisted of modifying the existing
software so that it could be transported from the RADC computing system
to the GRC computer. The details of this effort are described in Sec.
A.Z. 1.

e TR Ay
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After PAAS was installed at GRC, various new analysis capabilities R
were added including: .

° Additional aperture weighting functions ‘;;f
° Additional data reduction techniques 'ﬂ?%
) Internal tast capability ;i;;
° “Brute-force™ calculation '.u;i
° Element pattern generation ]
° Polarization effects ??;ﬂ

These capabilities are discussed in Secs. A.2.2, A.2.3, and A.2.4.

Lastly, both validation and computer time tests were performed to ii;
ensure proper implementation of the software. These tests are explained
in Secs. A.2.5 and A.2.6.

A.2.1 Incorporation of PAAS
The PAAS package allows a user to model a wide variety of planar

antenna arrays and compute their approximate far-field radiation pat-
terns. PAAS uses an inverse Fast Fourier Transform technique to perform
this calculation. While this provides a large saving in computer
resources, it has the disadvantage of introducing error unless the ele-
ments (in the aperture array) lie on a rectangular grid within a plane.
Also the vector characteristics of the pattern are not calculated, and

effects such as mutual coupling are not modeled.

Formerly, PAAS resided only on the Honeyweil G6180 GCOS computing
system at RADC. Since a considerable portion of PAAS is directly appli-
cable to the analysis of SBR, PAAS has been incorporated into the SARF
simulation. This installation required a non-trivial effort due to the
differences in operating systems between the RADC computer and the GRC
computing system (DEC VAX 11/780).

In order to minimize modifications to existing PAAS code (during
the installation of PAAS at GRC) some Honeywell operating system

193
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routines were emulated first. Therefore, the changes to the existing
modules were minor with the following exceptions:

: 1. The routines ILAPTR, LAPTUR, and GRMELE have been exten-
b ¢
ls sively modified, and now generate rectangular arrays as well

*x as the Grumman designs.

2, The routines INPLARY and PLARY are not used for array gene-
ration (even though they are functional on the GRC VAX
P system).

g 3. The routines IWFUNC and WEIGHT were modified to include

additional weighting functions. {;

U The routine RRAND was replaced, _ie

;;j

A The reasons for modifications 1 and 2 above go hand-in-hand. PAAS N |
f? uses the routines INPLARY and PLARY to generate symmetrical rectangular, ;;%
Lz circular, and elliptical aperture arrays, while ILAPTR, LAPTUR and =)
‘% GRMELE are used to generate the GRUMMAN "gore" structured aperture :zg
arrays. While this is a reasonable approach for FFT processing, it is i

not the desired approach for a comparison of FFT processing with "brute- ;:ﬁ

force" calculation. 73;

- To alleviate this situation, the INPLARY, PLARY sequence was elim- -

inated and the ILAPTR, LAPTUR, GRMELE sequence was modified so that all ?

aperture arrays are created from a single input file which contains all

locations of the radiating elements in Cartesian coordinates. This file

is then used directly, either to generate a file for FFT processing (by

}J filling in the remaining equally spaced grid with zeros) or, as the

+]

ﬁ{ input for a "brute-force" calculation. Therefore, regardless of which
;} processing technique is ugsed, the input data is (initially) 1dentica1.1
Q: 1The FFT input file will, in general, have some errors in location due
e to the required equal spacing of grid points. In the PAAS code this
i introduces an error, but in the SARF simulation code this is corrected
B as discussed in Sec. A.l.
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The third change was necessary to provide the additional weighting

functions for future antenna evaluation. The new weighting includes:
Bickmore-Spellmire (p = 0, 1), generalized circular Taylor (p = 1), rec-
tangular Taylor, Hamming, and Blackman-ﬂarris.l

The last major change deals with the routine RRAND. RRAND pro-
vides random numbers which possess a uniform, normal (Gaussian) or

Rayleigh distribution. This routine was completely rewritten since it
is dependent upon a 36-bit machine, and the VAX-1l1 is a 32-bit machine.

A.2.2 Input Options

PAAS has the capability of modeling four aperture shapes:

1.
2.
3.
4.

Rectangular antenna (rectangular grid)
Circular antenna (rectangular grid)
Elliptical antemna (rectangular grid)

Circular sore antenna (rectangular grid)

PAAS algo models ten aperture weighting functions:

1.
2.

3.

4.

5.

6.

7.

8.
2
10.

Uniform (no weighting)
Cosine on a pedestal
Blackman

Kaiser

Triangular

Circular Taylor (p = 0)
Bessel

Cubic

Bayliss

Gaussian

lThele weights are described in A.C. Ludwig, Low Sidelobe Aperture Dis-
tribution for Blocked and Unblocked Circular Aperture, General Research
§ Corporation RM~2367, April 198l1.
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The SARF simulation contains all PAAS aperture shapes and weight-
ing functions as well as providing additional capability. While the
SARF simulation uses the same basic shapes as PAAS it allows for devia-
tion in the shape in two important ways: (1) the elements are not
forced to lie in a plane (i.e., deformation in the Z-direction), and (2)
the elements need not occupy points on a rectangular grid.l

Furthermore, seven other weighting functions are available in the
SARF simulation. They are:

1. Generalized circular Taylor (p = 1)
2. Rectangular Taylor

3. Bickmore-Spellmire

4. Hamming

5. Blackman-Harris

6. Binomial

7. Impulse (single element at origin)

The generalized circular Taylor weighting function is similar to
the classical Taylor weighting function but provides much lower wide
angle oidelobes.2

Rectangular Taylor weighting produces essentially the same antenna
pattern as circular Taylor weighting exceépt that it applies to a rec-
tangular rather than a circular aperture, and therefore produces a pat-

tern with rectangular rather than circular symmetry.

Bickmore-Spe