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PREFACE

This report examines technical options for modeling behavior of the
Soviet Union in automated war games for the Rand Strategy Assess
ment Center (RSAC). It proposes an evolutionary development pro-
gram for an advanced Soviet model (a "Mark III Red Agent"). The
RSAC is an ambitious multi-year research effort to develop wargame-
based methods for improving the quality of strategy analysis for con-

fitupto and including general and prolonged war. It is supported

001-80-C-0298.
Tecutoff time for this report was January 1983. Since that date,

the RSAC has made considerable progress toward building an ad-
vanced Red Agent. There have been several changes in the technical
design, but the principal ideas laid out here continue to apply.

Comments and inquiries are welcome and should be addressed to

the authors or to Dr. Paul K. Davis, Director of the Center. Related
[. research is reported in the following Rand publications:I

Paul K. Davis and James A. Winnefeld, The Rand Strategy
Assessment Center:- An Overview and Interim Conclusions
About Utility and Development Options, The Rand Corpora-
tion, R-2945-DNA, March 1983. J

William L. Schwabe and Lewis M. Jamison, A Rule-Based
Policy-Level Model of Nonsupelrlower Behavior in Strategic
Conflicts, The Rand Corporation, R-2962-DNA, December

Carl H. Builder, Toward a Calculus of Scenarios, The Rand 4

Corporation, N-1866-DNA, January 1983.

Autoate Wa GaesThe Rand Corporation, P-6830,
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SUMMARY

This report describes Rand's proposed approach for building an ad-
vanced "Red Agent" computer model to describe Soviet behavior in
the context of an automated war game. Rand's Strategy Assessment
Center (RSAC) is developing automated war games as a potentially
revolutionary tool for strategy analysis.[1]

The advanced (Mark IIl) Red Agent described in this report will use
and extend state-of-the-art artificial intelligence techniques to pro-
duco an extremely flexible model able to reflect the best-estimate and
contrary-view concepts on likely Soviet political-military behavior in
major superpower conflicts.

The role of the Mark III Red Agent will be quite demanding. The
Red Agent will, for example:

a Make decisions at the level of strategy and operational art for
allocation and employment of forces in conflicts up to and
including general and prolonged nuclear war-i.e., decisions
involving disparate force types in many different regions. 1 K

0 Base decisions not only on the current state of the world, but
also on projected actions by the United States and nonsuper-
power countries, and on projected outcomes of ongoing or
anticipated battles.

0 Adjust its projections as conflict continues and it learns more
about actual U.S. strategy and other factors.

Rand's approach to these matters places heavy emphasis on qualita- ' " '

tive factors that go well beyond the technical criteria used in standard
models. For example, the Red Agent's decisions must reflect judg-
ments about U.S. and allied intentions and will. These judgments are
based both on Agent predispositions (as inputs) and on objective in- Jr
dicators arising in the course of the war game (e.g., U.S. decision

times, decisiveness, and success in rapid mobilization).
There are two aspects to the development of an advanced Red

Agent. The first is technical: The model must interact effectively with
computational models representing the United States and other coun-
tries; its decisions must be readily understandable (i.e., the underly- : , . .

ing rules should be able to be recalled in interactive operations); and "
it must be able to readily accept changes in individual decision rules
or even changes in patterns of Soviet behavior. Indeed, the model ,
must permit occasional human intervention or even free-play by hu-

• J ,--- ... .N
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man teams for many decisions. Second, the model's rules must reflect
the best information available on Soviet doctrine, Soviet-style strat-
egy options, and other Soviet decisionmaking characteristics. In

fact, different sets of rules will be necessary for different estimates
of Soviet character.

After reviewing the artificial intelligence techniques used in other
ambitious applications, and after substantial debate about how best to
accommodate expert military judgment on war fighting at the level of
strategy and operational art, we have settled on a hybrid approach
combining and extending the techniques of scripting and goal-direct-
ed search. In our context, "scripts" are closely related to militarilycredible war plans. Military experts will prepare a range of possible

Soviet high-level war plans and identify as many plausible branches
as possible--including controversial ones. These will then become the
basic framework for the Red Agent's scripts. These scripts will take a

building-block form that can be used in a variety of circumstances.
This requires the Red Agent to be able to tune the scripts to the oca-
sion (e.g., allocate forces appropriately, time actions, etc.) while keep-
ing the underlying goals firmly in mind. Some of this tuning will be 4*

inherent in the scripts, in the form of condition-action rules triggered
by the situation encountered, and some tuning will be accomplished
through the use of goal-directed search techniques. For example. if
essential objectives are not satisfied in the projected outcomes, the
search techniques will be used to modify the script actions systemati-
cally.

The advanced Red Agent will also have a three-level system struc-
ture to better distinguish the types of decisions ordinarily made at the
national-command, area or functional command, and tactical levels.
This compartmentalization of knowledge in the system should facili- I
tate expert interaction during ale entry. Experts entering informa-
tion will have to consider only those situations and rules relevant to
their specialty areas. The multilevel system should also be instrumen-
tal in capturing U.S. and Soviet asymmetries in decisionmaking.

We plan to develop the Red Agent in an evolutionary manner. We
will first demonstrate a prototype system (which we term the Mark t
H1.1) with a limited number of scripts applicable to a single escalatory t
conflict involving Southwest Asia and Western Europe. This initial
system will be highly interactive, with frequent adjustment of rules .
until effective and credible decisions are produced. The behavior of ! t
the Blue Agent, the Force Agent, and the Scenario Agent will be high- ' .
ly constrained. In the mature Mark I system, the other agents may -',.'"' ,;, - ..
be unconstrained, or in certain modes, they may be free-played by
human operators. During analysis finctions with the mature system,
the human opeato will act mo as manager than participant. The

... .. .. .,. .. .
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system design will allow the operator to define the conflict situation,f
monitor the system's choices, intervene when problems arise, query

p the logic behind choices, and request various types of analysis.
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I. INTRODUCTION

This report examines design options and describes a proposed con-
figuration for an advanced Mark MI Red Agent in the Rand Strategic

Assessment Center (RSAC). This Red Agent, responsible for modeling
Soviet strategic decisionmaking, has a complex and multifaceted role.
It must orchestrate strategic and tactical planning for all Soviet forces
in all theaters. It must manage intelligence gathering, execute ac-
tions, and monitor outcomes, while adjusting its behavior when new
situations arise. The Red Agent must produce a trace of its actions|I
and processes and facilitate human interaction. Also, the design for

the Red Agent should be applicable to the complementary Blue Agent
(modeling U.S. strategic decisionmaking). Thus the structure must be
sufficiently flexible to reflect highly varied decisionmaking processes
and behavior.

The Red Agent is one of the major components of the RSAC's auto-
mated wargaming system, a system intended to facilitate develop-
ment, testing, and analysis of strategic and tactical military plans.

[ This system attempts to combine the analytic virtues of computer
simulation and modeling with the richness of traditional political-
military war gaie.[1] During initial development phases of the

RSAC, Rand demonstrated the feasibility of replacing the players in
the traditional war game with programmed automata-automated
computer-based problem solvers capable of simulating the processes of
strategic decisionmaking. We refer to these automata as the Red
Agent (representing Soviet behavior), the Blue Agent (representing
U.S. behavior), and the Scenario Agent (representing the behavior of
responsible for outcome calculation-i.e., estimating the status of all

forces and targets and describing conflict outcomes-and a Systems
Monitor for keeping track of timing, moves, and historical records (the
Scenario and Force Agents and the Systems Monitor are described in
Refs. 2, 3, and 4). In this report, we describe a proposed new structure
for the Red Agent and specify some of its interactions with the other
system automata.

. Our proposed design for the Mark I Red Agent will require several
* advances over the current state of the art in knowledge engineering

and planning systems. The problem domain, multitheater strategic
and tactical decisionmaking, has to our knowledge experienced no at-
tempts at full-wale automation. Compounding this, the iSAC systemI

it "17
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has special requirements of transparency, repeatability, rapid turn-
around, and interactive ease. To achieve these objectives, we propose
a hybrid approach, new to automated planning, that combines the
artificial intelligence techniques of scripting and goal-directed search.
Scripting involves specifying time-tagged sequences of actions to
achieve specific goals.[5, 6, 7] The Red Agent selects different paths in
a script and different actions depending on the situational conditions
encountered. The proposed system then performs a simulation-based
look-ahead of the scripted actions and uses goal-directed search tech-
niques to modify the actions when goals are not achieved.

We outline a development cycle for the Mark I1 system that begins
with an initial prototype system useful in a limited domain. This ini-
tial system will rely heavily on human input of key decision parame-
ters. Following a period of expanding and refining the system rules,
we plan to implement a fully automated system capable of modeling
and analyzing many types of strategic conflict (up to and including
prolonged general war).

CHOICE OF A TECHNIQUE FOR RED AGENT
AUTOMATION

During the course of our development of the Red Agent, we exam-
ined several established methodologies that might be applicable to
automated strategy-level war gaming. These included search tech-
niques,(8, 91 production systems,10, 11, 121 script-based approaches,
[6, 71 decision analysis methods,[13, 14] and pattern classification
techniques.[8, 15] The choice of method is extremely important, as the
task is on the order of such major artificial intelligence systems as .
MYCIN,[16] DENDRAL,(17] or HEARSAY.[18] Appendix A discusses
the relative capabilities of each of the methodologies for automation of . k

the Red Agent and rationalizes our hybrid choice. The criteria we* used for selecting a technique are given below:

0 Multilevel Structure. The system design should reflect several
* organizational levels, each with its own structure, responsi-

bility, and links to the other levels.
0 Transparency. The system's actions should be easily under-

standable. This requires maintaining traces of all decisions
and showing the instant situation, the options considered,
the reasons for choosing each action, the time the action was

* executed, and the outcomes. Transparency also requires easy
interpretation and modification of agent rules by experts.

IN now__ _ __ _
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* Repeatability. The system must act consistently, replicating a
planning action when an identical situation is encountered.
This is essential for comparing alternative strategies.

* Credibility. The system must act in a manner consonant with
judgments by experts on Soviet military style.' Although the
system is not intended to precisely simulate Politburo
decisionmaking, its choices should accord with those made by
Soviet strategists in actual past conflicts (e.g., Hungary in
1956). At the same time, the system must respond in a
reasonable manner -% totally new situations. It must be able
to generalize its behavior using some form of similarity
measure to known situations.

0 Gaming Capability. The system should explicitly model the
opponent's actions over several cycles (of game play). We ex-
pect that nongaming decision rules attempting simply to
match the current situation without modeling opponent re-
sponses will fare poorly compared with a gaming problem
solver. A balance must be struck, however, because real-
world decisionmakers (or organizations) are highly limited in
the amount of opponent modeling they can perform.

0 Speed, The system must respond within minutes of being
presented with a problem situation. Because of the largeI- number of action specifications and look-aheads present with
each move (on the order of dozens to hundreds), this willnecessitate efficient communications between system ele-

ments, rapid computations by Force and Scenario, and early
pruning of nonviable options.

e Treatment of Uncertainty. Although the responses of the sys-
tern must be replicable, the system must model an uncertain
environment. The status of enemy forces, the opponent '.
"will," and the political climate must often be estimated from - .
unreliable, outdated, and conflicting information. In its ..

mature version, the Red Agent must thus represent and
update uncertainty estimates.

* Ability to Event-Step. Time must be explicitly represented in
the modeling process, but stepping the system forward in
short, discrete time increments may be inefficient. Events oc-
cur sporadically in a strategic conflict. Stepping the system
forward by events may reduce the processing load considera-
bly compared with a time-stepped procesa.[21] Event-step-
ping may, however, require extensive calculations to

* * determine the quiescent periods between steps.[221

1A great deal of information is becoming available on this m some in the form
of doctrine, and some in the form of exercise behavior (se Re. 19 and 20).

* A,,
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9 Distributed Commands. At the area or functional level, the
theaters may act quite independently. Each theater (e.g.,
Western Europe, Thrace) receives its commands from the top-
level strategic planner, then invokes the needed actions
based on the local situation. If problems develop, the theater
command may send messages horizontally to his analogues,
or vertically to the strategic planner, depending on the com-
mand structure and the situation. Asymmetries between U.S.
and Soviet decisionmaking may be modeled by changing the
responsibilities at each level and the rules for communicat-
ing between levels.

0 Interactive Human Interface. Among the RSAC objectives are
the support of interactive sensitivity analyses and the model-
ing of hypothetical situations input during a run. The system
manager must be able to interactively input modifications to
key parameters and view the results graphically or textually.
Experts should also be able to interrogate the system regard-
ing reasons for action selection.

From the viewpoint of computer science, the most important of the
above technical requirements for the Red Agent (and for the RSAC
system as a whole) appear to be reasoning capability, transparency,
response time, and ease of interaction. These characteristics are es-
sential to the task of systematically generating and comparing strate-

& |gic planning options. Our analysis of the several approaches (see
Appendix A) indict , that a generalization of scripting is the most 9
effective method for for representing the complex, time-sequenced ac-
tions of the Red Agent. Scripts efficiently and transparently show the
progression of action selection and branching under changing condi-
tions.[6, 7] Scripts maintain a context, so that matching of actions to
situations is much less cumbersome than in other methods, and move-
to-move consistency is improved. Still, we need to augment the script-
ing approach using such techniques as condition-action rules to adjust
script behavior in changing situations and goal-directed search to
modify actions when projections indicate that goals will not be met.

k PROPOSED APPROACH

Our planned approach for the Red Agent uses branched scripts-
sequences of connected, time-tagged actions with branching points.
Experts first prepare such scripts for each mejor strategic option and
area, such as an invasion of Afghanistan, an invasion of NATO -•
Europe, or an initiation of intercontinental nuclear war. The Red '- .

I- k
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Agent follows the actions specified in the script, filling in details and
taking branch options as they are encountered. During this process,
the script specifies goals to be achieved by certain times. The Red
Agent uses feedback mechanisms to modify script actions until these
goals are met. For example, the Red Agent may reach a script point
calling for use of strategic nuclear weapons. In look-ahead, Red con-
siders a worldwide countermilitary strike, with the goal of limiting
Blue's retaliatory capability against military targets to a given level.
Depending on such game indicators as Blue state of alert, Red's model
of Blue may indicate a Blue launch-under-attack that would partially
thwart Red goals. This might cause Red to backtrack and use an addi-
tional strategy of blinding U.S. early warning systems.

Our proposed Red Agent has three interacting levels to execute
these scripts, much like the hierarchies found in military chains of
command. The top level, corresponding roughly to the national com-
mand level (NCL), examines the situation and selects the script best

* suited to the situation and the Soviet goals. The middle or area com-
mand level (ACL) is composed of separate planners for each functional
area or theater. The ACL planners develop and refine the war plans
for their area of responsibility (subject to objectives, constraints, and
interface requirements). The lowest level is the TCL or tactical com-

-. mand level. This level applies appropriate tactical doctrine to the ac-

tions and interacts with the Force Agent to project outcomes and
execute the actions.

The data flows among the three levels are arranged in the following
manner. After the NCL selects a script, it allocates resources (troops,

- armor, equipment) to the various ACL planners and passes them the
actions and time-tagged goals specific to their areas. Each ACL plan-
ner refines the actions passed to it, calculating action times and fill-
ing in force levels and action types. As the action times are reached,
the actions are then passed to the TCL, where the outcomes are simu- -. "
lated by Force Operations and the results entered provisionally into
the Red Agent database. The three levels are not completely separate,
of course. They all reside in the same program as distinct sets of rules
called by the Red Agent scheduler, and they all have access to the _
agent database that describes Red's beliefs about the current situa-
tion.

During the script simulation process, the proposed Red Agent not
only fills in its own actions but also predicts the responses that Blue .'' t*,
will make. Using its estimate of Blue strategy, Red fits a Blue script
at each update of the situation and enters its estimate of upcoming
Blue actions provisionally into its world model. At the next Red move
point, the Red Agent continues its specification of its own actions in
the simulated future. The Red Agent schedules its various activities

_ - - .... i ii•
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through use of a number of different tests-branch tests, continuation
tests, move tests, and goal evaluations.

The Red Agent operates in two modes--look-ahead and actual time
operation. During look-ahead, the Red Agent simulates its own and
Blue's actions, predicts outcomes using the Force Agent, and adjusts
its behavior by modifying earlier actions. This is all done with time
frozen (no actual game time elapses). During actual time operation,
the Red Agent executes its actions, observes the Blue responses, and ifnecessary initiates a new look-ahead cycle.

The scripts themselves act as building blocks, and may be linked
together in a scenario. Different scripts may be used for different
areas of conflict such as Western Europe and the Pacific, and for dif-
ferent levels of escalation such as conventional warfare, theater nu-
clear war, and strategic nuclear war. Each script has its own goals
and action sequences, along with rules for coordinating with the ac-
tions of other scripts.

SYSTEM INTEGRATION

Our design for the Red Agent will require augmentations in the
b °.capabilities of the other agents and in the human interface. The Sce-

nario Agent, responsible for all nonsuperpower military and political
actions, must be quickly able to predict responses to each given pro-
jected situation. It may be necessary, in fact, to encapsulate some of
the scenario rules into the Red Agent to ensure rapid response. Force
operations similarly must act quickly, calculating the results of many
projected engagements. The Force Agent must also refine actions by
applying local tactical doctrine and checking for satisfaction of critical
assumptions. The human interface, finally, will have to be enhanced /
by including provisions for graphical and textual display of progress
along the script, by allowing operator input of rules, parameter
changes, and queries, and by providing graphic display of sensitivity
analyses of key parameters and assumptions. We will describe each of
these characteristics in detail in later sections. "

DEVELOPMENTAL PLANS

We expect to implement a very limited version of the Mark m Red
* Agent late in FY83. This initial system will have a limited number of . _ . -

scripts applicable to only one or two simplified cases (e.g., territorial . - -;

acquisition options in the Persian Gulf area and strategic nuclear

-.-.
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war). We will simplify the simulation demands in this system by mak-
ing the possible Blue responses known to Red, by specifying all move
and evaluation points, and by precalculating many of the required
Force and Scenario inputs. We will use this simplified system in, an
interactive testing mode-systematically assessing the quality of the
Red choices and adjusting the rules and database entries on-line until
the system produces effective strategic plans. The main experimental
variables in this exploratory phase will be the initial conditions-
force levels, political situations, alliance structures, and agent char-
acter.

We will schedule more traditional experimental studies following
the shakedown period, involving complex multitheater situations, es-
calation through different weapon levels, and unconstrained Blue re-
sponses. We expect the system to evolve forward through expert input
of new data, action rules, and control parameters.

_4

-A-°

I



II. STRATEGIC PLANNING AND THE RSAC

The Rand Strategy Assessment Center is a system built around an
automated political-military game.1] The intent of this automated
system is to retain the structure of a traditional political-military
game but provide the ability to replace the free-play teams with pro-
grammed agents. Such a structure allows much of the rich contextual
complexity of free-form gaming but, by replacing humans with auto-
mated programs, has much of the replicability and rigor of analytic

modeling.
The RSAC will provide a tool for analyzing Soviet decisionmaking,

developing U.S. strategic plans, and testing the robustness of those
plans under different assumptions. It may be used to evaluate alter-
native force structures, determine needed acquisitions, and guide de-
ployments. Accordingly, the Red Agent must accurately simulate
many aspects of Soviet behavior during military conflict situations. In
the early phases of system development such simulation was done on
a shared control basis, with teams of human experts accepting ma-
chine recommendations and selecting appropriate options.I1, 21 In the
Mark II system, we will more fully automate the Red Agent's deci-

-.I sionmaking and enhance the facilities for close human interaction.

GAME STRUCTURE

The essential structure of the RSAC political-military gaming sys-
tem is shown in Fig. 1. The Blue team plays the role of the U.S.
national-level and theater-level decisionmakers, and the Red team
plays comparable roles for the USSR. The Force Agent is responsible
for force calculation and execution of military actions called for by the , .
other agents. The Scenario Agent is responsible for generating all
nonsuperpower political information and actions. In effect, Scenario
portrays the worldwide political situation to the adversaries. The Sys-
tems Monitor coordinates the game communications, maintains data-
bases, and keeps the game clock and records.

k. Moves in a game exercise are performed sequentially. After each
adversary (Blue or Red) move, the Systems Monitor advances the

.lJ game time and game step, Force Operations updates the military :'.,-
situation, and Scenario updates the political situation. This procedure

sequences the control functions and allows step-by-step recording of -' -.
exercise events for subsequent analysis.

W. • L Lam.
-- - , * . . , w. " . . . .'. 
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Fig. 1--MAC system structure

SYSTEM DVLOPMENT .

The deveprmesat of the RSAC in now in its second phase. Mark I
resulted in the demonstration of a rudimentary system that provedthen hasihility of automating one or more of the componerts of the
traditiorial political-military gameo. Thus systemcsste of a combi-
nation of automatedl pattern matching algorithm augmented by e-
pet human input. Th Mark H system, which recently completed
testing, enhanced the automated planning functions of the Mark I
system by including rule-based refinement of actions and by adding a .
tactical decision level. The Mark HI system also increased the capabili-
tie of the Scenario Agent to produce responses automatically and f
incorporad some marginal i, provements in the Force Agent's
capabilities. The Mark HI system, now in development, will further
automate the strategic planning proces by specifying actions in the
form of ecripta, by systematically modifing actons to achieve specific
goals, and by utilizing a three-level structure that more closely ap-
pron Ima the dynamics of militarydesonaig

In the Mark I system, me of the system operations we simulated
* •using human input so that resources could be concentrated on auto-

mating the Red Agent. Choice of actions in the Red Agent involved a
Computer mpementation of a production system using the If-Thmn~-
format. The if-coniditions were specified in terms of some 15 different w4
situation descriptors. The Red database comprised a set of several

A.0 .4" : , # 5' J7 
' '  
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hundred such situation descriptions with action instructions asso-
ciated with each one. The Red control system would invoke a pattern
matching process, finding the best match to the situation descriptors.
The four best fits (in the sense of a weighted distance measure) were
shown along with their action instructions to the Red operator who
would then implement the best fit action considered appropriate. This
procedure worked well in a demonstration exercise, showing reason-
able choices of high-level strategic actions.

The Mark H system improved on the initial version by incorporat-
ing rule-based systems supporting the Red, Blue, and Scenario
Agents. These systems specified action details based on matches of the
projectPA' situational conditions to the rule antecedents. Some of this
rule-based decisionmaking required extensive look-ahead calculationsfrom Force. Unfortunately, this approach was limited as it had little

representation of past or future. The only factor assuring continuity
was use of antecedent conditions such as, "If you are on script A and
this condition applies, then take action A3." A major role of the Mark
U system was as a testbed for some of the Mark In features. The rules
for action specification were roughly equivalent to the slot specifica-
tion rules to be used in the Mark HI system. The Mark H system also
compartmentalized some of its functions into two decisionmaking lev- j• \ els, presaging the three-level organization of the Mark II system.t .

• / " The Mark II system is targeted to be a mature automated system,for developing and testing strategic planning options. The human op-

erator will act as more of a manager than a participant, defining the
conflict situation, monitoring the system, intervening when problems
arise, querying the logic behind choices, and requesting analyses. The
task for the automated system is fairly difficult, as the Red Agent
must plan and coordinate all Red military and political activities, al-
locate limited resources across different theaters, manage communi-
cations with all affected countries, predict Blue responses, and -
maintain a dynamic model of the developing worldwide situation. The ;.
coat of this greater power and depth of analysis may be a loss in speed.
The Mark I system will require much faster responses from Force
and Scenario than the previous systems and will have to perform its
look-ahead and planning operations much more efficiently.
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III. PROPOSED SCRIPT-BASED SYSTEM

We selected a branched-script approach for automation of the Red
and Blue Agents, as this methodology best satisfies the system re-
quirements outlined in Sec. I. Appendix A gives a detailed comparison
of the applicability of this and the other approaches we considered.
The branched-script approach uses time-tagged actions with branch-
ing points.[6] However, the traditional use of scripts as immutable
sequences of actions is broadened in our work to include modification
of actions when goals are not met. The Red Agent first selects the
script itself according to specific situational criteria. Condition-action
rules and algebraic calculations then specify the variable elements of
the script as it unfolds over time. We will elucidate all of these script
application characteristics below in a component-by-component de-
scription of the proposed system. Section IV will then give a more
complete view of the methodology by tracing an example scenario
based on a hypothetical strategic-nuclear conflict.

[.. MULTILEVEL STRUCTURE

Figure 2 shows the three interacting levels of the proposed Red
Agent problem solver. The three levels correspond to (1) national
policymaking, (2) theater military command in each function or area,
and (3) tactical force application at the operations level. At the top-
most level, the national command level (NCL) is concerned primarily
with the best analytic war plan to use in the current situation.' This
analytic war plan is embodied in a set of coordinated scripts chosen for ./
the various theaters along with goals that must be achieved by
specified times. A script is a segment of the analytic war plan, fleshed f..

out to include tactical as well as strategic actions.
The second level, the area command level (ACL), is where most of

the action specification activities take place. This level fills out the
scripts according to the situation in each theater and repeatedly re-
quests simulations of its choices by the third level (the tactical com-
mand level or TCL). At key times, the ACL makes an evaluation of
the progress achieved. If the script does not sufficiently achieve the
goals in the simulated future, the ACL makes a new attempt to fill - . .,

'The tem analytic is used hare becaue an analytic war plan contains contingency
plowe for a wide range of pose"bi situations and is atructured to accommnodate the
-requir nts of anly upp- by autmatel gaiing. -
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out the script. The new attempt may involve new times of application
of actions, augmentation of force levels, or specification of new ac-
tions. If none of the attempts to modify the script achieves the goals,
then the NCL reallocates resources or tries a new script. If the script
satisfies the goals in look-ahead, the NCL accepts it and the script
becomes an operations plan.

The NCL also uses scripts to predict the actions of the adversary
Blue Agent. The NCL examines the projected situation following its
own actions, compares the situation with triggering conditions for
Blue responses, and activates one or several Blue scripts. The NCL
simulates forward the Blue scripts just as it does the Red scripts, and

*it makes plans for each possible Blue response.
The Red Agent's multilevel structure is advantageous, as it allows

us to partition knowledge into discrete pieces amenable for entry by
experts in the area or function addressed. The rules for NCL plan-
ning, ACL action specification, and TCL force application are each
separate, making operations modular and transparent. The multilevel
structure results in processing efficiency because the program
searches a problem-specific subset of rules only during planning. The
input of rules by experts is also simplified as the experts need to con-
sider only a single level. Finally, this structure appears to correspond
well to existing systems for strategic and tactical planning, parallel-
ing some of the forms of feedback running between military command

* plevels. We should be able to capture the asymmetries between Red
and Blue decisionmaking using different versions of the same mul-
tilevel structure.

SCRIPT ELEMENTS

A script is a sequence of one Agent's actions and branching options.
The actions and branching options are independent of the Agent's
character (risk-taking, opportunistic, risk-averse, etc., which we term
the choice of "Ivan" for the Red Agent). That is, the same options are
available to any Ivan. (The Blue Agent is "Sam.") However, the goals
for the script and the rules for refining actions and choosing branch-
ing options are highly dependent on the Agent's character.

A branch is a decision point at which one of several distinct se-
quences of actions must be chosen. The sequences may be different

• * -tracks within a script or may involve a jump to a different script en-
tirely.

An action itself is a detailed description of how and when some
single military or political act must be performed. The action is de-

t7
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fined in terms of a constant "body" and some variable "slots," which
specify action details (timing, force levels, location) that depend on
the situational conditions present when the action is activated. Suc-
cessful execution of the actions depends on the accomplishment of
goals--essential, time-tagged objectives associated with the script.

At the top (strategic) level, a script is equivalent to a portion of an
analytic war plan (AWP), which describes all possible strategic events
in a military option. In an invade and control option, for example, the
AWP may describe all events from the conventional attack to a nu-
clear escalation. Each of the major strategic sequences (conventional
attack, theater nuclear preemption, strategic nuclear war) may be a
separate script, as each can be a distinct phase, involving different
forces, rules, and goals. The scripts define these actions down to the
functional command and gross tactical level, providing much more
detail than an AWP. We can consider an AWP to be a linking of the
strategic elements of one or more scripts.

In many ways, we can view the scripts themselves as building
blocks for strategic planning. We can define scripts for each major
situation and option and string them together to produce plans. The
"chunk" size here is important. If we define very small scripts, corre-

* j . spending to short sequences of actions in a local area, then we may
have to devote large proportions of these scripts to interfacing rules-
rules for coordinating with many other small scripts. However, if
we define very large scripts, able to coordinate actions over many
theaters and over many strategic events, then we have to produce a
large, complex script for each different situation. A balance must be
struck between these two extremes.

In general, to select and fill out a script we need to delineate the
following information:

* Agent character. The form of Agent decisionmaking, such as
risk-prone and risk-averse, defines the specific set of criteria
for selection and execution of a script. Although the overall
structure of a script (actions, branches, etc.) is the same for
all Ivans, the rules for invoking and applying those actions
are specific to the different Ivans.

0 Criteria necessary for activation of the script. These are the
situational conditions used by the NCL to evaluate the appli-

k qcability of a particular script. The criteria may be essential
, (necessary for choice of a script) or optional (contributing to

the value of a script but not necessary). .
9 Allocation of functions and resources to each area or theater.

The NCL partitions the script into portions specific to each -----
area or theater command. The NCL passes to the areas or

. . . . . . .,.... ... .....
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theaters the goals, resources, constraints, and actions specific
to their operations. The area or theater commands consult
their rules to choose branch options, refine actions, and re-
quest projections from Force and Scenario.

0 Slots for refinement of the actions. The actions passed the
ACL are skeletal in nature. Slots for specific forces levels,
tactics, and timing are filled in by the ACL according to the
situation present when the action is reached during look-
ahead. The ACL uses condition-action rules and algebraic
calculations for this function.

* Move, branch, and continuity tests. These are conditional~tests to determine if control should be transferred between

the different agents (Red, Blue, and Scenario), which of sev-
eral tracks in the script should be followed, or if the current
script should be terminated and a new one begun.

0 Evaluation and termination tests. These are tests to deter-
mine if the time-tagged goals passed to the ACL have been
successfully accomplished by the script actions and if suffi-
cient information has been collected to terminate the look-
ahead. If the script performance is unacceptable, the system
uses mappings between unfulfilled goals and specific actions
to invoke alternative actions.

For illustration of the functions, we will use a theater conflict sce-
nario (Appendix D describes this example scenario in detail). Briefly,| . the scenario describes one complete decision cycle and begins with
Red's move 30 days before (D - 30) an attempted Southwest Asia

invasion. At this point Red is mobilizing its forces and must deter-
mine whether to invade and occupy Northern Iran only, all of Iran, or
all of the Persian Gulf. Red decision hinges on whether conditions
assure an easy conventional force victory and low likelihood of Blue
preemption. Red tests prospects for conventional victory by looking at
the force ratio, Blue's reinforcement time, and expected Iranian resis-
tance. Red determines that its position is sufficiently favorable to at-
tempt a takeover of all of Iran, but not strong enough to try for the
entire Persian Gulf. Blue responds with a deployment of the Rapid
Deployment Force (RDF) but is unable to repel the attack.

Agent Character

Currently, the Red Agent is envisibned to take one of several agent
characters or "Ivans," such as adventurist, conservative, and opportu-
nistic. These characters are captured in distinct alternative sets of

7S
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rules, which determine the criteria used to select among scripts and
among branches in a script. For example, the adventurist Ivan might
choose to invade all of the Persian Gulf if a majority of the NATO
forces are already committed to a conflict outside that theater. The
Ivan in the example scenario is risk-averse. It will attack if the situa-
tion appears highly advantageous to Red and little chance of escala-
tion is present. The rules for a particular Ivan also prescribe the
intermediate time-tagged goals to be accomplished, specify the cri-
teria for slot specification, and determine the possible Blue responses.

In several ways, the Ivans value scripts differently according to im-
plicit goals. Each Ivan represents a set of national goals, such as pres-
ervation of the Soviet Union as a world power, reduction of U.S.
military capabilities, and expansion of Soviet influence in the third
world. The different Ivans have different values for the goals asso-
ciated with each script (occupy the Persian Gulf, control Western
Europe, etc.) and set different criteria for evaluation of a particular
script. The criteria reflect the importance of achievement of the script
goals and the risks of failure to the Ivan.

Selection Criteria
In the Mark I and Mark II versions, the systems chose actions using

a weighted distance measure that measures closeness to a situation

vector having some 15 to 25 dimensions. The problem with using this

type of scheme for script selection is that the attributes are seldom
additive. Some attributes may be essential (minimum number of war-
heads, necessary overflight rights, etc.) and others may simply con-
tribute to the value of an option. In essence, some of the attributes are
multiplicative and some are additive. In the Mark III Red Agent, we
plan to use a two-part system for handling these distinctions. The /
NCL tests the essential criteria (expressed as yes/no responses) to ini-

tially cull down the set of script options. If only one script remains,
the NCL invokes it. If several scripts remain as candidates, the NCL
uses the contributing criteria to select among them. The contributing
criteria may be either binary (present/not present) or interval scaled,
and the NCL uses a weighted aggregate of the criteria for selection of
the script (see Appendix C for a more complete description of this
process).

Occasionally, the Red Agent may not be able to evaluate a criterion
(either essential or optional) at the time of the script or branch choice.
If the criterion's satisfaction makes the option the favored one, the "

NCL or ACL may provisionally assume the criteria to be satisfied and
test it later in the simulated future. The NCL will tag the choice in q,-

"- . "' -"o
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the database as having an assumption. In our example, the NCL does
not know if Blue reinforcements will arrive by a certain time but
assumes they will. The Red Agent will follow the script in simulation
until that time is reached and the assumption tested. If the assump-
tion turns out to be false, then the system must backtrack to the origi-
nal branch or action where the assumption was made.

Allocation of Functions and Resources to the ACL

The NCL makes the handoff to the ACL by assigning goals, action
sets, and resources to the different area commands in the ACL (South-
west Asia and Western Europe in the example). Each area command
has its own rules for subsequently refining the actions and each has
access to the situation estimate in the Red database. The NCL distrib-
utes the goals and actions to the area commands on the basis of loca-
tion or function tags.

The NCL allocates resources to the different areas using two special
sets of rules. The first set roughly calculates the equipment and forces
required for achieving the goals set for each area. The calculation
may require inquiries from NCL to Force Operations. Many theaters
or areas wil already have satisfactory commitments of forces. The
NCL uses the second set of allocation rules to prioritize the various
areas by importance and, if necessary, to pull optional forces from
adjoining areas. This procedure services the most important areas
first. For example, in the theater conflict scenario, the NCL must allo- I
cate Red forces to two theaters: SWAsia and Western Europe. SWAsia
is the predominant theater. Red must first allocate forces to SWAsia
to fulfill the requirements of the script. If the primary theater needs
more forces, the NCL invokes such rules as the following /

* If the ratio of Red to Blue Amored Division Equivalents
(ADEs) in the Persian Gulf is between 1.5:1 and 2:1, then
move 30 percent of the ADEs from the Western European -

theater to the Persian Gulf.

They will be drawn from the surrounding theaters using rules such
as:

SIt is possible to move forces from a less important theater to
a more important theater if the remaining forces maintain a
ratio of at least 1:1.

These allocations are an initial attempt to distribute forces. The
NCL may reallocate forces if the goals for a given theater are notK accomplished in look-ahead.

-, n I
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Slot Specification

The actions passed from the NCL to the ACL are skeletal in form.
The NCL normally specifies the action type but leaves the force level,
timing, and location as slots to be filled out by the ACL. The various
area commands cycle through each slot in the script according to the
time of execution of the tasks (earliest first). The area commands de-
rive the times either from time tags (perform at 0300) or enabling
conditions (perform after securing Teheran).

In the example scenario, Red launches a theater nuclear attack on
cue from a time tag "on D + 3 at 1200." Red also sends messages to
NATO and Blue with an enabling condition "2 days after deployment
of forces in the Transcaucasus." At each point the Red Agent sched-
uler steps time forward, the ACL planners check these conditions.

Each slot has <if>, <then>, <backup>, and <default> elements.
The <if> conditions are the antecedents that must be satisfied for a
possible slot entry. The script specifies these in the form of conjunc-
tions of conditions, much like the essential conditions for script and
branch choice. The <then> elements are the slot entries invoked if the
<if> conditions are satisfied. The <backup> elements are alternative
slot entries to try if the <then> element does not result in a satisfac-~~tory look-ahead outcome. The <default> element is the slot entry to
be used if there is insufficient processing time to test the conditions.

or if the situational conditions match none of the <if> clauses. The
elements of an example action are shown in Table 1.

Once all the slots of an action are filled out, the ACL passes the
actions to the TCL for further refinement and projection. The TCL

applies rules concerning local tactical doctrine and sends the complet-
ed action, the current Red situation estimate, the period of projection,
and the local goals to the Force Agent. Force projects the situation up /
to the next action (either Red or Blue), returning the updated situa-
tion to the TCL. The Force estimate itself may be uncertain, taking
the form of a range or distribution.

Branch, Continuation, and Move Tests

Branch, continuation, and move tests provide the primary control
structure for moving through the scripts. All of these tests involve
checking to determine if the situational conditions match templates
associated with particular actions (see Selection Criteria and Appen- I

* dix C for a description of this process).
The branching criteria tell which track to follow in a script or when " " -

to switch to an entirely new script. Branches differ from actions be-
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Table 1

ELEMENTs OF EXAMPLE ACTION

Element Action

TIME At D - 30

IF If roads are open in the
Transcaucasus and Iranian
forces are below two divi-
sions in Khorasan

THEN Deploy three MRDsa

BACKUP or else deploy five MRDs

DEFAULT Deploy three KRDs

Motorized rifle division.

V .cause several entirely different sets of options may be followed from
the branch point on. An example of a branch test is shown in Fig. 3.
The ACL follows the script, filling out actions and updating the world
model until the branch point is reached. At that time, the ACL
chooses the branch whose antecedents best match the situational con-
ditions. Some criteria, such as whether Blue reinforcements will ar-
rive, may be determined from queries to Force. Other criteria may be
indeterminate and must be assumed. Then the ACL marks the branch
with a tag for later testing of the assumption. The NCL performs the
branch tests if any of the branch options involves strategic actions or
jumping to a different script.

Continuation tests are somewhat like branch tests, except that they
break out of the context of the script completely. Continuation tests
check to see if the current script is still appropriate. The types of
criteria for continuation include sufficient resources, proper time win-

k dow, and correct situational conditions. If the continuation criteria
are not satisfied, the ACL notifies the NCL, which then compares the ,

'" other possible scripts to we if a more satisfactory one can be found. .

This process is much more time-consuming than a branch test and so
should be avoided if the specific actions can be enumerated. Theg- ex-
ample includes acontinuation togtat D -13: 9fthere is aNATO
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Branch point
(test when Red forces reach Tabriz)

Continue Initiate use
conventional of theater

advance nuclear weapons

Essential criteria for conventional advance option:

I. Ratio of Red's ADEs to Blue's ADEs 1.5:1.

2. Blue reinforcements will not arrive for 24 hours.

Fig. 3-Example of a script branch point

commitment to the conflict, terminate the B script and give control "
I back to the NCL.

Move tests are quite different from branch or continuation tests, as
they specify when to give control to the Blue agent. Each time the
world model is updated from an action, the NCL checks to see if the
new situational conditions match an action condition for the Blue
Agent (actually the Red Agent's model of the Blue Agent, because Red
is still in look-ahead). If the Blue Agent is known to be following a
script, the NCL tests only those action criteria in that script. If the
NCL cannot definitely assume a script, it will have to check action '-
conditions for all likely Blue scripts.

Evaluation Tents

Evaluation tests are the most complex of the various tests. The ACL
makes a check after each action to determine if an evaluation test is
warranted. If so, the test made is a comparison of the simulated future
achieved in the world model and the time-tagged goals that the agent . -

must accomplish. The time-tagged goals represent the minimum
allowable performance. The goals consist of conditions that must be
present at the specified time, such as forces in place, vessels de- -_
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stroyed, or basing rights obtained. If the actions satisfy the goals, no
changes are made and the planning continues from that point. If the
goals are not adequately satisfied, the ACL consults a table that maps
specific unfulfilled goals to responsible actions. Alternatively, the
script may have direct pointers to actions that must be modified. In
either case, the ACL modifies the actions to their backup values and
again simulates the results and checks them against the goals. This
process continues until the ACL finds a satisfactory action sequence
or until the ACL exhausts the actions and notifies the NCL that it
must select a new script.

The test to see if an evaluation is warranted is similar to the quies-
cence tests made in chess play. A test should be made if (1) a change
has been made to the world model, (2) one or more time-tagged goals
are present within the evaluation interval, and (3) an exchange of
moves has been completed. An evaluation check might be made in our
Persian Gulf scenario just before the invasion.

The test for accomplishment of goals is similar to the goodness-of-fit
tests described earlier for essential conditions. The goals may be satis-
fied in several ways through use of OR and AND conditions. For ex-
ample, the initial strike in the nuclear scenario may have as its goals
knocking out 50 percent of Blue armored capability or disrupting 80

- percent of C3 capability and 20 percent of armored capability. Satis-
faction of either goal results in the action sequence being provisional-
ly accepted.

Alteration of actions is the most involved operation. As mentioned
earlier, the script includes a table or mapping that relates specific
goal failures to particular actions. For example, we may have a goal of
having five ADEs in place by D - 1, but only three are deployed by
this time. This goal difference may be related to the mobilization ac-
tion at D - 30. Assume this action has a backup entry of earlier
mobilization, which the ACL now activates and runs through the
same simulation and evaluation process. If this new action is success-
ful, the ACL provisionally enters this action and its outcomes into the
world model and continues the planning from this point. If the system
is unsuccessful with all backup actions, the ACL alerts the NCL. The
NCL tags the script as failed and either invokes rules that change the
resource allocations or attempts to fit a different script.

Look-Ahesd Termination Tests

The Red Agent terminates the analysis for a script when (1) the
goals are all accomplished in look-ahead, showing the script to be
satisfactory; (2) the evaluation shows the script to be definitely inferi- - .
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or to any other previously evaluated script; (3) the evaluation shows
the script to be superior to all other scripts for this situation; or (4)
additional look-ahead does not reduce the evaluation uncertainty. Al-
ternatively, the NCL may have some arbitrary depth bound for
search, at which point the analysis ends and the program compares
the options. i

Normally, we expect the Red Agent to investigate several scripts at
the beginning of a campaign, analyzing each of them over several
moves using look-ahead. The depth of analysis would be governed by
the criteria described above. Probably none of the scripts would sat-
isfy all of the Red Agent's goals for the situation, and so the option
with the highest degree of goal satisfaction should be chosen.

Action Execution

The above functions all operate in look-ahead, with no actual game
time advance. The Red Agent uses the functions to investigate one or
more scripts over several decision cycles and selects one script for
execution. That script now has all its actions specified for several
moves, including such aspects as force levels, timing, and engagement
locations.t

The NCL now passes the detailed Red action sequence, expected
outcomes, time-tagged goals, and expected Blue moves to Force for

•~'' i* |execution. Force executes the action and monitors for critical assump-
tions, such as the following:

* The time stream of projected outcomes matches the actual
outcomes.

* The time-tagged goals are accomplished.
* Blue makes only anticipated moves.

If any of the assumptions are violated, Force halts the execution /
and notifies the Red Agent, who then reexamines its options under
the newly encountered options.

RED MODEL OF BLUE RESPONSE

During the look-ahead process, the Red NCL must consider the dif-
ferent options open to Blue at each point in order to assess the robust-

* ness of the Red plan being formulated. The extent to which Red is
* concerned about Blue's plans depends on Red's character or decision-

making style and on the model that Red has of Blue's character. These
agent profiles determine to some extent the amount of processing that ' : 71
must be done at each decision point.
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The Red Agent's ideas about Blue behavior are determined by the
supervisory analyst, who sets up initial definitions of Red's character
to correspond with the purposes of the experimental run. One impor-

tant variable is the extent to which Red is willing to accept risks: A
risk-taking Red Agent will be less interested in Blue's (perceived)
low-probability options, and a risk-averse Red will be likely to con-
sider all Blue options, balancing the perceived probability of each op-
tion against the final outcome. Another variable is Red's assessment
of Blue's will: If the analyst decides that Red should assign a low
credibility to such strong actions as Blue intervention, the Red Agent
will be less likely to explore those branches in the look-ahead, or will
examine them in less depth.

Red's model of Blue's behavior takes the form of scripts that are
identical to Red's in format but different in content. The Blue scripts
would include plans for defending the areas for which Red attack
plans have been prepared, as well as for potential escalation to differ-
ent theaters or attack axes. For the initial system, we will assume
that the Red Agent has access to all of Blue's scripts but does not
know which one Blue will select in any given situation.

The Red Agent initially selects Blue scripts based on his assessment
of Blue's character and "will." For example, a risk-taking Red who
believes Blue's will to intervene is low might select for initial consid-
eration a Blue script that called for diplomatic intervention only, and

II. a risk-averse Red might consider first a Blue script that called for
active deployment to the affected area. As the look-ahead analysis
proceeds, Red might find that a particular Blue script yields such a
bad result for Blue that even the most pusillanimous Blue would re-
ject it; then Red would back up the search to the first point where this
script was invoked and select a new candidate Blue script. Slots in the
Blue script are filled in as the look-ahead progresses, just as the Red
script is fleshed out. /

As the exercise proceeds and the Red script position changes from

actual Blue move. If Blue actions do not conform to the assumed Blue

script, the Red Agent must either change parameters in the current
Blue model eg., keep the same script but change the number of divi-
sions being used), or look through the other available scripts to find

one with a better fit, then recompute all subsequent projections based
on the new candidate Blue script and the new estimate of Blue char-
acter.

Red's personality determines to a great extent the amount of proc-
eming that must be done. The simplest Red Agent to run would be a
risk-taking Red with a low assessment of Blue's will to resist. This .
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Red would select only one or a few high-probability Blue options to
consider during each phase of the look-ahead. An option perceived as
unlikely would be ignored, even if it led to undesirable escalation. At
the other extreme, a risk-averse Red with a high assessment of Blue's
will would carry along at each branch all the possible Blue options,
investigating each to a point where it could estimate the combination
of the likelihood of the branch with the desirability of the outcome.

There may be difficulties in deciding how far to take opponent
modeling. As an example, if Red is attempting a feint, he needs to be
able to guess whether Blue will fall for it. This means Red must ex-
plicitly model Blue's model of Red or the effect of this must be written
into the script. We expect that the later versions of the Mark III sys-
tem will treat the explicit type of multilayered analysis. The initial
systems will assume a simple Blue response to the situation.

CONTROL STRUCTURE

The Red Agent must coordinate the operation of many different
/< functions--script selection, resource allocation, slot refinement, move

tests, branch tests, continuation tests, evaluation processes, and Blue
modeling. It can do so in a strictly sequential manner, or it can inter-
weave processes much like an operating system. Strict sequencing is
the simplest and most direct. This is efficient if there is usually a

natural successor to each process, such as evaluation tests typically
following move tests. For the most part, this appears to be true in the
initial Mark III system. We plan to use a scheduler that cycles
through the processes in a preset sequence, invoking those processes
that satisfy activation conditions.

Interweaving of functions by an operating system type of scheduler
is a more flexible but more difficult means of allocating control. At
any given time, selveral modules may be competing for attention.
Each module may send a request for time and reasons for priority.
The scheduler then examines the requests, prioritizes the modules,
and allocates time resources accordingly. If in the middle of a process
a higher priority request is received, the scheduler may suspend or
kill the currently active process and initiate the new one. Such knowl-
edge-driven scheduling is necessary if, for example, new data are re-
ceived in the middle of an evaluation. Normally, though, all new data

* . are received and all actions taken at the beginning or end of a move
step. In later versions of the Red Agent we may include capabilities
for intelligence gathering and action execution during own and oppo-
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nent moves, making it necessary to have data-driven behavior in
place of strict scheduling.

DEGREE OF AUTOMATION

The Mark HI Red Agent is designed to be ultimately fully automat-
ed. Each step in the script selection and application process can be
performed by computer. Nevertheless, there are many places where
for ease of development, for flexibility, for training, or for added power
the supervisory analyst or other human expert will be able to modify
the system's choices or change parameters. Below, we recap the Red
Agent's time sequence of steps, describing how each may be performed
by computer or by human input. The process begins with the specifi-
cation of the Ivan and the input of the initial conditions (force levels,
political status of the participants, etc.). The supervisory analyst must
input these manually at the beginning of a run.

The first automated operation is the Red Agent's selection of a
script to pursue. This involves a determination of the candidate
scripts, an initial comparison of those scripts, and selection of one for

p , prosecution. Determination and initial comparison of the candidate
scripts involves checking the essential criteria to prune down the can-
didates and then ranking the remaining ones using the optional cri-
teria. This comparison is based only on the currently observable
situational conditions and any short-term projections provided by
Force. The supervisory analyst may override the estimates and input
different information or may simply input a different set of evalua-
tions for the options. Also, some of the selection criteria may not be
observable or derivable at this point. The NCL will assume these to be
provisionally true and tag them for later checking. The human ana-
lyst, upon observing these deferred criteria, may override the program
and simply judge the criteria to be true or false (thereby specifying an
assumption behind the ensuing analysis).

Invocation of a script results in a specification of the theaters in- .
volved, the time sequence of goals for each theater, and the skeletal - -
tree of branches, actions, and slots. The analyst may wish to modify
any of these elements, querying the database according to time in
look-ahead, specific action type (amphibious attack, air interdiction),
or geographic area.

The next step is allocation of resources to the various theaters. The
NCL uses special rules to estimate requirements and move foces be- .
tween theaters, satisfying the requirements of the highest priority
theater first. The analyst may view the recoumnded allocation of
forces and modify it manually. A

4110- " ., . ,0
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Once script selection and allocation of forces are complete, the ACL
begins to fill out the script. This involves performing a number of
activities that may occur in almost any order: slot specifications,
branch tests, continuation tests, move tests, evaluation checks, action
modifications, and look.ahead termination tests. As the program
moves forward in time, the ACL tests the activating conditions for
each of the processes, invoking them on a first-come, first-served ba-
sis.

Slot specification occurs if there is an action that has the current
(simulation) time as its activation time, or if the current situation
satisfies its enabling conditions. The action may take place in any of
the theaters, as the Red Agent processes all the theaters in parallel.
The ACL fills in each of the slots of the action, using the condition-
action rules associated with the slot. The analyst may override the
recommendation and choose some other slot entry. If he does so at the
time of the action, no special problems result. If he modifies a slot
entry at a later time (after the look-ahead moves beyond the action),
the script actions have to be backed up to that point and rerun.

Once the ACL or the analyst fully specifies an action, it is sent to
the TCL for simulation by the Force Agent. The resulting outcome
prediction is then input to the Red database. The analyst may modify
this prediction if he feels it is inaccurate orif he wants to test the

1. sensitivity of the action.
If a branch point is encountered, the NCL or ACL compare the op-

tions using the essential and optional criteria, and choose the optiou
with the highest evaluation. Th analyst may either change the es-
sential and optional criteria or override the choice. Again, the ACL or
NCL ma, no t be able to evaluate some of the criteria at the time of
the action and thus defer them for later testing. At the time of the
branch, the analyst may preempt the system and judge these deferred
criteria to be true or false. Continuation tests result in similar manu- I
al inputs as the branch tests.

The NCL automatically performs a move test whenever a change
has occurred in the database (as a result of an action or message). The -" "

NCL checks the antecedents for rules used by the opposing agent and
if one is satisfied, gives control to its model of the agent. The analyst
may override this proces and either specify a new actwo omit a
previosaly planned one. In the early stages of development of the
Mark I system the analyst may also tag the move points in the
script.

The Blue move itself (as modeled by Red) is mme by calling the
Blue srpt with the current situation. Slot entris, bran t ,sts, and
move tests are made jut as for Ited scripts, and the resulting aftiom
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Evaluation tests and the ensuing action modifications are probably
the most frequent and necessary points for expert intervention. The
program automatically performs an evaluation test whenever an ac-
tion is performed, a change is made to the the database, and time-
tagged goals are present for evaluation. During script preparation,
the analyst may circumvent this process by simply tagging the neces-
sary points for evaluation. When the program encounters an evalu-
ation point (whether automatically determined or manually input), it
checks the essential and optional conditions for satisfaction of goals.
Here the analyst may change the set of goals or override the evalu-
ation. In either case, if the NCL determines that a goal discrepancy is
present, the program attempts to change the actions leading to this
outcome by consulting a table that maps failed goals to previous ac-
tions. The program attempts the action sequence again and checks the
outcome. The analyst may have a better idea of what action the Red
Agent should modify to achieve the desired outcome. The analyst thus
directly changes the type, timing, or form of force application that led
to the failure, and the program backtracks to that point and reruns
the analysis.

The final type of test the Red Agent automatically performs is
checking to see if the look-ahead is complete. The NCL terminates
look-ahead if all goals have been achieved, if the provisional evalu-
ation of the script is definitely superior or inferior to the other script 
choices, or if excessive uncertainty has developed in the analysis,"" making further simulation useless. The analyst inydesignate that

the look-ahead be terminated earlier or continued beyond the recom-
f mended point.

The various options for automated control and manual intervention
I. are summarized briefly in Table 2.

In most of the above discussions we assume the analyst performs
the manual input at the same time as the automated program would I
perform the operation. In fact, the analyst may change Ivans, change
goals, insert actions, or alter initial conditions at any time. If the
analyst does any of these, the analysis will have to be backdated to
the point of change and the simulation rerun from that point.

Many of the same procedures should be useful for initial specifica-
tion of the Red Agent rules by the experts. This knowledge engineer-
ing function involves initial loading or refinement of the rules and
control system parameters in the Red Agent database. As it movep
through a script, the Red Agent may query the expert for rules a
data, check for completeness and consistency, and display impliQ
tions of the rules being input.

In the final operational system, frequent analyst intervention will
greatly slow the response time of the system. We expect most auto- 40"
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Table 2

AUT1OMATZD AND MANUAL INTERVENTION OTIroNs

Manual
Activity Automated Intervention

Input of Not performed Input by
initial analyst

conditions a

Allocating According to Modified by
goals to table associated analyst
theaters with script

Allocating Uses special Analyst modifies
resource s rules to move rules or actual
to theaters forces allocations

Slot entry Uses condition- Analyst overrides
action rules choices

Branch test Compares options Modifies criteria
using essential, or specifies actual
optional conditions branch choice

Continuation Checks essential Overrides choice or
,test conditions tags point for test

Move test Checks opponent Overrides choice or
antecedent conditions tags point for move

Blue response Fits Blue script and Free-plays Blue or modi-

determines actions fies automated choices

Evaluation Checks for evaluation Overrides choice or tags
test criteria point for evaluation

Action Uses table of mappings Specifies action change
modification directly

Look-ahead Checks for completion Overrides choice
completion criteria
test

* e

I



29

mated functions to have cycle times on the order of a few seconds. A
single move may involve dozens of look-aheads with repeated calls to
Force and Scenario. When the system is used for analysis, the pri-
mary human role should be problem definition, specification of the
form of analysis, and system monitoring, rather than step-by-step in-
teraction.
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IV. EXAMPLE APPLICATION: THEATER
NUCLEAR ATTACK IN WESTERN

EUROPE

In this section, we will walk through a complete Red analysis to
illustrate use of the proposed Mark III planning techniques. The ex-
ample conflict, somewhat more complex than the earlier Persian Gulf
scenario, is a Red invasion of Western Europe using conventional
forces and then escalating to theater nuclear weapons. Throughout
the conflict, both the Red and Blue Agents will be assumed risk-
averse. All operations are performed in look-ahead.

The example begins with a scenario favorable to a Red invasion. We
assume that ample Red forces are available in the area, NATO forces
are at low levels of readiness, and the Blue is involved in low level
conflicts in the Mideast and Central America. The main script options
open to Red on D -30 are shown in Fig. 4.

Script A

-1.1 .

I I ,
Delay Proceed Change to

theater nuclear script I
(Script 13)

Fig. 4-Red branch options at time D - 1

The scenario marks time in terms of days before or after the main
Red attack (D-day). The initial script choice is made 30 days before
D-day or at D - 30, because this is the first point (in gaming terms)
at which Red must perform an action. The scenario will continue -

J ) through D + 30, describing several major Red and Blue moves that
should result in campaign completion between D + 20 and D + 40. ..

* The Red and Blue moves in this analysis are projections by the Red
Agent, used to evaluate the script and refine the Red actions.

30
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Each of the four scripts has associated goals. The A and B scripts
have the goals of including Western Europe in the Soviet sphere of
influence, reducing U.S. military power, and enhancing the superpow-
er status of the Soviet Union. The C script has the added goal of con-
trol of SWAsia. The D script has quite different goals: elimination of
the United States as a superpower, continuation of the Soviet Union
as a superpower in the war's aftermath, and survival of current Soviet
leadership.

The C script deserves some special attention. This script could be
thought of as two separate parts-an attack on Western Europe and
an attack on the Persian Gulf. It could be represented as a combina-
tion of two scripts, but there is a large amount of coordination be-
tween the two. It appears simpler to embed both campaigns in a single
script. In a later, more mature Red Agent, the two campaigns might
be treated as individual building-block scripts, designed to be coor-
dinated with a number of other possible scripts.

The Red Agent's first step is to check the essential criteria for each
candidate script. These criteria are associated with the script and ac-
cessed by the Red NCL. The essential criteria for the A script are a
highly favorable conventional force ratio, a high likelihood of destroy-
ing most Blue theater nuclear weapons, and a low likelihood of Blue
theater or strategic preemption. The B script essential criteria include
a favorable theater nuclear force ratio and a low likelihood of strate-
gic preemption. The C script adds the criterion of sufficient excess
forces for targeting to SWAsia. The D script, strategic nuclear attack,
has as its single criterion the high likelihood of Blue strategic

preemption.
Examination of the essential criteria (by checking the initial condi-

tions and by making queries to the Force Agent) indicates that the A
and B options are viable candidates. These two scripts also have op-
tional criteria having to do with force levels, political situations, and
subjective factors. The NCL weighs these optional criteria and consid-
ers the decision flexibility of the choices. The A script is the most
flexible of the scripts, as the B, C, and D scripts may still be invoked
if the situation worsens during execution of the A script. Such flexibil-
ity is measured by the number of possible jumps to other scripts repre-
sented in the A script branches. The outcome of this comparative
analysis is selection of the A script (conventional attack on Western
Europe) with the B script as first alternative.

The A script objective in the Central European Theater is the elimi-
nation of all effective Blue military resistance in Western Europe ,_ , " -

within 60 days from the initiation of attack, with 50 Motorized Rifle
Divisions (MRDs) surviving to control the territories. The intermedi-
ate objectives in the Central European theater are the following:

4 -
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0 Complete all deployments and have forces in readiness at
D -1.

* Initiate attack 30 days from today's date.
0 Effect at least one breakthrough of Blue's main defense line

by D + 7.
* Destroy at least 50 percent of Blue's theater-based quick

reaction aircraft by D + 10.
0 Destroy at least 50 percent of Blue's theater range nuclear

missiles (mobile medium range ballistic missiles and ground
launched cruise missiles) by D + 10.

* * Eliminate all effective military resistance in West Germany
by D + 25.

Similar overall and intermediate objectives hold for the North
Cape, Thrace, Norwegian Sea, Giuk Gap, North Atlantic, Baltic Sea,
and Mediterranean Sea Theaters (see Ref. 23 for a detailed listing of
these theater objectives).

The NCL assumes a conventional defense by Blue (this is the best i
fit to the situation with a risk-averse Sam) and allocates resources

accordingly. This process involves prioritizing the theaters by impor-
tance, determining the required forces to achieve each theater's objec-
tives, and allocating available resources theater by theater.
Determination of required resources involves accessing special rules! ". and interrogating the Force Agent regarding force levels. This results

I% in an initial, rough requirement for each theater (which may be modi-
fled during the analysis process). A separate set of rules then moves
available forces using such condition-action rules as the following:

If there is a land-based force more than 200 km inside a

theater, let that force be assigned to that theater

If a theater does not have sufficient land-based forces, assign
land-based forces from contiguous, lower priority theaters un- ,,
til sufficient

Once the resources are allocated, the NCL and the several ACLs
can begin at the initial time (D - 30) and trace out a scenario in
look-ahead. Script A calls for a number of actions at D - 30. Among
these are the mobilization of forces in the Ukrainian, Belorussian,
and Moscow districts for deployment to the Central European Theater
and the alerting of Warsaw Pact forces. Each of these actions has slots
for refinement. The Central European Command of the ACL, for ex-
ample, will decide how many troops to mobilize. Filling this slot in- '.

volves the use of production rules associated directly with the action:
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If the NATO forces in Central Europe are below 40 MRD
equivalents, let the number of MRDs be 50, otherwise let the
number of MRDs be 70 4

If the RDF is at a high state of readiness, increase the forces j
by 5 MRDs

It may not be possible to evaluate some of the antecedents for the
slot specification rules directly from the Red database. In these cases,
the ACL may request estimates from Force. If the proper assignment
is still unknown, the ACL may use the slot default value.

Once all the slots for an action are filled, the ACL sends the action,
the current Red world model, and the next expected action point to the
Force Agent for simulation. Force returns the projected situation (up I
to the next action point) to the Red world model. The NCL and the
various area commands check to see if any unexpected Red or Blue
actions may have been enabled during the projected interval. If so, the
NCL sets the look-ahead time to that point and performs the action.
In the example, no new actions are enabled during the projected inter-
val, so the NCL moves look-ahead time forward to the next action.

As the NCL moves the clock ahead, Red has further moves at D -

25 and at D - 20. These involve major deployments of land, air, and
sea forces. Again the area commands fill slots to refine the timing,
force levels, and action types.

Between D - 20 and D - 18, Blue should note the Red buildup and
alert its own forces. The Red model of Blue (resident in the NCL) has
a rule whose conditions match this event, so the NCL declares a move

* point. We are still in a simulated future projected by Red, and no
game time has expired. The Red NCL simply attempts to predict the
Blue response, so that it can evaluate the position. For simplicity in
the coming discussion, we will call Red's model of Blue simply Blue. /
At D - 19 in the look-ahead, then, Blue senses the Red buildup and
alerts and deploys conventional and nuclear forces in all the theaters.

* Both the Red and Blue deployments continue until just before D-day.
At D - 1 Red has a branch point. The Red deployments must be

complete at this time for the invasion to succeed. Also, the Blue re-
sponses must be checked to see if theater nuclear weapons are neces-
sary. The Red branch options are to delay, to proceed with the
conventional attack, or to change to a theater nuclear script. (See Fig.
4.) The NCL (rather than the ACL) performs this branch choice as the
choice involves multiple theaters and includes a possible switch to a
new script. The first option, delaying the attack by one or more days,
is chosen if deployments in the Central European, North Cape, or
Thrace theaters are incomplete. This delay option has actions of
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delaying or altering the attack plans depending on the nature of the
deployment failure. This is very similar to an evaluation and action
modification (such as deploying earlier). The NCL selects the second,
proceed option if all deployments are complete, Blue defenses are
moderate, and Blue shows no evidence of a preemptive theater nu-
clear strike. The third choice, a jump to the theater nuclear script, is
made only if Blue appears ready to preempt or if Blue deployments
are quite strong.

Choice of the theater nuclear script at this time is different from
initial choice of that script. The force deployments and cues to Blue
are different, presumably with a lower likelihood of escalation. For
comparison, the NCL may later investigate a D - 30 initial appli-
cation of the theater nuclear script.

Assume that the look-ahead at this point does indicate a high likeli-
hood of Blue theater nuclear preemption. The Red NCL jumps to the
theater nuclear script, with its new goal of control of Western Europe
within 30 days. Instead of a purely conventional attack on D-day, this
script adds the launch of theater nuclear missiles, reconnaissance sat-
ellites, and antisatellite missiles. Several ACL branches also come up
here, such as launching against land assets only vs. launching against
both land and sea assets. The Western Europe area command selects
the first option if Blue carrier nuclear assets cannot damage Red nu-
clear capabilities or if Red theater nuclear weapons are expected to be '8[ ineffective against the carrier assets. This evaluation will require
queries to Force. This branch, incidently, is not considered as a choice
between separate scripts because the same goals are present with
either option. The branch options or "tracks" simply represent differ-
ent means of attaining those goals.

At D-day plus minutes or hours, Blue has the options of continuing
its conventional defense, using theater nuclear weapons, and escalat-
ing to strategic nuclear warfare. Having observed the Red theater
nuclear attack, Blue (again, Red's model of Blue) must select one of
these scripts to follow. If the Red attack has succeeded in destroying
most of Blue's theater nuclear assets, but the conventional forces are
still strong, the first option may be favored (probably coupled with
seeking a cease-fire or settlement). If the Blue theater nuclear forces
are still operational after the attack and the force ratio is advanta- .
geous, Blue may select the second option. Finally, if Western Europe
appears lost and U.S. theater forces have experienced major losses,
strategic nuclear warfare may be called for. For the purpose of this
example, assume that Blue selects the second choice, use of theater
nuclear weapons.

At this or a later time, Red has a similar branch point activated by
two possible conditions: (1) Blue launches a theater nuclear attack on
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the Red homeland, or (2) Blue initiates a strategic nuclear war. In
either case, Red jumps to the strategic nuclear warfare script and this
again changes the actions and goals for Red. Assume in the example
that neither condition occurs and Blue responds with a theater nu-
clear attack. This and several of the other script actions may overlap
in time or preempt each other. Instead of strict initiation times, these
actions have enabling circumstances. The NCL and ACL must fre-
quently monitor the changing conditions.
At D + 3, Red has an evaluation point. Red has several intermedi-

ate time-tagged goals to test. For example, in the Central European
theater the following goals are present:

* Blue's surviving nuclear Quick Reaction Aircraft is less than

25 percent of its original figure.
0 Blue's surviving intermediate and long-range ballistic mis-

siles are less than 25 percent of their original figure.

If either goal is not achieved in the look-ahead, Red initiates specif-
ic actions-such as revert to D-day and reallocate nuclear attacks.
These actions are associated directly with the unachieved goals (see
Ref. 23 for goals and action revisions in other theaters for this exam-
ple scenario).

The Red Agent may stop the look-ahead at this point or continue to
D + 30. The NCL should terminate the look-ahead if it cannot satisfy
the intermediate goals with any combination of script actions or if too
much uncertainty has developed in the analysis. Alternatively, if the
NCL continues the look-ahead to D + 30 and determines that the

goals are met (to a high degree of certainty), then the analysis can be
terminated and no other scripts investigated. At this point, the Red
Agent may invoke the actual Red move up to the first move point (by
passing the actions to Force), observe the outcome, and continue with
the script. If the Blue Agent performs an unexpected action during
this actual game operation, the Red Agent may have to revise its

* estimate of the Blue Agent character. This is done by attempting to fit
the observed actions to other Blue scripts or by invoking rules that
match the action directly to a specific Sam type. Following such a
change, the Red Agent will have to reevaluate the applicability of the
current Red script.

, ---



!-

V. INTERFACE REQUIREMENTS WITH
OTHER AGENTS IN RSAC

The Red Agent is, of course, intimately connected with the oper-
ation of all the other agents in the RSAC-Systems Monitor, Force
Operations, Scenario, and Blue (see Ref. 2 for a description of the
various functions). The Red Agent also requires several interfaces for
entry and display of system parameters. Some of the interactions be-
tween the different agents are shown in Fig. 5.

The Mark II system differs markedly from the Mark I and II sys-
tems in the extent and closeness of interaction of the agents. In par-
ticular, the Mark III system requires very high interagent bandwidth

Force
Operations

vilitary Projected
actions outcomes

Military Military

actions, actions,
requests requests
------- Systems l

Red Agent SituaMonitor - Blue Agent
Situation, stein

filtered World filtered
messages, Model messages.
actions actions

Messages,
military Situation.
& political time step -:
actions i

" Scenario
i< ~~Age m , ,,

Fig. 5-Interactions among MSAC components
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communications because of the large numbers of look-ahead calcula-
tions requested from Force and Scenario.

SCENARIO AGENT

The Scenario Agent is the non-superpower model used by the
RSAC. It currently consists of sets of rules programmed in Rosie, an
English-like computer language. [24] The rules generate actions for
each country in response to situational conditions. The actions include
changes in country status (e.g., cobelligerent to neutral), sending mes-
sages to the major agents, and taking military actions (which are sent
to the Force Agent and the outcomes entered into the Red world
model). The situational conditions that trigger these actions include
Force estimates from the Red world model, messages from the major
agents, and time updates from the Systems Monitor.

The first problem we encounter with Scenario is defining the proper
level of detail. If we demand the same level of detail as for the major
agents, then we need to specify the time, extent, location, and type of
all actions by each country. This may necessitate the same type of slot 4
specification as used by the Red Agent, a very time-consuming propo-
sition for the many countries. More aggregated actions, such as re-
Because only a small number would be present, such aggregated ac-

tions should also be easier to match when fitting Red or Blue scripts

or refining actions.
Time considerations drive the form of interaction between the Red

Agent and the Scenario Agent. The Scenario Agent may receive an
update of the Red world model after each simulated action and deter-
mine if non-superpower actions are called for. This will result in unac- I
ceptable processing delays if the Scenario response takes more than a
few seconds. It may be more effective to have a special subset of ab-
stracted rules resident in the Red Agent that simulate the responses
of Scenario. If these rules cannot handle the situation, then the Red
Agent should call Scenario, invoking the full set of rules. To further
increase efficiency, Red may also specify the subset of countries to be
considered.

An additional issue is whether to require Scenario to return confi-
dence or probability estimates associated with its responses. This is
similar to Red's considering several Blue responses, each with a dif-
ferent probability. We may have to maintain a number of tracks for

* the non-superpower countries and select a Red action with greatest r .

expected gain across all the possible tracks. As with the Blue actions,
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the probability estimates of the different tracks may be related to
their goodness-of-fit to the situational conditions.

FORCE OPERATIONS

The Red Agent treats the Force Agent as something of an input-
output model. Force has access to all situational conditions and tim-
ing data and it has procedures for specifying outcomes of military
actions.[3] In the simplest case, the Red Agent inputs a specific mili-
tary action, and Force simulates the outcome with respect to the cur-
rent military situation and returns a projected new situation. The
traffic for this type of interaction may be very high, on the order of
tens to hundreds of Force calculations for each script.

Force may also modify actions to achieve some objective or answer
some query. The types of rules the Force model must use are often
algebraic in nature (mobilization calculations, force ratios, etc.).
These are the types of functions that can be systematically modified
until they achieve or maximize some objective. The Red Agent may
thus input the actions and short-term objectives to Force and specify
which actions may be modified to achieve the objectives. oa

One of the RSAC design options is determining the balance of ac-
tion specification by the major agents versus the amount of optimiza-
tion by Force. In the early development stages we expect that detailed
specification by the agents will be considerably easier than program-

ming general optimization rules into the Force Operations Agent. In
later versions, it may turn out that a locally optimizing Force model
will substantially reduce communications between modules and lower
the agent processing requirements.

Force also has the responsibility for execution of actions during an "
actual game time advance. The NCL passes the fully specified actions,
projected outcomes, and expected Blue responses to Force. Force then
execute@ the actions and monitors the results, notifying the Red NCL
if an unanticipated event occurs. This execution function should be
the least demanding of Force's responsibilities.

SYSTEMS MONITOR

The Systems Monitor updates the game clock, calls for major agent
moves, and maintains game records.[4] This is only for "real-time"

operations, when the coflict is actually progressing through tame.
When time in foan and the Red Agent is in the look-ead mode, the-
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agent itself must handle all timing functions internally. The Red
Agent must therefore maintain a record of the following activities
during look-ahead operations.

0 Red and Blue options considered.
* Options selected, discarded, or used as back-up.
* Assumptions held for later checking.
0 Goals accomplished.
* Move times.

The Red Agent will store all of these records as tags on the script
actions in its database. The Systems Monitor must store similar infor-
mation about operations during actual game time advances. The Red
Agent will subsequently access this information.

HUMAN INTERFACE

The supervisory analyst or the Red Agent operator must be able to
designate a point in the script, request a summary of the system F

status at that point, enter new parameters or rules, and view the
implications of those changes. The following are some interactive

/ functions necessary for supporting such operations: j
* Capability to halt a run at any time or condition. This re- -..

quires establishment of menus or interactive graphics for
specifying locations within a script, along with means for sus-
pending and resuming processes.

* Capability to change Agent characters, rule entries, or sys-
tern parameters during a run, and execute specific actions.

0 Capability to query the logic behind a rule. The analyst
should be able to view the chain of assumptions leading to an
action. This requires backchaining of the rules that fired
leading to the action, responses from Force and Scenario, and
snapshots of the Red World Model (at least those portions
relevant to the action).

* Capability to request sensitivity analyses of key strategic
and tactical factors. The analyst will often need to observe
the projected sensitivity of outcomes to changes in initial con-
ditions, actions, and other variables.

The first two functions are essential to operation of the prototype .- "

system. The initial code will be developed with these functions as,
integral capabilities. The third and fourth functions, explanation
capabilities and interactive sensitivity analysis, are somewhat more
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difficult, requiring extensive development for useful operation. We ex-
pect to incorporate these capabilities in the last phase of our deveop-
ment cycle (see Sec. VI).

Even the initial three functions will require a very facile interface,
able to display the current problem solving situation and system I
status. The types of displays planned include the following:

9 Graphic situation display, showing military forces, move-
ments, targets, controlled areas, and engagement outcomes.

Separate displays should show the actual situation, the Red-
filtered view of it, and the Blue-filtered view.

* Textual situation display, showing conflict characteristics,
matching of scripts, branches and slots, current goals, re-
sources in each theater, and operations being performed by
the Agent now active.

9 Script status display showing in tree form the current posi-
tion and time, the point in the move cycle, all currently via-
ble options, and the queue of upcoming activities.

* Graphic sensitivity analysis. Plot of outcomes against as-
sumptions. The assumptions may be discrete (e.g., use con-
ventional, chemical, or nuclear weapons) or continuous
(number of MRDs in attack). The outcomes may similarly be
discrete or continuous.

The first type of display is already present in the Mark I and II
systems. The second and third types of display, showing the analysis
status, will be similar to that developed in various decision support
systems (see, for example, Refs. 13 and 25). An augmentation to the
system status display would be the listing of rejected options with the
reasons for their rejection. Then if an assumption leading to rejection
of an alternative proves to be false at some later point in game time,
the operators would be able to resurrect the alternative. The last dis-
play type, graphic sensitivity analysis, will be produced late in the
development cycle and will be quite specific to the area of strategic
planning.
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Vl. CONCLUSIONS AND PLANNED WORK

The automated Red Agent we have outlined is rather ambitious. It
is essentially a goal-driven branched script system capable of close
interaction with human experts. The system is designed to perform
both information gathering and action selection, represent uncertain-
ties in the environment, predict its opponent's responses, model differ-
ent decisionmaking styles, and coordinate activities in multiple
theaters.

We chose a script-based methodology for this endeavor because
scripts efficiently represent complex time-sequenced sets of actions
and produce fairly transparent decision behavior. In fact, convention-
al strategic planning often uses war plans closely resembling scripts.
Of course, the Red Agent must do much more than simply follow a
canned set of scripts. It must maintain an evolving, uncertain situa-
tional model, predict Blue and non-superpower responses to its ac-
tions, and revise its plans until its goals are met. In many ways, the
Red Agent is building a game tree, specifying, refining, and evaluat-
ing its options until one course of action becomes favored. The process
of building this decision tree is nondeterministic, and the Red Agent
must schedule a number of competing processes, such as time calcula-t tions, branch choices, move tests, evaluation processes, action modifi-
cations, and opponent modeling. We have outlined some strictly
sequential and some knowledge-based procedures for scheduling these
processes.

The proposed Mark III system should result in substantially im-
proved performance over the Mark I and II versions, although poe-
sibly at some costs in speed and increased system complexity. As
shown in Table 3 the proposed system will increase transparency over
previous versions through the use of scripts, its three-level design (al-
lowing compartmentalizing of knowledge), and its augmented human
interface. Flexibility will be improved by parameterizing many as-
pets of the scripts, among them the timing and specific character-
isties of branch choices, action slots, and evaluation points. Military
detail will be handled more directly at the theater and tactical levels
and will include modeling of many subjective variables (opponent
"will," intentions, etc.). Th. Mark III system will also directly model L
the opponent and will systematically alter its actions when projec-
tion- indicate that interim or final goals will not be achieved. The

41

_ _ ..... ,. . .- . ,1



(

42

Table 3

RED DEVELOPMENT OVERVIEW

MARK III
Criteria Mark I Mark II Objectives

Multi-level No 2 levels 3 levels

Transparency Poor Good Good (with more depth)

Flexibility Very good Good Good (can "tune" plans)

Treatment of Yes More by rules More by

asymmetries three level system

Opponent gaming Minimal Possible but Yes
(chess-like) difficult

Ease of extracting Very tough Variable Much better
-- expert knowledge

Speed Fast Faster <IO minutes/move

Treatment of Fair (nuclearj Fair (depends Good

military detail Poor (theater) on script) t

model of opponent

Sensitivity to Minimal Fair Directly addressed
,K. subjective variables

Development of No Yes Yes (more
realistic time- (script-limited) doctrinal content)
phased strategies

system will also adjust its model of the opponent when its expecta-
tions are not borne out. All this is not without cost, of course. We may
pay for the increased depth of analysis with speed.' The design calls
for large numbers of interactions with Force, Scenario, and Systems
Monitor.

tBecause of different design configurations and support requirements, it is not clear ,
at this time whether the Mark III system will be slower than the Mark U system.
Improvements in the computing environment indicate that with the same depth of
analysis, the Mark III system would be much faster than the Mark II. However, the --.
multiple look-aheads associated with a rw'uprehensive Mark II analysis may result in
a slower response time.

.4.
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We perceive the Red Agent to be an evolving system, acquiring

expertise through close interaction with human experts. The initial
system will be loaded with scripts for a limited number of conflict
types and geographic areas. Its behavior will be highly deterministic,
capturing only a portion of the uncertainty present in the environ-

ment, the opponent responses, and the intelligence inputs. As the sys-
tern matures, greater power and fidelity will be achieved through data

inputs, rule changes, and control structure evolution. In the next two
sections, we describe a proposed baseline system and an evolutionary! plan for development.

BASELINE SYSTEM AND DEVELOPMENT PLANS

Our design for the Red Agent begins with development and demon-
stration of a baseline system (termed the Mark 111.1), followed by an
evolutionary program for development and testing of the mature
Mark III system. The Mark 111.1, intended for testing and refinement
of our design concepts, will be intermediate in scope between the cur-
rently operational Mark II (pattern-based) system and the final Mark
III system. For example, it will exhibit the following enhancements:

- * Automated allocation and (reallocation) of resources to
theaters and fronts..

0 Automated allocation (and reallocation) of resources to the-
aters and fronts.

* Explicit, scripted modeling of Blue's actions.
9 Gaming simulation of Red and Blue moves in look-ahead.

Sl Automated goal checking and backtracking.
:' The following paragraphs describe these Mark 111.1 capabilities in
- more detail, along with additional functions planned for the later,/

more complete Mark HI system (primarily a more comprehensive
form of uncertainty representation, multiple command levels, struc-
turally equivalent Red and Blue Agents, and more extensive facilities
for explanation and human intervention.

Identifying Candidate Analytic War Plans

This is the first operation by the Red Agent when confronted with
an initiating situation-it must identify AWPs (as defined by a set of
primary and anc' :ry scripts, appropriate for investigation. This is Y.
done before any look-ahead operation and relies only on information .

derived from the situational conditions and queries to the Force .Z

o .o " - -" , . . . . •: .f S B
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Agent. In the Mark 111.1 version, this is expected to take the form of
a semi-automated process. The Red Agent will attempt to match if-
then rules to the circumstances and use the resulting matches to cue
the analyst, who will then accept or override the AWP rankings. The
later Mark III version will more fully automate this process, using
essential and optional conditions to cull unacceptable AWPs and
make tradeoffs among the remaining candidates.

There will also be differences between Mark 111.1 and Mark III in
the modularity of scripts. The Mark 111.1 will frequently resort to
monolithic scripts that specify actions and branches for a number of
theaters and force types (land, naval, air). Use of a few such scripts

simplifies matters compared with a more modular approach using
many separate scripts, as the scripts internally represent all coordina-
tions between areas and forces. Such large, specialized scripts are dif-
ficult to generalize, however. Entire new scripts usually have to be
synthesized for any variant on the conflict. The mature Mark III sys-
tem will rely to a much greater extent on small, modular scripts,
which may be linked together to handle various type of conflicts. We
expect such building block scripts to require many rules for coordina-
tion.

Automated Resource Analysis

IIn Sec. 1Il, we described how each candidate AWP must have some
means of ensuring adequate force levels that will achieve its goals.
This entails determining the force ratios required for each area's oper-
ations, translating these ratios into required Red force levels on the
basis of assumed Blue defensive force levels, checking to see if ade-
quate Red forces are already available within the specific areas, and if
they are not, moving forces from neighboring areas. This force alloca- -
tion analysis may all be done before an action or, as in the planned
Mark IH. implementation, a pre-planned sequence of allocations .. -
may be tested. In this simple procedure the Red Agent will use rules
to roughly estimate the needed force levels, and then perform a look-
ahead with 1/4, 1/2, 3/4, etc. of the needed forces, until the goals are
met. This hit-or-miss method should minimize the number of rules
needed for estimation and movement of forces. The mature Mark I
system will also verify its force allocations through look-ahead but
will perform a much more complete allocation analysis beforehand
and will use specific rules for reallocating forces in the event of fail-S ure.

.A
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Using Look-ahead for Analysis

Throughout our discussions, we have emphasized the importance of
look-ahead as a technique for testing the potential value of a war
plan. The Red Agent postulates an action, examines possible Blue
responses, postulates Red actions in response to these, and so on. We
have also pointed out that look-ahead can be simple or complex. The
Red Agent may look only one move ahead, assume a single Blue re-
sponse, and evaluate Red progress. On the other extreme, the Red
Agent may examine all possible Blue responses, assign probabilities
to each, and look several moves down each branch, finally folding the
tree back to determine the best action (or the least risky, or probably
most successful one).

The Mark II.1 Red Agent will tend toward the former, simpler

methodology. The Red Agent will look several moves ahead but will
consider only one Blue response to any action, the one that best fits
the situation. Red's Blue, in making the best fit, will not perform its
own look-ahead. Also, the Red and Blue Agents will act in a lock-step
fashion. Each will know all the actions open to the other, and when
those actions might be taken.

The mature Mark I Red Agent will be much more flexible. De-
pending on the Ivan, the Red Agent will examine one or many Blue K
responses to each of its actions. The Blue Agent will, in a complemen-
tary fashion to Red, be free to perform its own look-aheads. Among
other things, this will require Systems Monitor to maintain a number

"I | *, . of situation databases. There will have to be a database representing
the actual situation, a Red-filtered view of the actual database (updat-
ed with each projection from Force and Scenario during Red look-
ahead), a Blue-filtered view of the Red-filtered database (for Red's
model of Blue), a Blue-filtered view of the actual database (ior Blue .
look-aheads), and a Red-filtered view of the Blue-filtered database (for

Blue's model of Red). Each of these filtered views should be a "mask-
ing" of certain elements of the original situational database.

, move Seqluencing 4.*.

This is an important part of both the look-ahead process and the Li
actual game progress. Control will be given to Red, Blue, and See- ..

nario by "waking up" th en t when it is time for them to take an
action. This proem shou l be different for the prototype and final
Mark ElI system. In the prototype, after the Red, Blue, or Scenario . "
Agent executes an action, it will simply enter into the database the . 7 -

Sonditions for it to assume control again. These conditions may be
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strict times (at 0600 on D - 10) or they may be situational conditions
(when force ratio reaches 3:1; when FEBA passes Teheran). Force or
Systems Monitor will check these conditions and wake up the appro-
priate agent when there is a match. The mature Mark Ill system
should expand this to include a wider range of wake-up conditions-
when expected conditions are not met, when key conditions are un-
known, when a certain time has passed without event, etc. Also the
different agents should be able to activate each other directly. For
example, If Spain (modeled by the Scenario Agent) sends a message to
Blue of its intention to change combat status, it will also send a mes-
sage to Systems Monitor to wake up the Blue Agent after the appro-
priate interval.

Learning

The initial Mark 111.1 Red Agent will exhibit several rudimentary
forms of learning. It will adjust its behavior when its projected out-
comes do not match its goals and it will change its assumptions about

* Blue strategy if Blue behaves in an unexpected manner. Later im-
plementations may incorporate more complex forms of learning, such
as automatically altering the normal branch or slot choice after dis-

* covery of a successful modification. The system may generate the
I * ""J t modification from the automated backtracking procedure described

earlier, from analogic reasoning,[26] or from direct expert input. Also,
when the NCL determines that its model of Blue is no longer accu-
rate, it may use the information to automatically change the faulty
rules used to identify Blue character.

In summary, the initial Mark 111.1 Red Agent will be a highly sim- J,
plified version of the Mark I Red Agent described in this report. It
will embody the key automated functions of the Red Agent system
design but will not have the potential flexibility, power, and appli- .
cation of the final system. It will also be used solely for development
purposes. The later versions will be used for substantive analysis and
education.

IMPLEMENTATION PLANS

q We expect to have a closly joined developmental and experimental
program. The initial implementation of the system will be limited to .
a specific geographic area, with hard situational information and
lock-step opponent responses. This implementation will be used pri- • .;. =
marily to test the structural robustness of the prototype system--the ' '.-,
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ability of the Red Agent to execute a script reliably under several
distinct situational conditions. During this initial period, shortcom-

ings of the system will be handled by interactive modification of the
rules, parameters, and control structure of the Red Agent.

Structurally, the prototype Mark 111.1 Red Agent will be composed
of the following elements:

a A database maintaining Red's situation estimate, current
processing status, models of Blue and other involved coun-
tries, outcome projections returned from Force, and analysis
history. This database may be entirely present within the
Red Agent or portions of it may be accessed from databases
maintained by the Systems Monitor.

* Rules for the NCL, ACL, and TCL functions. These sets of
rules perform the problem solving functions of script selec-
tion, resource allocation, script application, and strategy
evaluation. The rules will not actually reside in separate
modules in the prototype system but will be organized in the
form of a main program and subroutines.

* f Interfaces with Scenario, Force, and Systems Monitor. The in-
terfaces will pass such data as the current Red situation esti- .
mate, Red and Red's Blue actions, and events to be
monitored. The Red Agent will frequently query the other,.4
agents regarding projected actions and outcomes. I

" Interfaces with supervisory human analysts. These interfaces
will allow human intervention at each step of the analysis
cycle and will produce limited explanations of the reasoning
and implications of each choice.

The initial experimental plans, using the prototype Mark I.1 con-
figuration, will be concerned with varying the situation conditions--
force levels, time periods, political conditions, alliance structures, etc.
These conditions will be varied but still held within the range of the
available scripts. The conditions will be known with certainty by the
Red Agent, as will the Blue responses. We will develop these scripts
with a specific problem and Ivan and will test them by comparing the _
resulting actions with actions recommended by experts on Soviet mili-
tary decisionmaking.

We foresee the next stage (again with the piototype configuration)
to involve a wider range of behaviors but still to assume a known Blue
response to each Red action. The conflicts will broaden to multiple
theaters with the associated coordination problems. Escalation will 74 1$ ' .
occur through several weapon levels--conventional, chemical, and nu-
clear-with deeper look-aheads than in the initial phase. Different
Ivans and Sams will be tested, with the assumed Sam danging dur-

!_y
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ing a conflict. In this phase, the system will still operate on hard
information. There will be no uncertainty in the force situation, sce-
nario responses, calculated outcomes, or intelligence inputs.

The third phase should introduce situational and intelligence un-
certainty along with completely equivalent but asymmetric Red and
Blue Agents. The Scenario and Force outputs will have associated
confidence ratings that will be incorporated into the Agent's belief
systems. The use of unconstrained, complementary Agents will neces-
sitate development of rules to avoid problems of deadlock and cycling.
In this phase, we also plan to develop and test a full range of interac-
tive explanation and sensitivity analysis capabilities.

A full-scale experimental study is possible following the completion
of the full human interface and the incorporation of the automated
complementary Blue Agent. The experimental variables should in:

7 clude situational conditions, look-ahead depth, criteria for move
points and evaluations, and form of the Blue model. The system per-
formance should be tested against expert performance. The experi-
mental program with the mature Mark III system should also include
secondary evaluations of system performance in the areas of sensitivi-

*. ty analysis, force deployment aiding, and strategy analysis.

DESIGN CHALLENGES AND TECHNICAL RISKS

The Mark Ill Red Agent design proposed in this report is a novel

and technologically difficult one, combining approaches from several
different areas-scripts, production systems, and goal-directed search.
This design assumes near-term answers to many questions, some of
them already raised in the previous sections. The most important
questions concern the depth of modeling, forms of uncertainty repre-
sentation, modularity of scripts, and modeling of Red/Blue asymme- -tries. -. ,

The first of these questions, depth of opponent modeling, concerns '

the number of layers necessary for effective adversarial decisionmak-
ing. We initially plan to implement a Red's model of Blue, but we
must also consider the need for a Red's Blue's Red. The problem of
representing and analyzing the process of deception argues for the
latter, more complex opponent model. The choice will require further
analysis and system experience.

The problem of uncertainty representation, discussed in Sec. III and
Appendix B, is extremely difficult to solve analytically. In fact, many
artificial intelligence systems have required development of "custom"
procedure for representing, updating, and manipulating belis or -
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uncertainties.[42] The RSAC developers must decide whether to pro-
duce a simple ad hoc system using heuristic rules for updating uncer-
tainty estimates or to develop a more comprehensive and formal
system indicating the degree of support and denial of propositions,
along with some means of dealing with data contradictions.

The third question, concerning the degree of script modularity, is
primarily a problem for the rule writers rather than for those imple-
menting the structural elements of the system. Two difficulties are
present--how to coordinate multiple scripts in a campaign and how to
move at any time from one script to a completely different one. The
first problem is simpler, as such interscript coordination should just
entail timing of actions along with checks to make sure outcomes of
one script do not violate bounding conditions of another. The timing
and checks will have to be written with saifficiently general conditions
to allow coordination with many other scripts. Tha. second problem,
changing scripts in mid-campaign, is more difficalt, as it requires
checks on the situation, progress, resources, and other factorm. If these
conditions do not match those necessary for the new , ript, the Red

Agent must consult rules for adjustment. The rules must be suffi-ciently flexible to allow entry into the new script at any of a number

of points. Again, experience with a variety of script types will be
necessary before firm guidelines for script writing can be established.

Questions concerning Red/Blue asymmetries are probably the most
I; complex issues facing the Red Agent and the RSAC. For simplicity, in

• the report we have emphasized the Red Agent design issues. In fact,
the structure described must also model the decisionmaking of the
Blue Agent. Strong differences are present between Red and Blue in
the form of offensive and defensive postures, different types of goals,
amounts of reliance on planning time lines, and degree of centraliza-
tion of authority. We should be able to accommodate these differences
within the Red Agent structure described, but validation will require .
implementation of unconstrained, complementary Red and Blue
Agents, a step late in the planned development and testing cycle.

Finally, the extensive analysis required of the Red and Blue Agents
will affect the response time of the system. Even with most of the
coding in a fast language, some tradeoff will have to be made between
modeling detail and processing time. For example, the early im-
plementations may be able only to model conflicts at the strategic - -
level. Also, the rule writers will have to put a greater emphasis on
producing intelligent rules for initially selecting actions (pattern-
matching to the situation) than on frequent look-aheads and back- .
tracking. Well-written rules for fitting an action to the situation \, "
should be substantially more time-efficient than exhaustive generate- . "  

__...

and-test mrch techniques. Again, resolution of these issues will re-
quire experienc and teting.
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Appendix A

ALTERNATIVE TECHNIQUES FOR RED
AGENT AUTOMATION

This appendix compares the applicability of various problem solv-
ing techniques for automation of the Red Agent. As mentioned in the
introductory section, there are many criteria for selection of an appro-

S priate technique. The system design should be multilevel (able to han-

die both strategic and tactical operations), transparent, repeatable,
rational (act in a manner both logical and consonant with expert
strategists), able to model opponent actions, and capable of represent-
ing time-sequencing and uncertainty. At the same time, the system
must be realizable. It must be able to run in real time and interface
with the updated Force and Scenario programs.

We have examined many existing methodologies for problem solv-
ing that might be applicable to this problem. Among these are search I °
techniques, production systems, script-based approaches, decision
analysis methods, and pattern classification techniques. In the follow-
ing sections, we will describe each of these techniques, analyze their
potential for use, and propose a hybrid technique for implementation

£ in the Red Agent.

SEARCH*1 Search is the most exhaustive of the problem-solving techniques. - ' o
Here we define the possible set of states for the situation, operators for
moving from state to state, and evaluation functions determining if
the goals have been met. The special technique of game search [8, 91
may be necessary becamuse of the presence of an opponent. Game
search differs from non-opponent search techniques (means-end Or
analysis--MEA-backtracking, heuristic search, among others) in

• that it emphasizes producing best responses to an opponent's move,
and the quality of a strategy depends only on the terminal result, not
onthecostofthe path.."

The nongaming search technique of means-end analysis is fairly r 'xv 4
straightforward. Here the difference between the current state and r *,,- * -

the goal-state is calculated, and the best operator for reducing this
difference is chomsn.[27] If the best operator is not immediately appli-
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cable, its unsatisfied conditions are established as new subgoals. Vari-
ous heuristics are used to organize the subgoals and reduce search
overhead. Carbonell 1261 also extends this technique to include rea-
soning by analogy: A solution sequence that is successful in another
similar problem may be transformed to apply to the new problem. In
this way, a set of prototypical Red strategies may be defined for key
situations and then systematically transformed to operate in the
situation in question. As yet, though, this technique has not been
applied to any real-world problems.

A second type of nongaming search applicable to Red's decisions is
heuristic search. Here task-dependent information is used to mini-
mize (1) the cost of search required to obtain a path to the goal and (2)
the costs of the path itaelf.[8, 9] At the risk of possibly missing a

*' solution, we may accomplish some speedup using special pruning
techniques. This technique and MEA normally do not take the oppo-

nent's responses into account, so these techniques could result in ac-
tions predictable by the opponent.

Game search does take the opponent into account, using such tech-
niques as minimaxing (choosing the option with the lowest Red gains)
and Alpha-Beta (pruning those options whose provisional evaluations
are dominated by another option). Although these techniques are ex-
tremely flexible, they have many problems. Look-ahead may be re-
quired over many decision cycles, resulting in a combinatorial

*|. " explosion and long processing times. The procedure works only if
there is a good terminal evaluation function specifying the strength of
the position at any point. Also, the program must be able to represent
all intermediate states on the path to the goal.

There are additional problems with both the game search and non-
gaming methodologies. Each situation and action must be explicitly
represented. Actions made by different groups must be coordinated in
some fashion. Time is not normally represented, as an action simply .
takes place when its triggering condition is present.[121 Finally, the
procm is not particularly transparent. It is difficult to see how a
consistent strategy emerges from the aggregation of many separate
goal-directed actions by each theater or functional group.

PRODUCTION SYSTEMS

Knowledge engineering systems are often based on the organized
use of condition-action or production rules. Each distinct situational , 4
condition is associated with an action sequen .[27] These rules en-

-code knowledge about situational conditions, about how the situatiom "
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change, or about the effects of goal-oriented actions. Information re-
garding sequencing and evaluation are often implicit in the rules.

The advantage of condition-action rules is that they can encapsu-
late deep ideas efficiently and transparently.[28] A set of rules can
guide behavior without the need for representing intermediate states
or specific goals. A production system simply consists of a collection of
condition-action rules, a work space representing the environment,
and a control mechanism.[111 The rules can even be incomplete and
still function adequately.[29]

The organization of rules in knowledge sources can be very flexible.
The rules can have associated confidence ratings, such as those used
in MYCIN.1161 The rules may be organized hierarchically, as in
HEARSAY-I.J18] Here knowledge sources examine entities at one
level and hypothesize or confirm those at another level. The rules may
be used in a forward-chaining fashion from assumptions, in a back-
ward-chaining fashion from goals, or by middle-chaining from "is-

- lands" of high confidence.311 The rules can even have metarules that
look at the antecedents of the normal rules, determine if the antece-

* I dents are too difficult to evaluate, and distribute processing resources
accordingly.[32]

In our application, the rules might take the following stylized form
shown in Table A.l. Very complex rules involving conjunctions of con-
ditions may be represented in the same wrty. For example, in the first
rule, the tanks may be massing or attack,ng.

Certainty values can be associated with each rule and a calculus
used to propagate these certainties. This facilitates development of a
probabilistic model of the situation by the Red Agent. Such a model
can be very useful for deciding whether to gather information or initi-
ate actions. 5

<attrbute>Table A. 1
Possax PRODUCTION Ruizs Foa TACTICAL PLANNING

<object> <attribute> <value> <action>

tanks massing region 7 Initate air attack region 7

troops airlifted unknown
* destination request intelligence foray

messages transmitted blue access assume basing request ,''. "' V

.,>
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The sequence of activities in such a production system is then as
follows:

0 Access the current goal tree for the Red Agent.
* Retrieve the list of rules whose conclusions bear on the cur-

rent goal or whose antecedents match the current conditions.
* Order the testing of the rules using metarules.
* Evaluate the rules.
* Set up subgoals if there is not enough information to evaluate

a rule.
* Continue until a course of action is selected that satisfies

most goal.

This procedure has the advantage of facilitating question answering
because of its standardized structure. However, time may be difficult
to represent, individual actions may be hard to coordinate, the com-
plete situation vector must be pattern matched at each move, and not
all conditions will fit easily into the above format. Also, the incorpora-
tion of new rules may be difficult because of the typically amorphous
structure. Finally, game strategies such as minimax are not easily
incorporated into the rules.

SCRUMT

A script-based system is similar to a production system, with situa-
tion matches triggering ations.[7] The difir e ame that mI the
actions are much larger, connected sequences of operations with ox-

plicit time tags; (2) the control mechanism of the production sytem is
replaced by branching points in the scripts, invoking different
"tracks" in the scripts or different scripts entirely; (3) the actions spec-
ified in a script are refined by filling in slots after the script is select-
ed; and (4) the script defines a context, so that situation pattern
matches in the middle of a script need be made to only a few diagnos-
tic features.

A good example of a script-based system is POLITICS.61 Each ma-
jor strategy (decoy, fall-back defense, invade, etc.) is represented as a
script. The slots in the script denote the specifics of the strategy. Both
the script choice and the slot specification are derived through use of
condition-action rules. The rules may specify actions to perform intel-
ligence gathering, to infer the opponent's strategy, or to perform sc-
tions.

.- I
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The rules for action invocation are composed of four parts:

1. Trigger: These are rapid, inexpensive tests to check if the
rule is applicable. The tests are organized as a discrimina-
tion network (sequences of yes/no tests).

2. If: These are more complex antecedents tested only if the
trigger conditions are satisfied. If the If conditions cannot be
evaluated, they are set up as subgoals.

3. Then: This is the general action set, specifying which actions
to perform.

4. Refinement: Here additional and more specific condition-ac-
tion rules are used to fill the slots in the script.

All of the other advantages of production rules--transparency,
modularity, toleration of inconsistency, generality to new conditions,
etc.-are present with scripts. Additional advantages are producing a
coordinated, consistent response in complex planning situations, hav-
ing the control structure implicit in the representation, and explicitly
representing time sequencing of actions. The disadvantages are the
lack of gaming in the action selection, the requirements for eliciting
very detailed scripts for each distinct area or function in the conflict,
and the somewhat inflexible response a script produces for a given
situation.

DECISION ANALYSIS

Decision analysis is somewhat different from the above techniques.
The intent is to represent all major actions and their probabilistic
outcomes in the form of a decision tree, and then to select the action at
each choice point with the highest expected gain. Alternate layers of .
the tree indicate own and opponent moves and outcomes. Assuming
that the decisionmaker can elucidate all possible actions and *oun-
teractions, can estimate probabilities and utilities of all outcomes, and
is rational (the decisionmaker will always choose the action with the
highest expected utility), we can roll back the endpoint values and
pick the best action. t '

• Automated decision analysis programs have been applied to tactical
problems,[14, 33, and 34] and to international crisis problems.[13, 25]
Pearl [9 demonstrated that we can augment the traditional decision
tree with an and/or goal-directed representation, resulting in a mar-
riage of MEA and decision analysis. His system, termed a goal-direct-
ed decision support system, is used primarily for automated elicitation
of decision "frames." Other specialized techniques use probability -
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ranges instead of point estimates (35] and probability influence dia-
grams in place of decision trees.[131

The emphasis in decision analysis is the choice of the best course of
action after all alternatives and outcomes have been explicitly repre-
sented. We start by defining the tree of actions, responses by the other
agents, and outcomes. We then must specify the conditional probabili-
ties of occurrence of the outcomes and their values (according to some
goal function). When this is all established in tree form, we can:

0 Integrate new information by updating the outcome
probabilities according to Bayesian or other methods.

e Choose the best intelligence gathering option by performing
a value-of-information calculation.

* Choose the bea action option by rolling back the tip node
evaluations to the current root node (as the scenario pro-
gresses, we move through the tree).

If the actions open to the Red Agent satisfy the requirements of ad-
ditivity, utility independence, etc. demanded by decision analysis, this .

can result in a complete and well-supported analysis. Unfortunately, '
most problems do not lend themselves to this format. Also, the ap-
proach requires large amounts of subjective input, which may require
revision as the scenario progresses. Many of the other techniques de-
scribed are much more parsimonious in their processing, as they re-
quire only the most promising portions of the option trees to be
elucidated at any given time. Finally, decision analysis is primarily a
mechanism for comparing alternatives, where here we frequently
need a generator of alternatives. In the RSAC system, the emphasis is
an tchniques for generating plans that are robust, efficient, and reli-

able rather than on means for comparing fully specified plans that
differ along those characteristics. i

I PATrERN CLASSMCATION

The Mark I and I Red Agents did a nearest neighbor match to a set
of prototypical situations (approximately 400 in all). This approach

hhad several shortcomings. It seems unlikely, for example, that the
me set of dimensional weights should be appropriate to all situa-

tions. It would probably be better first to define the major class of
.ituation--attk, retreat, resupply, etc.--and then attempt to use a 41,
specific distance metric within that class. In this way the distance '

wghscon depend on the general situation. Some distances may not . -

even make sense in a given situation and should be deleted from the
Vecto.
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Even so, the simple selection of a course of action based on a pattern
is limited to situations in which a single response is appropriate. If
coordination of actions over time is necessary, a script-based approach
would be called for. If specific objectives must be met, a simulation
look-ahead with an opponent model may be necessary. Finally, to
specify an action for each possible distinct situation, an unmanagea-
bly large number of actions and patterns would be needed.

CHOICE OF A TECHNIQUE

The demands of Red Agent planning quickly narrow down the set of
useful techniques. The complexity and time coordination require-
ments make intractable the fine-grained approaches such as game
search, production systems, and pattern classification. Similarly, the

*rigorous decision analysis approach requires far too much structure
and elicitation of parameters (values, probabilities, attributes, and
importance weights). The only technique that appears to be capable of
representing the complex, time-sequenced actions of the Red Agent is
the use of scripts. Scripts efficiently and transparently show the
progression of actions and branching under changing conditions that

* 'characterize the actions of a major power. Scripts maintain a context,
so that situation matching is much less cumbersome than in some of
the other methods. Still, scripts must be augmented by simulation-
based look-ahead to ensure that the Red Agent's goals are met by the~plan. If not, the system must use production rules to modify slots in

* the script or to choose an entirely new script. This use of a hybrid
* system using both scripts and simulation appears necessary because

of the opponent situation.
Researchers have dealt with some analogous problems by mixing

production systems with other problem solving techniques. PROS-
PECTOR [36] has used production rules and semantic network repre-

* sentations, and HEARSAY-il uses stimulus-response frames instead
of simple triggering conditions for its rules.[18] Similarly, production
rules have been combined with simulation. A simulation-based look-
ahead program can determine the future situation resulting from an .
action, evaluating the potential gains or losses. Wesson [12] success-
fully used this approach to explore the set of possible actions in air
traffic control.

* We can also augment our proposed combination of branched scripts
and simulation-based look-ahead with use of an object-oriented simu- ., ' -

* lation language. Here we view each element in the Red Agent (air-

4._
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craft, radar, ground forces, etc.) as an actor [371 or object, as in
SMALLTALK,[381 DIRECTOR,[39] or ROSS.[401 ROSS, for example,
uses frames to define an object and represents dependencies between
objects using constraint propagation. The objects can pass messages,
perform decisionmaking (using condition-action rules), and execute
actions. The ROSS simulation, currently of air penetration, operates
at several levels of abstraction and produces easy-to-understand
graphic output.[40] Distributing the problem-solving capabilities
across theaters and units in this way should provide a more realistic
format than a centralized organization, although at the expense of

increased complexity.
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Appendix B

UNCERTAINTY REPRESENTATION AND
PROPAGATION

Uncertainty is present at all stages in the execution of warfare and

its effects must be represented in our script-based models. The princi-
pal sources of uncertainty in the Red Agent are the following:

* Initial situation estimate. The set of conditions describing the
situation at the start of the exercise are a priori estimates.
The estimates of force levels, enemy location and movement
times are all estimated with some uncertainty.

0 Messages/intelligence about the situation. New data come in
about the enemy situation and are used to revise the situa-
tion estimate. The information may be inaccurate, outdated,
or nondiagnostic.

0 Quality of fit of Blue responses. The predicted Blue action
may only poorly fit the situation present. We may estimateK |the likelihood of each Blue response using its goodness-of-fit
to the situational conditions.

0 Model calculation uncertainty. When queried about a specific
situation, Force or Scenario may return several possible re-

sults, each with a different probability.

Some of the other sources of uncertainty will be ignored, such as thequality of fit of the Red script or the possibility of execution errors.

The Red script uncertainty is unimportant because the Red Agent~~must at some point choose one script to follow. Although execution "/

errors are easy to model, they do not add to the understanding of the
strategic planning problem; they simply increase the randomness that
must be modeled.

All of the items of uncertainty may be expressed in terms of point
probability estimates (e.g., probability of success = .60, probability of
failure = .40) or as probability distributions (probability of loss of x
ships = F(x)). Either of these may be revised with new information
(at least approximately) using Bayes's law (see Ref. 41 for a discussion

;X of the required conditions). For example, if the a priori estimated
probability of troops massing is known and the message "troops seen ' -
in sector x" comes in, and the conditional probability of (massing/
troops seen) is known, then the revised probability of troops massing
is:
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P(massing troops seen) = P(massing) . P(troops seenf massing)

P(troops seen)

More general schemes for updating propositions use probability in-
tervals instead of values, relying on the Dempster-Shafer theory of
evidence.J42] These approaches model the amount of support and
denial assigned to each proposition and have mechanisms for han-
dling inconsistent data.

The uncertainties with respect to prediction of Blue response and
prediction of engagement outcome cascade together. The outcome pre-
diction assumes some Blue response and thus is a conditional proba-
bility. We can approximately derive the probability of each Blue
response from its goodness-of-fit to the situational conditions (see Red
Prediction of Blue Responses). The probability of each possible out-
come is an output of the Force model. We can then calculate an ex-
pected value for a Red action by summing the products of the Blue
response probabilities and their expected outcomes, multiplied by the
value of the outcome:

EV(action j) = I I P(Blue response k I action j) • P(outcome m I k)

*Value(outcome m).v1  Some special problems arise with respect to uncertainties with
[' j time. Action or event times may be expressed as ranges, within some

confidence level (see Ref. 43 for a discussion of this problem). During
look-ahead over several moves, such ranges will have to be linked to
give a worst case estimate. Also, matching of situational conditions to
time criteria becomes probabilistic when time ranges are used. For
example, assume that the activating condition for an action is that
troops must be in position before 0700 and the projection says the
troops will be in position between 0100 and 0900, then the probability
of satisfaction of the condition (assuming uniform probability along
the time range) would be .75. We expect that a fitting representation
of such temporal uncertainties in combination with the other uncer-
tainties present in strategic analysis will be an extremely complex
problem, well beyond the scope of this report. Much of the work for the
final Mark I system will deal with this problem.
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Appendix C

GOODNESS-OF-FIT CALCULATIONS

Section H described the use of essential and optional conditions for
deciding on scripts, choosing between branches, and performing con-
tinuation tests. Recapping briefly, the essential and optional condi-
tions act quite differently for these tests. The essential conditions act
as filters, determining those options that satisfy all necessary condi-

* tions, which are specified in a binary yes/no fashion; they are either
achieved or not. The optional conditions, however, are invoked if sev-
eral candidate options satisfy the essential conditions. The optional
conditions contribute to the value of an option and so should be inter-

* val scaled and weighted in importance. Both goals and costs may be
aggregated in this fashion by changing the sign of the costs. The
weighted aggregate value is then used to select the best option:

Value (option j) = i wA
where w, is the importance weight of attribute i and Ad is the level of

" attribute i present with option j. (Note that both the weights and at-
tribute levels are normalized to the 0 - 1 range.)

This model assumes that the attributes are independent and their
effects are additive. Even if these assumptions do not strictly hold, the
additive formulation is generally robust to discrepancies.[44] A more
general multiplicative model is also applicable, but the relationship
between the factors becomes less transparent than with the additive
formulation.

1 Some of the optional conditions may simply be extensions of the
essential conditions. An essential condition for an attack option might
be availability of at least three MRfls within 100 ki of the line. The

IJ optional measure might measure the additional advantage of three to
six MRDs, with three MRDs having no additional effect and six MRDs
having an additional effect of 1.0.

The aggregate value of the optional conditions may be used to esti- - .
mate the goodness-of-fit of the possible Blue responses and in turn to
estimate the response probabilities. The probability of any response R
could be calculated as:
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_V(R,)

P(Rt,) = _

I V(R.)

where V(R,,) is the aggregate value of response Rkand R.represents
all possible responses.

IJ

, )

.7 645



* -

- a

1I

Appendix D

SCENARIO FOR A THEATER CONFLICT
IN THE PERSIAN GULF

This example scenario (referred to throughout Sec. II) concerns a
Red invasion and occupation of Iran with a deliberate phased commit-
ment of forces. The scenario, drawn from Winnefeld and Levine,[45] is

- intentionally simplified to illustrate specific functions of the Red
V Agent. Throughout the conflict, both the Red and Blue Agents are

,* assumed to be risk-averse, and the emphasis is on Soviet territorialacquisition options in the Persian Gulf. All of the analysis is in look-
" ahead.

The situation begins with the following conditions:

* Ample Red forces are available in the area.
• Intelligence shows the political and military status of Iran to

be in turmoil.
7 -'0 Blue land and naval forces in SWAzia are below critical de-j. fense levels. ~-

' ,Considering the emphasis on the Persian Gulf area, Red has four
script choices, as shown in Fig. D.1.

Red choice

Script A Script B Script C Script D

Occupy Occupy Occupy Abort and
Northern ill Iran all of only support
Iran only Persian Gulf rebels

Fig. D.1-Red script options at beginning of scenario

03
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The Red Agent's first step is to check the essential conditions for
each candidate script. The Red NCL immediately prunes down the
options because several essential conditions for scripts C and D are
not satisfied at D - 30. 1 Script C fails as it requires greater Soviet
forces than are currently available, along with a reduction in Blue
RDF capabilities. Script D fails as it would be invoked only if the
Iranian government is perceived to be stable, much larger Blue forces
are in place in SWAsia, or NATO commits to participation in the
conflict. All of the essential conditions for Scripts A and B, however,
are met (at least those that can be checked at D - 30). Red must
assume some future conditions, such as the following for Script B, to
be true and tag them for later testing during the look-ahead.

* No Blue commitment of forces before D - 13.
0 No military role by Turkey before D - 1.
, Red Control of Northern Iran by D + 8.

The Red Agent then makes the choice between scripts A and B on
the basis of their optional conditions:

Script A:
1. Blue naval forces between three and four carrier battle

. groups at D - 30.
2. Iranian military resistance between D-day and D + 10

will be moderate.

S..Script B:
1. Blue tactical air forces in SWAsia are below two tactical

fighter wings. f
2. Iranian military resistance between D-day and D + 10

will be light.
3. Blue Naval forces now between one and two carrier bat-

tie groups. 1 .

Again, we must defer some of the conditions for later testing. As- .t-
aning these to be provisionally true, Script B receives a higher oval- ,
uation (see Appendix C for the specific form of the goodness-of-fit
calculations). Red selects script B to follow and tag script A as the

S -.. first alternative.
- The NCL sends the appropriate actions, time-tagged goas, and allo-

cation of forces to each area command. The script lists winch theaters
are operational in this type of conflict (Eastern European and South-
west Asia), specific goals for each theater, theater prioritine, the ac-

= tions that pertain to each theater, necessary form levels for the

'For -ol Wi we •
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campaign, and the current distribution of forces in and adjacent to
each theater.

Once the resources are allocated, the two ACLs begin at the initial
time (D - 30) and trace out a scenario in look-ahead. Script B calls
for several actions at D - 30. The SWAsia command must mobilize
and deploy its force in the Trancauesus and Turkestan regions. The
Eastern European command must alert its Warsaw Pact forces in the
European theater. The NCL must send messages to NATO and Blue
fabout beinen. shedued SW itan forise , Each ction has slots
bfor refinement. she SWAsia commml, for instance, must decide how

many troops to mobilize and deploy. The NCL must similarly calcu-
late when to send the messages to NATO and Blue. Filling these slots
involves the use of production rules associated directly with the ac-
tion:

Force Specification:
If the roads are open in the Transcaucasus and Iranian forces
are below 2 divisions in Khorasan, then deploy 3 MRDs in the
area, otherwise deploy 2 MRDs.

Time Calculation:
If the deployment of Red forces in the Transcaucasus is com-
pleted, wait 2 days and send messages to NATO and Blue de-
scribing Red's actions as scheduled military maneuvers.

Once all the slots for an action are filled, the ACL sends the action
to the Force Agent for simulation. The Force Agent returns the ex-
pected outcomes and the changed situation estimate to the Red world 41
model. Red updates its model and moves look-ahead time forward to
the next action. -The Red Agent assumes Blue to be risk-averse and following a de-

fensive script using conventional weapons. Red checks the conditions
for actions within this Blue script. The Red mobilization and deploy-
ment at D - 28 matches the conditions associated with a set of Blue
actions. Red's model of Blue initiates the actions, mobilizing and do-
ploying its forces at D - 28 and sending messages to a host of other - '
countries (Spi. France, Portugal, Egypt, etc.) requesting basing
privileges. Te responses to these maages will determine the

Spromp~utness and e toBlue opposition to Red.
Prom D - 27 to D - 14, Blue and Red continue their deployments

and mnd additional meps to each other and to their allies. The
cd "messages an sent to Senaro which in turn generates messages and
.. takes actionw in respom to the prc*t situation. Scenario sends the

V,.
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messages to Blue and Red and sends the actions to Force Operations.
No branch points or continuation tests are found before D - 14.

At D - 14 (or before, if enough countries send early responses to
the basing requests), Blue will choose among three branches: (1) mini-
mum response, (2) phased mobilization and deployment of the RDF
(rapid deployment force), and (3) immediate and strong RDF deploy-
ment. The first branch would be chosen if all Blue allies refuse basing
or do not answer the message, The second branch would be chosen if
some countries-such as Spain, Portugal, and Egypt--grant basing
privileges or if Red progress has been slowed. The third branch is
chosen if all countries give basing permission, allowing a prompt Rap-
id Deployment Force (RDF) response. For this example, let us assume
that Blue chooses the phased mobilization option.

At D - 13 the move returns to Red. Red now has several branch
choices. The Red first choice is a rapid invasion, usable only if Blue
does not receive basing rights in time and does not quickly deploy the
RDF. The Red second choice is a three-phase deliberate commitment
of forces, beginning with a rapid advance in Northern Iran with
subsequent consolidation over that area, and a final series of attacks
along the Zagros. This option is used if Red expects Blue opposition to
be moderate, and it has a flexible timetable of 30 to 60 days for con-
trol. The final Red option is a slower timetable version of the second
branch, used if a strong anti-Red coalition exists. A continuation con-" . .i ~ ~dition is aiso present at D - 13: .i

If there is a NATO commitment to the conflict, terminate the

B script and give control back to the NCL (presumably the
NCL will revert to the fall-back D script).

Assuming Blue has chosen its second branch option and intelligence
does not indicate a NATO commitment, the Red second branch option
is favored. Both Red and Blue have several specified actions from D -
13 to D - 1, including Red halting some of the Red mobilization as a
false signal to Blue and Blue deploying in the Persian Gulf and Egypt.
Again, all of these actions are refined by filling in slots. After simula-° "' ~~tion by the Force progfram, Red enters the proeted outcomes into its

world model.
" 'By D - 1, many specific Red objectives and situational conditions

must be met. Blue deployments must be limited in scope, Red forces
must be in position, and intelligence should indicate no escalation or
NATO involvement. This appears to be a good point for evaluation.
I aere has been an exchange of actions, there are many time-tagged T
goals (and situational conditions) to test, and previous choices may be 4o " • " alter d. Tn o test to be i ade include the following:.

I '?



* * - (67

SThere is no Blue deployment in Iran by D I1.
* Iran is in military and political turmoil at D - 1.
* There is no NATO mobilization.
0 Blue and allies have fewer than six brigades and five tactical

- fighter wings in SWAsia at D - 1.
0 Red Forces are in position in the Transcaucasus and Turke-

stan area by D -3.

If any of these conditions or goals are not met, a table look-up spe-
*cific to the script is used to determine which action to modify. The

t~able entries are of the L -lowing type:

If less than x Red MRDs are in position in the Transcaucasus,
* modify the mobilize-and-deploy action at D - 30.

The mobilize-and-deploy action might have back-up slots of mobiliz-
ing sooner (at D - 32) and of mobilizing a larger force. The SWAsiar
command tries each of these in turn, and reinitiates the process of
look-ahead and action selection at that point. If the ACL exhausts all
of the backup actions in this way and still does not satisfy the essen-
tial goals, it alerts the NCL. The NCL attempts a different resource
allocation and if this fails reverts to the A script, as it is tagged as the
first alternative. 4

The move analysis ends at this point because sufficient evidence is .-*1I Ipresent to support or deny the Red script choice and specify the initial
set of Red actions. No further look-ahead is necessary. If !he full set of
objectives is met, the B script is chosen for invocation. If some objec-

* -. tives are unsatisfied and other scripts have not yet been investigated[
(such as the A script), that script is examined next. Once the NCL
chooses a script for invocation, it requests the Systems Monitor to
advance the simulation clock and perform the series of Red action
choices up to the Blue move. Following the Blue move, Red performs
its entire analysis again, unless Blue makes the precise move Red
predicted and the expected outcome occurs. ,

+ 4. .. . .
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