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e \} This contiact has three primary designated ressarch areas: packet radio
N systems, resource sharing.and allocation, and distributed processing and
D cantrol.

. This report cmuins/—th}abctracts of the publicationg which mamarize
_' }—ul— ressarch results in these areas reporting period, “fol-
b lowed by the main body of the report which is devoted to a treatment of
oY single- and wulti-hop packet radio systems. In particul the main
£ body consists of -tAe Ph.D. dissertation by Hideaki Takagi, "Analysis °5-?

Throughput and Delay for Simle-uﬂlﬁlti-aqradatnadiomks.

" canducted under the supervision of Pratgmt Laonard Kieinrock _(Princi~
e pal Investigaior for this research) . -The work presents a new approach
o to evaluating the performance of mulfi-hop packet radlo networks,
PR namely, a study of the times between successful tranamissions. Also
o studied is the behavior of packets in a multi~hop system vhen a fized
i‘ trarmmission radius is specified and this radius is then optimized for
" throughput. A Markov chain model is also introduced and solved numeri-
o cally to evaluates transmission and flow contral strategies in these sys-
B tems. In this work we construct models and methodologies to analyze the
L thr and delay for a given network by exploring its underlying
5 C processes. We utudy the packet interdeparture times for -
' singl systems in ALCHA and nonpersistent CSMA.
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Defense Advanced Research Projects Agency
Semi-Annual Technical Report

March 31, 1983

INTRODUCTION

This Semi-Annual Technical Report covers research carried out by the Advanced Teleprocess-
ing Systems Group at UCLA undsr DARPA Contract [Ho. MDA 903-82-C-0064 covering the period
from Octobar 1, 1982 through March 31, 1983. Under this contract we have three designated tasks as
follows:

TASK i. PACKET RADIO SYSTEMS

The extension of our analytic and desig:: techniques to modern muiti-hop packet radio
networks will be studied. The applications and extensions include access methods,
large network control and management, queueing network models, approximation
methods, capture phenomena, conflict-free algorithms, reliability. routing procedures,
topological studies, TDMA in a muiti-hop environment, and muitiplexing methods.

5 . TASK II. RESOURCE SHARING AND ALLOCATION

Extended concepts of ‘‘power’” in networks will be studied. The extensions include
more comnlex topologies and configurations, extended queueing disciplines, general
distributions, other definitions of power, effects of varying the traffic matrix, fairness.
The problems of ‘acz= scale internetting with respect to resource allocation and sharing
will also be studied further.

TASK III. DISTRIBUTED PROCESSING AND CONTROL

Overall principles of distributed processing and distributed control will be studied. The
issues of sequencing in data base updates, distributed control, and distributed process-
ing (involving the caiculation of concurrency of processing) are *he subjects of concern
here.

A major contribution of our research during this reporting period is contained in Reference 4
listed below, namely, ‘‘Analysis of Throughput and Le.av for Single- and Muiti-Hop Packet Radio Net-
works,”” by Hideaki Takagi. This dissertation was supervised by Professor Leonard Kleinrock (Principal
L.ivestigator for this research). It introduces a new technique for evaluating the throughput for single-
hop systems, namely, it evaluates the time between successful transmission times and in so doing we

. are able to find not only the mean throughout but the higher momenrts of the time between successful
v departures. The first two moinents of the interdeparture distribution are then used to determine the
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coefficients needed in a diffusion model which approximates the joint queue length behavior for termi- -
nals in such a single-hop environment. This technique is then used to evaluate the performance of
various ALOHA and various CSMA (Carrier Sense Multiple Access) systems, including also hidden
terminal cases. These diffusion approximation results are shown to be in good agreement with the
simulation results. Furthermore, fixcd transmission radius systems are studied in an attempt to find the
optimal radius to be used in maximizing the expected progress that a packet makes in the way toward
its destination. This system is evaluated fer a variety of access protocols. Lastly, an exact Markov
chain model is formulated and solved numerically which examines the effect of transinission and flow
control strategies, as well as finite buffer strategies in & miulti-hop environment. The entire dissertation
is reproduced as the main body of this report. The following list of research publications summarizes
the results of this semi-annuai period and the abstract of each paper is given along with the reference
itself.

3 R T ICPI N P M

RESEARCH PUBLICATIONS

1. Belghith, A., *Distributed Routing Scheme in Stationless Muiti-hop Packet Radio Networks _J
‘Miobility Handling’.”” Master’s Thesis, Computer Science Department, University of Cali- q
fornia, Los Angeles, December 1982, also published as a Packet Radio Temporary Note,

#313R.

A mcbile stationless muliti-hop packet radio network consists of a set of mobile
and geographically distributed nodes (e.g., computers, terminals, etc., equipped
with radio units), called packet radio units (PRUs), which communicate using a
shared broadcast radio channe!l without a central station control. In this thesis,
we present distributed routing schemes for mobility handling and real-time deta
traffic transport.

N AR
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In chapter one, we discuss two main issues. First, we provide a validation of
the use of tiered-ring architecture foi stationless muiti-hop packet radio net-
works. Second, we study a scheme for handling packet radio units mobility by
the use of links traversal approach when a PRU is no longer in possession of an 5
outgoing link to communicate with the rest of the network. 4

traffic. We first discuss the issue of real-time data transport, then we overview .
a trar. rort sche ne called “‘the duct routing scheme’, and provide a detailed > 4
comments and critiques of it. Finally, we present a new distributed and highly .
dynamic scheme called ‘‘Tiered Based Dynamic Scheme: TBDS" for the tran-
sport of real-time data traffic in highly mobile stationless multi-hop packet radio
networks.

)
W
E In the second <hapter, we discuss and study the transport of real-time data
N
'
'
LY
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Throughout the thesis we give examples and discuss in some details the routing
specifications of some existing packet radio networks, in particular the PRNET
of the Defense Advanced Research Projects Agency (DARPA) and the
Advanced Mobile Phone Service (AMPS) of Bell Laboratories.
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2. Naylor, W. E. and L. Kleinrock, *‘Stream Communication in Packet-Switched Networks,”’
IEEE Transactions on Communications, December 1982, pp. 2527-2534.

In this paper we consider the problem of sending a stream of data (speech, for
example) through a packet-switched network which introduces variable source-
to-destination delays for different packets of the stream. I[dcally, this delay
difference should be smcothed so as to preserve the continuity of the stream.
We investigate an adaptive destination buffering scheme which may be used to

. achieve the smocthing of the cutput stream. The scheme uses delay informa-
tion, measured for previous streams, in order to compute destination buffering
information. Specifically, of the last m packet delays, one discards the largest k&
and then the range of this partial sample is used for the destination wait time D.
We obtain a rule of thumb for choosing m and k, and demonstrate its applica-
bility on some empirical delay distributions from ARPANET measurements. It
is, in general, necessary to deal with discontinuities which occur even after
smoothing. To this end, we consider two possible playback schemes: method £
(time expanded in order to preserve information) and method / (late dats
ignored in order to preservz timing). The two methods are at opposite ends of
a continuum of possible playback schemes. We study the implication of
methods £ and / on the choice of smoothing parameters and establish a founda-
tion for evaluating all schemes in this continuum.
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3. Belghith, A., A Distiibuted Routing Scheme in Statiorless Muiti-hop Packet Radio Net-
works ‘Mobility Handling’,”” ACM SIGCOMM ‘83 Proceedings. March 9, 1983, Austin,
Texas.

A mobile stationless multi-hop packet radio network consists of a set of mobile
and geographically distributed nodes (e.g., computers, terminals, etc., equipped
with radio units), called packet radio units (PRUs), which communicate using a
shared broadcast radio channel without a central station control. In this paper
we consider the routing in highly mobile stationiess muliti-hop packet radio net-
works. We provide a validation of the use of the tier-ring architecture, and we
preseat a scheme for handling mobile packet radio units in stationless environ-
ment by the use of a link-traversal approach when a node (packet radio unit) is
no longer in possession of an outgoing link to communicate with the rest of the R
network. “

4. Takagi, H., ‘‘Analysis of Throughput and Delay for Single- and Multi-Hop Packet Radio
Networks,”” Ph.D. Dissertation, Computer Science Department, University of California,
Los Angeles, March 1980, Report No. CSD-830523.
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. Abstract :

3

A packet radio network is a packet-switching, computer-communication network for ;

geographically distributed fixed and mobile users over a radio channel. When the final destina- o

} tions of packets are generally beyond a transmission radius, they are relayed by users in a :
;1 store-and-forward fashion (multi-hop case): otherwise, we have a single-hop system. We focus i

on the performance evaluation for random channei-access protocols such as ALOHA and
carrier-sense multiple-access (CSMA).

U N

d

Two fundamental performance measures of concern in a packet radio newwork are the
maxitnum-achievable throughput and the averags packet delay given the throughput require-
] ment. We construct models and methodologies to analyze the throughput and delay for a given
nztwork by exploring its underlying stochastic processes. In cases where exact analysis fails, we
provide approximate solutions backed up with simulations of the exact models.

Specifically, we study for single-hop systems the packet interdeparture times (i.e., the
intervals between two successive successful transmissions) in ALOHA and nonpersistent
. CSMA (including the hidden-terminal environment). The reciprocal of the mean interdepar-
ture time is ihe channel throughput traditionally studied. The first two moments of the distri-
bution for the interdeparture time are used to determine the coefficients in the diffusion process
approximation to the joint queue length distribution for buffered users. The proposed average
packet delay formuias (for statistically identizal users) based on the diffusion approximation are
shown to be in good agreement with simulation results. For persistent CSMA protocols, we
analyze the throughput only. Our results for single-hop systems are readily applicable to local-
area computer networks.

Tt H -

For multi-hop systems, we evaluate the expected progress of packets towards their final
destinations when a finite transmission radius is given. We find the optimal cadius to maximize
the expected progress under a variety of conditions. Also, for a store-and-forward network of
slotted ALOHA users, an exact Markov chain model is formulated and solved numerically to
examine the effects of some transmission and flow-control strategies and mulitiple buffers.
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Definition Referenced
chapter(s)

Number of packet arrivals at user / during [0,7]. 5

Propagation delay (also slot size in sictted CSMA). 2-6

Duration of the channel busy (transmission) period. 2

Duration of the jth sub(busy)period in B. 2

Mean duration of the busy period initiated by n packets. 2

Mean backlog of packets summed over the interval between 5

two successive Markov epochs in the analysis of slotted CSMA.

Collision detection parameter. 2,35

Width of a vacant strip in an otherwise randomly distributed 6

population of terminals.

Busy tone multiple access.

Collision detection.

Code division multiple access.

Carrier sense multiple access.

Coefficient of variation for the packet interdeparture time. 3-§

C? = VarlX1/ X2.

Coefficient of variation for the packet interdeparture time from 3-5

user i. C= Var[X,1/X2

Coefficiert of variation for the packet interarrival time at user /. §

Covariance for the random variables /' and g.

Delay capture parameter. The time needed to capture a leading 2-4

packet.

= C;? for identical users. 5

= C2, for identical users. 5

Mean packet delay. D = Q/S. 5,7

Number of packet departures from user i during [0,7]. 3.5

Mean packet delay for path k. 7

Upper bound on D based on the heavy-traffic assumption. 5

A tighter upper bound on D. 5

Proposed mean delay approximation for user /. 5

Probability of an idle slot. Generally, £ = [T ¥, (1—p). For 3.4

identical users, £ = (1—-p)¥,
Expected value of the random variable f.
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f

Expected value of the random variable f conditioned on the
event 4.

Behavior of user i; ie, &=k (7#0) if user / transmits a 7
packet of path k, and e; =0 if he does not transmit.

LT L o

Behavior of system. e = (e,,,,,&y). 7
Frequency modulation.

Dusation of the (nth) unsuccessful transmission period. 34
Laplace transform of pdf for F. k]

Duration of the (nth) interval between two succussive 3.4
transmission start times such that it is sliorter than 1 +a.

Rate of starting tr ~smission by breaking the channel idle 2.5
period. For identical users: G = gM (pure ALOHA), G = pM
(slotted ALOHA), G = gM/a (unslotted CSMA), G = pM/a
(slotted CSMA).

z-transform of the joint queue length distribution, where z =
[ 21,23, 2N ]

Rate of starting transmission by each of identical users in a
unslotted system.

Rate of starting transmission by user i in a unslotted system.
Reduced rate (duvz to carrier-sensing) of of starting transmis-
sion by user /.

Set of user indices who can hear transmission by user / and
vice versa (including /).

= HW) -}

Persistence parameter in persistent CSMA. 0< A <1 (slot-
ted); C < h (unslotted).

= | if users / and j can hear each other, = 0 otherwise.
Duration of the (nth) channel idle period.

Laplace transform of pdf for /.

Mean duration of the idle (non-transmitting) state at user /.
Number of sub(busy)periods in a busy period B.

Number of transmission periods until success.

z-transform of the distribution for K.

Number of transmissions (excluding the initial one) involved in
an unsuccessful transmission period.

Mean length of the interval between two successive Markov
epochs in the analysis of sloited CSMA.

Number of users.

Number of hearable users in symmetric hidden-user
configurations.

Column vector of the stationary infinitesimal means.

Most forward within N (routing).

Most forward within R (routing).
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Mean number of terminals within a circle of radius R.
N = AnR2

Probability that no users are transmitting at an arbitrary time.
Probability density function.

Probability of transmission ir: a slot by each of identical users.
Probability of transmission in a slot by user /.

Reduced rate (due to carrier-sensing) of starting transmission
in a slot by user /.

Probability that a user holding a packet of path k transmits it in
a slot.

Probability of k arrivals in a sub(busy)period initiated by n
packets.

Probability of the event 4.

Probability of the event 4 conditioned on the event B.

Packet radio unit.

Number of packets in system.

Number of packets buffered in user i in stationary state.
Number of packets buffered in user / at time 1.

Mumber of backlogged packets on path k.

Probability that a successful transmission is achieved by user /.
For identical users, ¢; = 1/M.

Radius of packet transmission.

Duration of the transmission delay in B\,

Duration of the transmission delay in a sub(busy)period ini-
tiated by n packets.

Radio-on packet.

System throughput. Generally, S =Y M, S, For identical
users § = sM.

Throughput for user i. S, = g;S.

Throughput for path k.

= §, for idintical users.

Laplace transform variable.

State of user i, i.e., s;=k (#0) if user / has a packet of path
k, and s; =0 if his buffer is empty.

State of system. 8 = (5,,52,",5x)

Duration of a successful transmission period.

Laplace transiorm of pdf for T.

Duration of the transmission time in B¢/,

Time. The unit of time is the transmission time of a constant-
length packet.

Time spent for successful transmission(s) in a busy period B.
In a slotted system, it is identica! to U below.

Time spent for a successful transmission in B!/,
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A

Expected number of successful transmissions in the busy period
initiated by n packets.

- VY = ll[/(l ‘E) Note that Y- 2,‘_‘1 Ul and
U=(U0-E)TMU.

Probability of starting a successful transmission in a slotted sys-
tem. Geaerally, U=Y Mu. For identical users,
U = pM(1 - p) M-,

Probability of starting a successful transmission by user ; in a
slotted system. w; = p; [T X, (j=p (1-2)).

Variance of the random variable f.

Probability that user /i initiates a transmission period.

Packet interdeparture time.

Laplace transforn of pdf for X.

Packet interdeparture time for user /.

Transmission start time of the last overlapping packet.
Transmission start time of the last overlapping packet in an
unsuccessful transmission period initiated by user /.
Transmission stait time of the first overlapping packei.
Transmission start time of the first overlapping packet in an
unsuccessful transmission period initiated by user J.
Transmission start time of the last overlapping packet in a
sub(busy) period initiated by n packets.

Expected progress of a packet.

Zero-and-pole approximation for throughput-delay curves.
z-transform varigble.

FM captnre parameter.

Dimensionless gap intensity. 8 = Ab2

Probability that a traasmission period is successfui.
y=Y M vy, =U/(1-E).

Probability that a transmission period initiated by user i is suc-
cessful.

Probab’lity of a successful transmission in a sub(busy)period
initiated by .. pack.ts.

Probability that an arbi‘rary interval between two successive
transmission start timcs is no snorter than the packet tiansmis-
siun time 1 +a.

Kronecker's delta. 8, =1, and 8;; =0 for / = j.

Arca Jensity for the planar distribution of terminals.

= ), for identical users.

Mean parket #r:ival rate at user /.

Probability that a thinking terminal for path & generates a
packet in a slot.

Pi blsystem state =s].
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o =(o, Matrix of the stationary infinitesimal covariances. 5 -

T Number of slots included in the transmission time of a packet 4-6 :

(ia slotted CSMA). 7 =[(1-5)/(b+a)] in Section 5.2.2. Else- .

where, 7 = 1/a. .

f = E[f), expected value of the random variable f. Y

i X -] x 5 ) ,;f
1 G, Derivative of G(a) with respect to z,. 5 %
|4, Number of elements in the set 4. 4 4,

id Ceiling of x. 5 -j

det(A) Determinant of the matrix 4. 5 ':
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CHAPTER |
Introduction

This introductory chapter first delineates the background technology for the subject of
this dissertation. Then we summarize our contribuiion. This is followed by a brief survey of
other reloted work. Throughout the chapter, key words are italicized.

1.1 Overview of the Packet Radio Technology

1.1.1 Evolution of Packet Radio Networks

Recently we have been witnessing exciting progress in packet radio technology as it
applies to the fields of digital radio and computer communication networks. The packet radio
network provides a capability for geographically distributed fixed and mobile digital equipment
10 reliably communicate with each other.

A typical packet radio network contains three primary functional elements: terminals,
stations and repeaters. We call them packer radio units (PRUs) collectively. All of these are
assumed to share a comnton radio frequency (RF) bandwidth for communication. The users
access the network via werminals which support devices for a human interface, unattended sen-
sors and instruments, or host computers. Some terminals act as gateways to other networks.
The srations have the responsibility for overall management of the network including initializa-
tion, routing, traffic control and accounting functions. Depending on the terrain, repeaters may
be used for extending the geographic range of the network to provide connectivity for terminals
not in line-of-sight of others. In such a case, packets are transported through repeaters in a
store-and-forward fashion, and so the network is called mulri-hop. If a single receiver (e.g., a
central station) is in the transmissio:u range of all users, we have a single-hop system.

Thus the multi-hop packet radio technology may be thought of as a union of the two
technical developments in the early 1970's: packet-switching store-and-forward wire-based net-
works (originated in the ARPANET by the Department of Defense [Klei76]) and packet-
broadcasting single-hop radio-based systems (pioneered by the ALOHA project at the University
of Hawaii [Abra73al). Packet swirching, as opposed to message or circuit switching, was
designed to provide efficient network communications for bursty traffic, and to facilitate
resource sharing. In Figure 1.1, we itemize some functional characteristics and performance
modeling methodologies for the two networking technologies. Some terminology in this figure
is explained in the next section.
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1.1.2 System Functional Characteristics

Here we describe the key components and operations in single- and multi-hop packet
radio networks. It is the purpose of this section to demonstrate important system aspects from
the viewpoint of their effect on network performance. The discussion aims at providing prelim-
inary knowledge for reading the following chapters in this dissertation.

Channel Access Protocols

A basic characteristic of a radio channel is its broadcast nature. Coupled with the
multiple-access aspect (i.e., two or more users may attempt to use the channel at the same
time), this represents a major cause of throughput degradation; namely, transmissions from
different PRUs may interfere (collide) with cne another. If all PRUs ere centrally cortrolled or
in line-of-sight of ali others, there are a number of protocols for channel access that can handle
the conflict resolution more or less efficiently (to name a few, TDMA (time-division multiple-
access), FDMA (frequency-division multiple-access) and polling). However, in a general
multi-hop environment, such cooperation of PRUs is not simple because a transmitter may not
be able to exchange information directly with other potential transmitters which have a com-
mon intended receiver. (See [Toba80c] for a detailed classification of protocols.)

Protocols which are prone to collision are called random-access or contention-type. They
are relatively simple and insensitive to topological changes in the PRU configuration at the
expense of low maximum-achievable throughput and instabiiity when uncontrolled. 4ALOHA
and carrier-sense multiple-access (CSMA) fall in this category. (ALOHA permits a user to
transmit any time he desires. CSMA tries to avoid collisions by listening to the carrier due to
other users’ transmission before transmitting, and inhibiting transmission if the channel is
sensed busy [Toba80cl.) Note in multi-hop systems that even CSMA with the assumptions of
zero signal propagation delay and zero carrier detection time is subject to collisions due to the
conterition between mutually hidden PRUs. (PRUs i and / are said to be mutually hidden when
i and j cannot hear the transmission from each other. The conflict due to hidden PRUs is
called the hidden-terminal problem after [Toba74,Toba75].)

Collision-free protocols in muiti-hop environment are aiso conceivable. An obvious (but
very inefficient for bursty traffic) way is to pre-assign distinct channels to each PRU pair. Vari-
ous procedures to minimize the number of channels by means of duplicate assignment (for
non-interfering pairs) form the optimization theory for frequency assignment problems [Hale80].
A collision-free scheme with a single channel may be realized by giving full transmission rights
only to a set of non-interfering PRU pairs and varying such sets in a cyclic or random fashion.
This is called spatial TDMA in [Neis82]). (The aforementioned frequency assignment problems
may then be called spatial FDMA.) By the same token, we may think of spatial CDMA (code-
division multiple-access) which, by use of pseudo-noise (PN), frequency-hopping (FH), or
hybrid (PN/FH) spread spectrum modulation, assigns different PN chip patterns or different FH
hopping patterns to interfering PRU pairs [Kahn78]. (The same patterns can be used for non-

-----------

N SN SASIAIIAIEN

,.
an’at

.
.
.
L]
%
.
s‘]
)
.



- - . P TP S S T S R B
J . e e e B SR S e L I R L L R

interfering PRU pairs.) Here the assumption of zero propagation and detection times is neces-
sary for perfect collision-freedom. Dynamic collision-free schemes utilizing busy tone (in a
separate channel) emanating from PRUs which hear channel activity are proposed in
[Toba74,Toba75] (where the term BTMA (busy-tone multiple-access) was introduced) and in .

[Sidi81). Here again, the assumption of zero propagation and detection times is necessary for
complete collision-freedom.

Capture
el Capture is the ability of a receiver to successfully receive a packet even though part or
iJ_ all of the packet arrives at the receiver overlapped in time by other packets, This capability
E:'{ greatly enhances muitiple access efficiency. The basic mechanism of capture is the ability of ihe
b receiver to synchronize with and lock on to one packet and subsequently reject other overlap-
ﬁ ping packets as noise. We consider two *ypes of capture.

When frequency modulation (FM) is employed, we may have the FM capture effect
[Abra77]. That is, a receiver correctly receives a packet from a transmitter located at a distance
é r from the receiver, if none of the other PRUs within a radius ar of the receiver transmit

simultaneously (1 € «a). The case a=1 is called perfect capture, whereas the case a— oo
corresponds to no capture.

Networks which use spread spectrum modulation may ~xhibit a delay capture

phenomenon [Davi80]. If the modu.ation pattern does not repeat within a packet duration, )
! then two packets which use the same pattern would be strongly correlated over «. .h data bit if
< they arrived at a receiver simultaneously, but would be pseudo-orthogonal if they arrived with a
',:3 certain time offset. This property allows the first arriving packet at an idle receiver to be cap-
.L:-’e tured and successfully received while the later packets are rejected as noise. Perfect capture
'.7-‘ occurs when the first packet is always captured even i’ another packet arrives with a vanishingly

small delay. In reaiity, this cannot be achieved because of a vulnerable period at the beginning
cf the reception and the interference rejection margin such that the received signal st ength of
rejecied packets may exceed that of the captured packet.

LT

Acknowledgment Schemes

P

<>

14

In order to delete a copy of a packet from a transmitter’s buffer, it must be sure that
the packet has been successfully received at the intended receiver. Explicit or implicit ack-
! nowledgments are used to notify transinitters of such information. Explicit acknowledgments
from receivers are noi necessary in satellite packet switching where each transmitter can listen
to its own transmission from a satellite transponder after a long (about a quarter second)

4% x.'_':.r:_A

round-trip propagation delay (qutomatic acknowledgmen). Howevar, in the terrestrial multi-hop

M packet radio networks of our concern, there are no such transponders. (Even if there were,

:j transmitters could not hear the reflection because too short a nropagation delay causes overlap-

i" ping of the transmitted and reflected packets.) A
.
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In a store-and-forward operation of a multi-hop packet radio network, two types of ack- .

nowledgments are considered. In one case, a positive acknowledgment is returned by the receiver by

. either as a stand-alone packet or as piggybacked on some other packet. A separate channel may _.,

be used for acknowledgment traffic. In the other case where CDMA is not used, the relaying i

of a packet by omnidirectional broadcasting from the receiver can serve as an implicit ack- ;

" nowledgment to the previous transmitter. This is called echo acknowledgment. In both cases, .:

each packet is acknowledged one by one. If an acknowledgment is not received before a :;

: timeout occurs, the packet is retransmitted. Thus, these acknowledgment schemes correspond 55
to the stop-and-wait data link control in wire-based networks. Grouped-acknowledgment

) schernes such as go-back-n will be inefficient in the ground radio environment where transmis- ¥

;’ sions are very likely to be erroneous due to collisions. r

: :

“

Network Initialization M

Consider a collection of geographically-distributed PRUs, each of which is powered on
and capable of communicating packets to some subset of PRUs within its transmission range.
To enable point-to-point packet transportation, each PRU must be identified by its relative loca-
tion and be given routing information (e.g., the connectivity and quality of each link). The
process of assigning such information (with /abels) to PRUs is referred to as network initializa-
E tion. Network initialization must be performed whenever the network resumes its operation

from cold, or the network topology changes for various reasons (mobility of PRUs, decrease in
. transmission power, variation in received signal strength, etc.). Thue, the initialization slgo-
rithm and its efficiency are particularly significant in dynamic network operation.

hra® 2 T AV B T

There are several ways for network initialization. One way implemented in PRNET
[Kahn78] is that each PRU periodically broadcasts a radio-on packet (ROP) announcing its
existence and containing its identification and status. A subset of PRUs within the transmission
range will hear this ROP and note the event in their tables along with the measured strength of
the received signal. The quality of a radio link may be determined if each ROP contains the
number of packets that the PRU has received from every other PRU it can hear. Upon receipt
of such an ROP, a PRU can determine its connectivity and the percentage of packets success-
fully communicated on each link.

il sl .di.

Some Markov chain models for initialization of a single-hop network have been pro-
posed and analyzed in [Mino79b,Mino79¢].
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Routing

e

Ronting algorithms for multi-hop packet radio networks may be ciassified in two
categories; kroadcast and point-to-point [(Kahn?8]. In broadcast routing, packets are transmitted
without specifying the receiver address. Here, every repeater keeps a list of unigue packet

2
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identifiers (UPIs) ror previously broadcast packets in a certain period. If a repeater receives a B
. broadcast packet whose UPI is already on iis list, it will discard the packet. Otherwise, it will -}
B
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accept the packet if correct, retransmit it and update the UPI list. Thus, copies of each packet
radiate away from the source as in a wave-front type propagation. Broedcasting is not a particu-
lariy efficient mode for two-party communication, but it is a very robust way to distribute pack-
ets to al! parts of the network.

In point-to-point routing, a packet originating at one PRU proceeds through a series of .
one or more repeaters until it reaches its final destination. The point-to-point route may be
determined by a station which knows the correct connectivity of the whole network, or, in case
there is no such a station, it may be discovered by the source PRU itself through broadcasting a
route-finding packet. We have three modes of point-to-point routing; they are stationless,
single-station and multiple-station operations.

In stationless operation, after a number of broadcast copies of the route-finding packet
(through various paths with their delays recorded) have arrived at the final destination PRU, it
will select the route with minimum delay. A route-setup packet is sent by the destination PRU
which traverses the selected route in the reverse direction back to the source PRU while updat-
ing the routing tables at intermediate repeaters.

In a single-station network, hierarchical routing is proposed in [Gitm76]. In hierarchical
routing, during network initialization, routing information called a /abel is assigned to every
repeater by the station. The set of labels forms a hierarchical tree structure of repeaters rooted
at the station. By use of these hierarchical labels, all traffic between any two repeaters is routed
via the station. In another single-station routing, such as implemented in PRNET [West80],
the station only provides labels for repeaters, and the repcater-to-repeater traffic does not go
through the station, rathzr taking the shortest path between the two repeaters.

In a muitiple-station nietwork [Kahn78,Peri80], some repeaters may be assigned labels by
several stations during initialization. Two stations which have labeled a common repeater are
called neighbors. The route selection process takes place as foliows. A PRU which generates
packets for a destination outside the control of its local station sends a route-request packet to
the station. The station then sends a copy of this packet, adding station ID and a list of
traversed repeaters, to each neighboring station via some common repeater. When the packet
is received by the neighboring station, it checks to see if the specified destination PRU is under

‘ its control. If not, it again relays the route-request packet in the same fashion. In this way,

one or more route-request packets will eventually arrive at a station which has labeled the final

destination PRU. The destination station then passes a complete list of repeaters to the desti-
nation PRU which initiates the route setup procedure.

Delay

w The time that a packet in transit sojourns (i.e., occupies a position in a store-and-
forward buffer) begins at the instant of its successful reception and ends when its transmission )
is acknowledged (either explicitly or via echo acknowledgment). This forwarding delay

comprises the following times each associated with different actions which may occur .
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overlapped in time and an indefinite number of times: (i) the time to return an acknowledg- <
ment to the upstream PRU, (ii) the time to process the packet header for routing, (iii) queue- e
ing time, (iv) the packet transmission time and the time required for its propagation, (v) the i
randomized initial and retransmission delays, and (vi) the time to wait for and process an ack- e
nowledgment from the downstream PRU. =
':q

Picking an example from PRNET (sece Section 1.1.3), we have packets with length ‘1

2,000 bits transmitted on a 400 Kbps channel over a line-of-sight distance of 32 miles (50 km). -_3
L |

Then the packet transmission time is 5 msec., waile the propagation delay is 0.17 msec. In IPR

"CAP6 (a protocol used for PRNET; see Section 1.1.3) [Jubi8l], the random retrsnsmission
delay is multiples of 640 usec., and the minimum header processing time is aj ‘imately 5 y
msec. The time until successful transmission (for ALOHA) or the time to wzit for the idle
channel (for CSMA) depends on the congestion around the PRU.

e
i3 B Iy
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The end-to-end delay of a packet is the time required for the packet to move from its
source PRU to its final destination PRU. The mean end-to-end delay over all packets is an
important performance measure of the network. By use of Little’s result [Litt61], this can be
given as the sum of the average queue lengths over all PRUs divided by the mean number of
delivered packets per unit time.

Flow Control

In [Geri80], four main functions of flow control in wire-based packet-switching net-
works are given: they are (i) prevention of throughput degradation and loss of efficiency due to
overhead, (ii) deadlock avoidance, (iii) fair allocation of resources among competing users, and
(iv) speed matching between the network and its attached users. When we consider flow con-
trol in the context of a packet radio neiwork, item (iv) may not be the case since each PRU’s
transmission/reception speed itself constitutes the network speed. Instead, the controi of chan-
nel statility inheren: in random access protocols must be taken into account. It is well known in
single-hop, infinite population systems that an improper packet retransmission strategy can
saturate the channel with continually retransmitted packets (the number of backlogged users
grows indefinitely). For a finite number of users, the queue length in the buifer becomes
infinite. A similar phenomenon can be expected in a multi-hop environment. Thus, scme
channel-stabilizing policy is needea.

In the study of a two-hop centralized natwork [Toba80al, it is the found the (optim-
ized) system is mostly channel bound as opposed to storage bound (in terms of PRU buffer capa-
city). This observation suggests that the utilization of each PRU’s buffer can be a good indica-
tor of congestion in the network. Thus, some local (i.e., exercised by sach PRU’s decision)
flow control strategy (at the network access level) based on the PRU buffer utilization appears
to be useful in muiti-hop networks. A qualitative discussion on symptoms of congestion is
given in [West79). ‘
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Mobile Operation

A mobile packet radio network is capabie of providing communications between mobile
terminals (autos, hand-held devices for infantry, eic.) via mobile repeaters on vans, ships or
airplanes to a (potentially mobile) computer center or monitoring station. Broadcast routing
may be used to communicate with high-speed users to bypass the need for control of rapidly
changing routes. A significant problem associated with the use of point-to-point routing in a
mobile network is that the radio link between a mobile terminal and the repeater currently ser-
vicing it can disappear and reappear according to their relative locations and the terrain. This
connectivity change will be announced via ROPs so that the station can keep track of mobile
urits. Thus arises a design question: what is the optimal rate of ROP ernission as a function of
topology and mobility characteristics? In order to approach this problem, one must first quan-
tify the notion of connectivity and then establish the procedure to compute it given the (deter-

min.stic or stochastic) motion of PRUs. Analysis of such connectivity is addressed in
[Mino78.Mino79a].

1.1.3 Some Existing Ground Radio Networks

Let us look at some practical ground radio networks developed in several places. Our
primary concern includes structure of the network, conflict resolution capability in channel
access protocol, handling of mobile environment, routing, etc. The contents of this section are
heavily quoted from referenced literature.

Advenced Mobile Phone Service (AMPS) [Ehrl79]

The service trial of AMPS, developed by Bell Laboratories, was conducted in the Chi-
cagu area covering approximately 2,100 square miles with about 2,000 subscribers from 1977.
AMPS is a cellular system controlied centrally by the Mobile Telephone Switching Office (MTSO)
which is connected with wire to land radio stations, called cellsites, located at the center or
corner of each hexagonal cell. Radio paths, employing frequency modulation (FM), are pro-
vided between a cellsite and radio-telephones (called mobiles) in the cell (thus, single-hop in
radio). Transmission from mobiles to the cellsite uses channel frequencies between 825 and
845 MHz; from celisites to the mobiles, frequencies between 870 and 890 MHz are used. By
taking advantage of the FM capture effect, the same frequencies can be allocated to several dis-
tant cells (spatial reuse of the radio spectrum).

Two types of radio channels are provided for each cell. The serup channel, common to
all mobiles in a cell, is used for initiating or setting up phone calls. The voice channel, provid-
ing the talking path, is assigned to each call by MTSO from unused channels within the cell
(thus, circuit-switching and collision-free). At intervals, a mobile scans the setup channels to
determine whether its movement has made the setup channel of another cell more appropriate
for its use. When the mobile drives out of the coverage area of one cell, a hand-off procedure
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(returning to a new setup channel and reassignment of a new voice channel) takes place and
the telephone connection is rerouted through the cell it has just entered. These monitoring and
controlling signals via the setup channel are interleaved witk: conversation, but they are so brief
that most customers are unaware of their occurrence. The cellular structure is expandable in
coverage area by adding cells and is capable of handling high traffic densities by dividing the
cells.

Ptarmigan [Laws80)

Ptarmigan is a military communications system: designed to replace the Bruin network
currently in use by the British Forces assigned to NATO. The network components are fre-
quently moving, and therefore a major aspect of the system is techniques to achieve consistency
of service in the face of mobility.

The communrnication network of Ptarmigan consists of static and mobile subscribers and
switching nodes. Two types of switching nodes are distinguished: access nodes for interfacing the
subscribers, and trunk nodes inside the network. Both arz mobile.

The routing algorithm is distributed and adaptive. First, a called subscriber is located
by use of a flood search message. The path taken by the search message or its reply does not
necessarily become the route of the call. Each node maintains an updated record of network
connectivity from which it derives a Route Preference Table giving the preferred and alternative
exit links to every other node in the network. From this table and taking into account the
current traffic loading, the originating node selects a link to the next node on which to route
the call. The node receiving the call message recomputes the preferred link in the same way.

This procedure, called delegated routing, is followed by each node until the route is established .
between the originating and destination nodes. When the called subscriber is wanted again

within a reasonable period, the flood scarch will occur only if it has moved to a new node
(thus, mitigating the overhead due to flooding).

The radio access of mobile subscribers to the network is maintained by the
affiliation/re-affiliation procedure. In order to obtain access, a subscriber must be affiliated, that
is, identified and accepted by the system. Afterwards, he is given a continuous visual indication
that he is in proper contact. When contact is lost the subscriber initiates an automatic affiliation
search. To this end, the receiver tunes to the three stored frequencies, locking first for a
strong signal, then for a good signal, and finally for the complete frequency band. This re-
affiliation step completes whenever an appropriate signal is found.

Design considerations for another military network, the U.S. Army Battlefield Infor-
mation Distribution (BID) are given in [Nils§0].
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High Frequency Intra-Task Force (HF ITF) Network [Bake81]

The HF ITF network is intended to be a general purpose network providing extended
line-of-sight (50-1,000 km) communications for Naval task force units. The nodes in this net-
work will be linked via radio waves from the HF (2-30 MHz) band. In the referenced paper,
the architectural organization of mcbile nodes is shown, and a distributed algorithm, called the
linked cluster algorithm, that can establish (from any initial node configuration) and maintain
(for any node motion and/or failure pattsrns) the connectivity is proposed.

The HF ITF network is organized int» a set of node clusters, each node belonging to at
least one cluster. Every cluster has its own cluster head which acts as a station for the nodes in
that cluster. The cluster heads are linked via gateways (if needed) to provide paths for inter-
cluster communication and global network connectivity. (The cluster heads and gateways form
a backbone network.) Thus, a node becomes either an ordinary node, a cluster head, or a gate-
way at the completion of the linked cluster algorithm. A critical assumption of this algorithm,
which uses TDMA for transmission of cornitrol messages, is that each node must know the
number of nodes in the network.

Packet Radio Network (PRNET) [Kahn78,Quil79,Kunz81]

The development, implementation and operation of PRNET has been taking place
under the sponsorship of Defense Advanced Research Projects Agency since 1973. Experimen-
tal testbeds are in the San Francisco Bay Area and at Fort Bragg, North Carolina. Involved in
the working group are SRI, Rockwell International, and Bolt Beranek and Newman, Inc.
PRNET provides for geographically separated fixed and mobile digital terminals to reliably com-
municate with each cther.

Each user is connected into PRNET through a local packet radio. The initial radio
equipment was designaied the Experimental Packet Radio (EPR). It was upgraded to the
Improved Packet Radio (IFR) tor increased performance and enhanced electronic counter counter-
measure (ECCM). An EP consists of a radio unit which transmits and receives packets, and a
digital unit which controls the radio unit and provides packet header processing.

The EPR radio uni: operates with a fixed PN spread spectrum pattern which is identical
for each transmitted bit. 1hus, delay capture and CDMA are not available with EPR. (The
IPR radio unit uses a direc’ sequence PN spread spectrum waveform which changes from bit to
bit for antijamming and antispoofing purposes. The PN sequences with low cross-correlation
provide a capture mechanism and support CDMA.) Two transmission data rates are available,
100 Kbps and 400 Kbps, with corresponding PN spread spectrum patterns of 128 and 32 chips
per bit, respectively. The PN-modulated stream is tken applied to a minimum-shift keying
(MSK) modulator, and its output is up-converted to a selected 20 MHz portion of the 1,710-
1,850 MHz band, power amplified, and transmitted through an azimuthally omnidirectional
antenna. The EPR radio unit operates in a half duplex mode. When not transmitting, it
remains in receive mnde. With normal antenna height of 6 feet and line-of-sight condition,
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EPRs can communicate over the radio horizon of about 32 miles.

The EPR digital unit uses a National IMP-16 microprocessor with 4,096 16-bit words of
RAM and 1,024 words of PROM. (The IPR employs two TI-9900 CPUs.) Implemented proto-
cols are the channel access protocol (CAP) for inter-EPR traffic, the end-to-end station-to-PR |
protocol (SPP) for monitor and control packets, a statistics gathering feawure (CUMSTATS),
and a debugging package (X-RAY).

CAP is responsible for the primary function of transferring packets to and from the
adjacent EPRs on a route, monitoring the hop-by-hop echo acknowledgment, retransmission of
unacknowledged packets, alternate routing, and determining packet disposition. CAP imple-
ments pure ALOHA, CSMA, and a variant of pure ALOHA (called disciplined ALOHA) in
which random transmission is deferred until the end of an ongoing reception. The CAP 4 for a
single-station network was revised to CAP § in order to handle mobile environments more
efficiently. The centralized routing algorithm used by CAP 5.6 Labeler {West80] resident in the
station is a medified Floyd's algorithm for the shortest path wnth a two-level distance measure
(hop count and a multiplization of link qualities).

CAP 6 implementation for multiple-station routing has the following design objectives
[Peri80]). (i) It should accommodate a fairly mobile network of up to thousands of PRUs. —
The network is divided into subnets, each being under control of a station. (ii) Station failure
must not disrupt the network. — Many stations are provided so that each PRU should be in at
least two (on the average three) subnets at all times. (iii) Control traffic must be minimized.
— Within a subnet, the station controls routing centrally. (iv) Stations do not have the capabil-
ity to routinely forward traffic. — Their job is to receive routing information and hand out the
routes. (v) Connectivity is changing so quickly that the subnet membership is only stable on
the - Jer of time for a route setup procedure to work. Stationless routing is implemented in
Ci.c i. The IPR Level 6 Protocols are documented in [Jubi81].

An EPR packet consists of a 48-bit preamble followed by a maximum of 2,048 bits of
'er and fext, and a 32-bi¢ cvclic redundancy checksum. The preambile is used by the radio unit
or "= receiving EPR tu detec: the carrier energy, to set the automatic gain control (AGC) to
compensate for differing signmu strengths of arriving packets, and to acquire packet timing.
Correct reception of the packe: is totally dependent upon aqquisition of the preamble. If the
pream! . portions of two or more arriving packets overlap, the AGC and packet synchroniza-
tion are likely to fail. A variable-length header .(typically 96-144 bits) contains the traversed
hop nt, header length, packet length, source 1D, destination ID, packet sequence No., SPP"
transmit count, packet type, acknowledgment flag, and so on. The checksum is appended by
the transmitter and checked by the receiver. The IPR is provided with a firward error correction
mechanism which operates in combination with error detection and retransmission technigues.
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1.2 Outline of the Dissertation

1.2.1 Models, Measures and Methodologies

This dissertation is devoted to the theoretical performance evaluation for packet radio

networks. Throughout the dissertation, we assume that all the packets are of constant length,
and choose their transmission time as the unit of time. Acknowledgments (in response to
transmission) are always assumed to be given for free, correctly and immediately. We also
assume a noiseless channel so that the only reason for an unsuccessful transmission is the more

or fess simuitaneous (depending on the capture characteristics) arrivals of multiple packets at
the receiver.

We focus our study on random-access protocols such as ALOHA and CSMA in both
slotted (i.e., discrete-time) and unslotted (or pure) versions. We also consider some variations
including the effects of FM and delay capture and collision detection on the performance. In
CSMA, we usually take into account the signal propagation delay. Also in CSMA, we distin-
guish the protocol in which the packets that arrive to find the channel busy are buffered until
the next transmission chance (persistent CSMA) from the protocol in which they are discarded
(nonpersistent CSMA). Thus we can think of the combinations of all theses features in a
specific protocol (for example, unslotted persistent CSMA with collision detection). As for the
hearing topologies, we consider the fully-connected case and the hidden-user case in single-hop
systems, and the case of general multi-hop systems.

Our performance measurss are mainly the throughput (system-wide, per-user and per-
route) and the average dziay (one-hop and end-io-end). We are also interested in the higher
moments of the distribution of the packet interdeparture times (i.e., the intervals between two
successive successful transmissions). in the multi-hop environment, we are concerned with the

optimal transmission radius which maximizes the expected per-hop progress of nackets towards
their final destinations.

Our major tools to analyze the performance for the above-mentioned models are pri-
marily borrowed from the theory of probability and stochastic processes. In particular, we use
renewal and regenerative arguments, sums of independent random variables, superposition of
independent renewal processes, semi-Markov process, the diffusion process approximation. and
Markov chains. Simulations have been conducted to check the validity of our approximations.
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1.2.2 Summary of the Results

Channel Threughput for Single-Hop, Finite-Population Systems [Chapter 2]

. Most of past research for the throughput evaluation of single-hop systems has assumed
an infinite populatioz: of users. This assumption may be inappropriate in a multi-hop environ-
ment since each user has only a limited number of communicating neighbors due to the finite
transmission radius. We have studied the throughput for & finite population model, and
expressed the results as explicitly as possible. Channel access protocols we have considered
here include pure ALOHA, pure ALOHA with delay capture, slotted persistent CSMA, slotted
persistent CSMA with collision detection, unslotted persistent CSMA, and unslotted persistent
CSMA with collision detection. (These are the protocols for which the packet interdeparture
time is either difficult to find (pure ALOHA) or not independzsnt and identically distributed
(persistent CSMA) so that we could not treat them using the models in Chapter 3.)

3
o
4
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In our models, due to the assumption of exponentially or geometrically distributed idle
(i.e., non-transmitting) periods at each user, the intervals between two successive epochs at
which the system enters the idle period are shown to be independent and identically distributed.
Therefore, the system state can be modeled as a regenerative process. We have calculated the
expected number of successful transmissions in a regenerative cycle which is the channel
throughput.

2l BB o

Packet Output Processes for Single-Hop, Fully-Connected Systems [Chapter 3]

For ALOHA and nonpersisient CSMA (and their variations), we have analyzed the
) packet interdeparture time in a single-hop, fully-connected environment for both finite and
infinite-population models. (Taking the reciprocal of the mean interdeparture time, we get the
channel throughput.)

Through the analysis cf channel activity cycles alternating between idle and (success-
fully or unsuccessfully) transmitting states, we have exactly derived the distribution (in terms
of the pdf°s Laplace transform) for the packet interdeparture time X. Then we have calculated
the channel throughput (S=1/X) and the coefficient of variation of X ( C= Var(X)/X?)
1 explicitly. It has been shown that in efficient CSMA systems with collision detection or with
delay capture, C2=0 while S == 1. The cases where users have different transmission parame-
ter values have also been analyzed. Using X and C? together with the clementary renewal
theorem, we have obtained the asymptotic behavior of the number of successful transmissions
for individual users,

13
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Approximate Packet Output Processes for Single-Hop, Hidéen-User Systems [Chapter 4)
We have given an approximate anglysis for the packet departure processes in a hidden- , '

user environment of single-hop packet broadcasting systems. The channel access protocols con- -
sidered include pure ALOHA, and unslotted and slotted CSMA. The effect of (perfect) delay ht‘q
capture on unslotted CSMA has also been evaluated. . 'i
An exact stochastic anaiysis has been given for the duration of a channel idle period, a ;
successfui transmission period, and an unsuccessful transmission period consisting only of those =
packets from the users who can hear the initiating transmission. An approximate analysis has X

been developed for the duration of ar ansuccessful transmission period involving hidden users’
packets. Our approximation is based on the theory of superposition of independent renewal

processes, together with a proper reduction of transmission start rates to take care of carrier-
sense effects.

. .
’

L]
e i-s

3

The channel throughput and the coefficient of variation of the packet interdeparture
time calculated by use of our approximation have been compared with simulation results in
symmetric and wall configurations for a variety of degrees of hiddenness. The agreement
between them is excelient in the symmetric hidden-user configurations (without delay capture)
for almost the whole range of offered channel traffic and all reasonable values of propagation
delay. For wall configurations and symmetric hidden-user configurations with perfect delay cap-
ture, the agreement is good until the offered traffic value exceeds its optimum which gives
maximal channel throughput.

Packet Queueing Delay for Single-Hop Systems [Chapter 5]

For a finite number of users each with an independent packet arrival stream and an
infinite buffer, we have studied exact results, bounds and approximations for the average packet
delay (including queueing and (re) transmission(s)).

First, the exact analysis for two idcndcal slotted ALOHA users in [Sidi83] has been
applied to slotted CSMA with collision detection to find explicitly the mean packet delay.
Then, for the case of more than two users of slotted ALOHA with Bernoulli arrivals, some
upper bounds on the mean delay have been obtained.

R

For a general random-access system, we have formulated a diffusion process approxi-
mation to the joint queue length distribution, and have solved the stationary diffusion equation
with reflecting boundary conditions. Here, the first two moments of the distribution for the
packet interdeparture times (found in Chapters 3 and 4) are used to determine the coefficients
in the diffusion equation. Based on the expression for the mean queue length, we have pro-
posed two formulas for the mean packet delay, and have shown their good agreement with
simulation results in several cases. ©
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Optimal Transmission Ranges for Randomly Distributed Terminals [Chapter 6] X
We have solved for the maximurn expected progress per hop (Z), provided by the o,
optimal transmission probability (p) and transmission radius (expressed in ierms of the N
number of terminals in the range, N), for some models of randomly distributed packet radio R
terminals (with average density A ) under the assumption of heavy traffic (all terminals always ‘7
have ready packets). The quantity Z+/X has been used consistently as the dimensionless objec- '
tive function for optimization problems with respect to p and N. Major conclusions about the _;
performance of each model are as follows: o
™

The optimal transmission with slotted ALOHA without capture is attained by N =7.72 X :}

and p=0.113 which gives Z+/A=0.0431. Therefore, each terminal transmits once in every j
nine slots on the average with the transmission radius covering just about eight nearest neigh- J

bors in the direction of the packet’s final destination. The probability of success of such a
transmission is nearly equal to 1/e. The expected progress per transmission is about two thirds
of R/e, where R is the optimal transmission radius ( N = AwR?).

FM capture improves the performance of slotted ALOHA systems due to the more lim-
ited area of possibly interfering terminals around the receiver. The expected progress in a sys-
tem with perfect capture (optimized with N=7.1 and p=0.17) is about 36% greater than that
in the system without capture. The probability of successful transmission is also higher than
1/e. A model which is more amenable to implementation (each terminal knows the positions
of only a fixed number of its neighbors) has shown similar results.

Slotted nonpersistent CSMA provides a nominal improvement in performance over the
ALOHA. system (16% improvement in the optimized expected progress for zero propagation
delay), which is not as large an improvement as we have obtained in the single-hop case. The
reason for this is the large area of ‘hidden’ terminals (about half of the interfering area) which
cannot hear the transmission, and the long vulnerable period (twice as long as the packet
transmission time) due to those terminals. The performance of (slotted nonpersistent) CSMA
is comparable to that of ALOHA with good FM capture (capture ratio about 1.5dB). The
degradation occurs as the ratio of propagation delay toc the transmission time increases.

As an example of an inhomogeneous terminal distribution, the effect of a gap of width
b in an otherwise uniformly Poisson-distributed terminal population on the optimal transmis-
sion has been considered. The expected progress of a packet residing in the terminal on the
bank and destined to cross the gap is evaluated with parameter 8= A b2, called the gap intensity.
For fixed A, the existence oi the gap helps the progress for 8 < 2, because some of the possibly
interfering terminals are removed by the gap. The maximum in the optimized expected pro-
gress occurs at about 8=1. Thus, to cross most gaps wider than the average inter-terminal dis-
tance, one had better not use a large transmission radius, but should more sensibly use a
separate channel or wire.
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End-to-End Packet Delay in Multi-Hop, Slotted-ALOHA Networks [Chapter 7]

We have analyzed the throughput-delay characteristics for slotted-ALOHA multi-hop
packet radio networks where the hearing configuration of packet radio units (terminals and
repeaters) and source-to-sink paths of packets are givcya and fixed. The problems are formu-
lated as discrete-time Markov chains and then solved numerically.

Besides the basic model — characterized by isolated transmission behavior and single-
buffered repeaters — three ways to improve the throughput-delay performance have been
exploited. They include (i) transmission suppression when the destination’s buffer is occupied,
(ii) transmission acceleration when the buffers of all neighbors of the destination are empty,
and (iii) multiple buffers for repeaters.

It has been shown that the transmission suppression scheme provides a natural flow
control at the network access level to prevent packets from entering the ‘communication sub-
net.' This brings about significantly lower delay for a given throughput, and achieves a much
higher maximum throughput. Transmission acceleration combined with appropriate suppres-
sion gives further improvement in the throughput-delay trade-offs at the cost of necessitating
more information about the network state.

With more than one buffer for repeaters we have fewer chances of failure of transmis-
sion due to a buffer shortage at destinations. It has been shown that increasing the number of
buffers from 1 to 2 offers more performance enhancement than going from 2 buffers to 3
buffers. The effect of transmission suppression/acceleration in the multibuffer case was also
demonstrated.

1.3 Survey of Related Work

This section provides a short survey of previous and current theoretical work which the
study of this dissertation is based on and/or related with. Exhaustive reference is not intended.

1.3.1 S;lngle-Hop Systems

Throughput for ALOHA

The throughput for an infinite population model of pure ALOHA was first presented in
[Abra70]). The throughput for an infinite population model of siotted ALOHA with and
without FM capture is in [Robe72]. [Abra73b] considered the channel and user throughput for
a finite population model of slotted ALOHA. [Ferg77b) showed the throughput analysis for a
finite population model of pure ALOHA. The effect of FM capture on the throughput at the
central receiver surrounded by a continuum of slotted ALOHA users was addressed in
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Table 1.1 Coverage of each chapter

.....................

The coverage of each chapter in the following is (conceptually) tabulated in Table 1.1.
Here, we also show whether the treatment is exact or approximate. Each chapter has been writ-
. ten as self-sufficient to allow the reader to selectively pick his favorite.

THROUGHPUT/OUTPUT PROCESS DELAY
single-hop [| Chapter 2 (exact)
Chapter 3 (exact)
Chapter 5
(exact, bounds and
approximations)
hidden-user {| Chapter 4 (approx.)
multi-hop Chapter 6 (approx.) Chapter 7 (exact)

In this dissertation, we study a number of channel access protocols with their variations.
Table 1.2 beiow indicates chapter numbers referring to each protocol model.

bl
P R el e Pt
[) ' -

v
-

L]

. =
»
LN,

f 19

g
e -“aa's
-

Iy e Y

o}

T2y N %

v Ty Ty
v N v Jaly e

v

b e
SR - ¥ g
. e

Table 1.2 Chapter reference to protocol model

e Sl Sl D
2

. Collision | Delay Capture
Protocols No Option Detection | ('FM Capture)
Pure ALOHA 2,3.4.5 2
Slotted ALOHA 3,5,6,7 6°
Slotted C§MA 34.6 3
(nonpersistent)
Slotu’:d CSMA 5 25
(persistent)
Unslottec.i CSMA 34.5 3 3.4
(nonpersistent)
Unslotted CSMA
. 2 2
(persistent)
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[Abra77], where the existence of Sisyphus distance (the users beyond that distance can never get
to the receiver) was shown in the case of perfact capture.

Throughput for CSMA

S D AT

The introduction of various CSMA protocols and their throughput analysis for an
infinite population of fully-connected users is in [Toba74(Chapter 3),Klei7?5b). This is followed
by the approximate throughput analysis in the hidden-user case in [Toba74(Chapter
4),Toba75]). Later, the throughput of CSMA with collision detection for an infinite population
model (slotted nonpersistent and 1-persistent cases) was given in [Toba80d]. A finite-
population model was considered recently by [Jenq82] and [Arth82].

Mean Retransmission Delay for Slotted ALOHA

The first throughput versus mean packet delay curves for an infinite population model
of slotted was drawn in [Lam74,Klei73]). Recently, this analysis was extended to the case
involving FM capture [Shac82].

o LEL G S U S Iy

Linear Feedback Models

For a finite number of users each with nne-packet buffer, it is possible to formulate a
finite Markov or semi-Markov process where the state is identified as the numbzr of nonempty
users. This is called a linear feedback model, and has often been used to get the mean packer
delay versus throughput relationship (cbtained from the mean number of nonempty users by
use of Little’s result {Litt61]) as well as to discuss the channel stability. Examples are: slotted
and pure ALOHA in [Carl75], slotted ALOHA in [Lam74,Lam75), sltotted ALOHA with delay
capture [Davi80], slotted CSMA in [Toba74,Toba77], assigned-slot CSMA in [Hans79], slotted
CSMA with cec'lision detection in [Toba80d] and unslotted CSMA in [Heym82b].

Packet Queueing Delay in Slotted ALOHA

The problem of finding the average packet delay (including queueing and retransmis-
sion delays) for a finite nopulation of slotted ALCHA users each of whom bas infinite packet
buffer has been attacked in [Toba76,Yemi80,5aads1]. Only recently, [Sidi83) found an explicit
mean delay in the case of two identical users.

Dynamics on the Number of Nonempty Users

For an infinite number of users each with one-packet buffer, one can consider the
dynamic behavior of the number of nonempty users. [Koba77] developed the diffusion approx-
imation to this system, while [Fuku78,Tasa82] showed that the steady state can be approxi-
mated by the intersection of the load line and the throughput curves (EPA — equilibrium point
analysis). [Lam80] considered the case of CSMA with collision detection by an approximate -
M/G/1-like model.
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1.3.2 Multi-Hop Systems

Mixing ALOHA and Dedicated Channels

In [Akav79], the packet traffic is characterized by the dimensionless quantity ST, where
S is the traffic to be carried and 7" is the acceptable delay, when ST >> 1 the traffic is called
steady, and when ST << 1 it is called bursty. It is shown that a two-level mixed charinel access
protocol, using ALOHA for intra-group communications and dedicated channels for initer 'roup
traffic, can be optimized to give the maximal throughput for medium burstiness.

Optimum Transmission Radius for Slotted ALOHA Neatworks

[Kl1ei78,Silv80] made the following observation. Choosing the optimal transmission
range for geographically distributed PRUs involves the trade-off: a long range enables packets to

reach their destinations in a few (successful) hops, but incresses the probability of collision at-

every hop. They showed for a planar Poisson distribution of PRUs that the optimal radius is
such that the average number of PRUs covered in a transmission radius is about 6. Their
analysis was extended in [Nels82] for a system witk FM capture.

Capacity of the Tandem Network

In [Yemi80], the capacities (maximum-achievable throughput values) of the two ver-
sions of slotted ALOHA in an infinite serizs of PRUs are determined. The polite policy (the ser-
vice rate at each PRU is guaranteed to be faster than the arrival rate) gives 4/27, while the syn-
chronized rude policy (the transmission probability 1 is given to each PRU every third slot)
yields 1/3 without any collisions.

Capacities for Various Channe! Access Protocols

The network capacities with the following channel access proiocols are studied in
[Nels82]): slotted ALCHA with FM capture, rude CSMA and spatial TDMA. In the study of
the FM capture effect on the performance of slotted ALOHA, the transmission randomizing
parameter is optimized to maximize the throughput. This analysis is extended to find a tight
bound on the performance of all protocols in a mobile environment. In conventional CSMA, a
PRU transmits only when it seases the channel idle. In a multi-hop environment, this is some-
times wasteful because the channel might be idle at an intended receiver. Thus, in rude CSMA,
a PRU may transmit even when it senses a busy channel, depending on the estimate of the
number of the neighborhood transmitiers. Transmission policies to maximize throughput are
studied. Spatial TDMA is the assignment of time slots to geographically distributed PRUs so as
to avoid collisions. Existing graph coloring algorithms are utilized. The criteriz of optimization

are maximal throughput &s well as minimizing the number of distinct ‘coiors’.
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Comparison of Acknowledgment Schemes

In [Elsa82], the effect of acknowledgment schemes on the performance of a star-shaped
broadcast network (centered at the single repeater) is studied. The network capacity and the -
average delay at the repeater are evaluated (by use of a Marko~ model) for the following four
schemes: (i) free and instantaneous acknowledgments, (ii) common channel for data and ack-
nowledgments, (iii) split channel for data and acknowledgments, and (iv) common channel
with high-power acknowledgments. It is shown that the split channel achieves the high: it capa-

city, and that the high-power acknowledgment scheme provides a good alternative wt :n data
packets are short.

raeary CECE W TR e A
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Throughput-Delay Analysis of Two-Hop Centralized Network with Slotted-ALOHA and
CSMA

In [Toba80a,Toba80b], the two-hop centralized configuration is such that traffic ori-
ginating at terminals is relayed by store-and-forward repeaters to the central station. For the
slotted-ALOHA protocol, the improvement of throughput-delay characteristics by increasing the
number of repeater buffers beyond 2 is shown to be minor. Thus, the system is said to be
chanrel bound as opposed to storage bound. The nonpersisient CSMA is shown to provide an
improved capacity over slotted-ALOHA especially when the number of repeaters increases.
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Approximate Evaluation of Mean Packet Delay

[Lein80] proposed a numerical procedure to approximately compute the mean end-to-
end packet transportation delay for given source-to-destination traffic rates in a general muliti-
hop packet radio network. This procedure utilizes the delay versus throughput curves obtainad

for single-hop systems for a variety of protocols (e.g., the ZAP approximation in [Klei77]), and
iteratively adjust the traffic level.

Product-Form Solution

Assume in unslotted CSMA the following: (i) zero propagation delay, (ii) perfect delay
capture, (iii) exponentially distributed packet length, and (iv) Poisson arrivai of new and
retransmitted packet transmissioqs/.whbse durations are sampled each time afresh. Under these
conditions, [Boor80! showed the existence of product-form solution to the joint probability of
buffer-occupancy for all users in multi-hop networks. This model was extended in [Toba82b]
to other protocols such as pure ALOHA, BTMA and CDMA.

Iterative Assessment of Queue Interference

A serics of papers [Lee82,Silv82a,Silv82b.Silv82c] show an iterative approach to assess
the interaction among users in single- and multi-hop environment. The iteration consists of
finding the parameterized probability of buffer occupancy at each user and computing the

interactions among nonempty users. Pure and slotted ALOHA and CSMA have been con-
sidered.
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‘ CHAPTER 2
Throughput Analysis for Finite-Population Packet Broadcasting Systems 34_
o
The channel throughput for a finite number of packet broadcasting users is analyzed E
newly for six random access protocols including, for example, pure ALOHA slotted persistent ‘
carrier-sense-multiple-access (CSMA) with and without collision detection, and unslotted per- :Z;
sistent CSMA with and without collision detection. We consider both #- and 1-persistent ,%
CSMA. The effsct of delay capture on the throughput in pure ALOHA is also studied. .1
! Y ' ’\, ! ' ’E'
- - l ‘ ~ r
2.1 Intrcduction ' ' , ! :.' o= ]
. ‘ £

One class of multi-access protocols for packet communication systems is the random

access (or contention) technique where the entire bandwidth is provided to the users a3 a single
channel to be accessed randomly. (For a classification of multi-access protocols, see for exam-
ple [Toba80c].) Channel access protocols such as ALOHA [Abra70] and carrier-sense-multiple-
access [Toba74,Klei75h) are included in thi; category. Here one of the basic measures for the
efficizncy of protocol is the throughput, i.e., the average fraction of time that the channel is
, used for useful data communication. (Three factors accounting for the throughput degradation
[ - are propagation delay, user’s idle (not transmitting) period, and packet coilision (overlapping of
transmissions from multiple users) inherent in the random access.)

This chapter focuses on the throughput analysis for random access protocols for a finite
number of users (transmitters) and a single receiver in line-of-sight of ail users. Thus, our
study is applicable to ground packet radio systems as well as local-area computer networks
which consist of a relatively small number of users. (A system with a relatively large number
of users can be approximated by an infinite population model.) The analysis for finite-
population systems may also serve as the first step to approach the performance modeling of
multi-hop pscket radio networks (such as PRNET described in [Kahn78]) where each user has
only a limited number of communicating neighbors.

A number of studies on the throughput analysis for random access protocols have ]
already appeared in the litereture. However, most of them have been based on the assumption
that there are infinitely many users such that the collective channel traffic forms a Poisson pro- £
cess with a finite rate. One exception was a paper by Abramson [Abrz73b) in which he studied :
4 finite population model of slotted ALOHA. In Chapter 3, we will derive not only the channel
throughput but also the distribution of packet interdeparture times (i.e., th2 intervals between
two consecutive successful transmissions) for the following random access protoccls (in both

. infinite and finite population models): siotted ALOHA, slotted nonpersistent CSMA with and

VT R R .
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without collision detection, unslotted nonpersistent CSMA with and without collision detection
and delay capture. In these protocols, the successive interdeparture times are independent and
identically distributed, and the channel throughput is simply the reciprocal of the mean inter-
departure time.

The chanunel access protocols we consider here are: ‘ .

a. pure ALOHA [Abra70]
b. pure ALOHA with delay capture
& c. slotted h- and 1-persistent CSMA
. d slotted h- and 1-persistent CSMA with collision detection
e. unslotted A- and 1-persistent CSMA
. f. unslotted 4- and 1-persistent CSMA with collision detection

(Each protocol model is described individually below. We adopt A& to denote persistence in
CSMA since the usual p is used for the arrival rate.) Previous work based on the infinite popu-
lation model for the subset of the above-mentioned protocols includes [Abra70} (pure
ALOHA), [Toba74 Klei75b] (slotted A#- and 1-persistent CSMA, and unslotted 1-persistent
CSMA), snd [Toba80d]} (slotted 1-persistent CSMA with collision detection). In this chapter,
we give an exact throughput analysis in the case of a finite population for all of the above-listed
protocols. Arthurs and Stuck [Arth82] also provide an analysis of throughput for slotted and
unslotted persistent CSMA with collision detection based on models different from ours. (A
difference between our model and theirs involves the way in which one disposes of a packet,
the transmission of which is suppressed as a result of sensing a busy channel. In our model,
similar to [Toba74,Klei?75b], they are dismissed from the system at the beginning of the next
transmission period, while in [Arth82] they are retained in the buffer until successfully
transmitted; so 1-persistent CSMA is impossible in the [Arth82] model.)

2.2 Throuwghput Analysis

In dealing with the case of a finite population, we assume that each user has periods
which are independent and exponentially or geometrically (depending on whether the time is
continuous or slotted) distributed in which he has no packets. By superimposing these idle
periods over all users, the system idle period in which no users have a packet (deroted by /) is
casily seen (o also be exponentially or geometrically distributed. This assumption makes
analysis tractable by taking advantage of the memoryless property [Klei754,p.66]. The case of
an infinite population does not need a specific assumption on the distribution of each user’s idle
period becsuse the Palm-Khinchine theorem (see [Heym82a]) guarantees that the collective .
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idle period is always independent of one another and exponentially or geometrically distributed.

Due to the above assumption, we recognize that each epoch in the system idle period is
a regenerative point in the sense that the system state after any such epoch is a probabilistic
replica of the system state beginning at the previous such epoch. Thus the system state alter-
nates between idle periods, /, and busy periods, B, in which at least one user has a packet. We
call a consecutive pair B and / a regeneration cycle. Let U be the time spent ir: useful transmis-
sion during a regeneration cycle. Then, the channel throughput, S, is generally expressed as

- U
B+1
where X denotes the expectation of a random variable X, i.e., ¥ 4 E[X].

Q@n

Throughout this and other chapters we assume a constant packet length whose
transmission time is chosen as the unit of time. We denote by M the number of users, and by
G the total packet arrival rate (in units of packets per packet transmission time). In CSMA we
take into account the signal propagation delay denoted by a. (In ALOHA, we assuine that the
propagation delay is incorporated in the transmission time, and so we let @ =0.)

Each section below begins with a description of the protocol model followed by the
definition of protocol-dependent parameters. The condition for a successful transmission is
stated. Then we evaluate 7, B and U for the finite population model. Our result in the limit
M — oo s shown to be in agreement with the known resuits for an infinite population.

2.2.1 Pure ALOHA

In pure (or unslotted) ALOHA, any packet starts its transmission as soon as it arrives
at a user, and is discarded by that user after the transmission. Thus, each of M users alternates
between the idle (not transmitting) and busy (transmitting) states independently of all other
users. Note that transmissions may be started at any time by each user. Let the duration of ar.
idle state at user / be exponentially distributed with mean 1/g, (i=1,2,---,M). The transmis-
sion duration is of length unity for all users. Without delay capture, the condition for a suc-
cessful transmission is that there be no other overlapped transmissions during the entire
transmission time of a packet. The derivation of the throughput expression here follows Fergu-
son [Ferg77b] although he does aot give the result in Eq.(2.8) below explicitly.

We first look at an |dle-busy cycle at user j. Since each busy penod (of length 1) at
user / is followed by an idle time of mean length 1/g,, we have

1/g 1

1+1/g, 1+g, @2

Prob [ user j is idle) =

Since all users behave independently, it follows that
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. M 1 :
Py & Prob [common channel is idle) E[ T+ ] (2.3)
Now, due to the renewal property of channel state, P, musi equal the ratio of the average dura-

tion of channel idle period 7 to the average cycle time B + I, where B is the average duration
of the common channel busy period:

Py = ——— 2.4)
0T B+1T (
Note that the duration of channel idle period is exponentially distributed with mean |
e @.5) |
. 28
=1
Thus we have the average cycle length
M
- ITG+g)
- 7 =1
B+1T P v (2.6)

28

J=1

User i has a successful transmission when it breaks the channel idle period among
other users and there are no transmissions from any others during its transmission time of
length 1. Thus the probability of a successful transmission for user / is given by

. M
U - :’ expl— 21 g_,] .7
1218/ (=i

Therefore, by definition the throughput for user i/, denoted by S,, is given by

M
g exp( - Zl g./]

U, ('Iaei)
Si= T i=12,M 2.8)
P9t I (1+g)
J=1
The channel throughput S is given by
b M
BN i=1
]
s

Let us determine the boundaries of the region of maximum-allowable throughputs in
the M-dimensional space (S;,5,,-,Sx). The boundary which defines the maximum for S,

™ while all other S; (j/) are held fixed at allowable values is found (for all / simultaneously) by
{.”i setting the Jacobian J(S|,83,",Sx ; £1.82."*,&x) €qual to zero [Brve70). (This Jacobian is the

hieae
e

.

determinant of the M x M mar:ix whose i,/ element is 85;/32;.) After some algebra, we find
that this condition reduces to

k&

< 4hl.

!

g’

’
-*-}

3
N
4
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When we assume that the M users form m groups (indexed as 1,2,--,m) such that the
users in group k (group size=m,) have the t :nsmission rate g, the condition in Eq.(2.10)
takes on the form

» my (e
il 3

where 3 ., m, = M. By some manipulation on Eq.(2.11), it can be shown that

_-...,] -1 @.11)

my
my — 1

& <

-1 k=12,m (2.12)

Further, if we define Gy & m, g, and make m, — oo with fixed G, (k=1,2,.-,m), then

since
. . S
(14g)? ™ (1+G/my)?

Eq.(2.11) reduces to

- my = Mk(l-z—'a'k-) - m,——ZG,,,
my

Y G =t 2.13)

k=1
which allows throughput of G,/e for group k (k=1,2,m).

In Figure 2.1, we have plotted some of optimal throughput contours based on Eq.(2.11)
when we divide the users into two groups. We note that the shapes of these contours are simi-
lar to their counterparts for slotted ALOHA shown in [Abra73b], although our contours are
much more squeezed into the lower throughput region.

In the case of identical users (g;=g,= =gy Ag), Eqs.(2.8) and (2.9) give
M e—:(hl—l)

m—g*)—ﬁ— (2.14)
which is optimized by
=
g M1 1 (2.15)

For M — oo while keeping G =gM at a finite value, we have the well-known result by Abram-
son [Abra70):

S=Ge 2 (2.16)

whose maximal value is 1/(2¢) at G =4,
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We have mentioned that the channel cycle alternates between idle and busy periods.
For the case of identical users, the average duration of an idle period is given by 7 = 1/(gM).
A busy period containing a successful transmissicn is of length 1. We are now interested in the
everage duration of a busy period containing unsuccessful transmissions, denoted by F. This
can be found through Eq.(2.6) and the relationship:

B = e tM-1).] 4. [1—e2M-D).F .17

Thus, we gei
= (1+g)M—1-gM e~*M-D
’ M [1- e-z(M—l)]
For g—0, F—23/2 (wnich consists of 1 for a transmission time and % for the average interval

between the arrival times of two overlapping packets). For M — o with G =gM fixed, we
have .

= e%-1-Ge ¢

Fe =5 (2.19)
(This is also derived directly in Appendix B.) At the optimal G =4, we have F=1.756, =2,
B=(e6—1)/G=1.297, and Py= =5 =0.6065.

(2.18)

2.2.2 Pure ALOHA with Delay Capture

Delay capture, available with spread spectrum modulation, is the capability of a receiver
. to successfully receive a packet even when part of the packet arrives at the receiver overlapped
in time by other packet transmissions [Kahn78]. To evaluate the capture effect, let us intro-
duce a parameter ¢ such that the transmission of a packet started by breaking the channel idle
period is successful if there are no other transmissions during a time ¢. Therefore, the case
c¢=1 corresponds to pure ALOHA without capture, while the case ¢ =0 may be called perfect
capture. In [Davi80], it is stated for a typical ground-based, spread-spectrum system that the
capture time is 10 usec and that the packet transmission time is 20 msec. In such a case, we
have ¢ =1/2000.

In analyzing pure ALOHA with delay capture, we notice that the cycle of channel usage
is identical to that of pure ALOHA without capture; only the probability of successful transmis-
sion is different. (Note when ¢ =0 that every packet started by breaking a channel idle period
is successful.) Thus, similar to Eq.(2.8), the throughput for user / is given by

M
g,exp(-c 21 3,)
[—

LG

(/=N .
S, - =12, M (2.20)
[1{1+g)
=1
W Corresponding to Eq.(2.10) we have
M L 4
it
N
5
.y
3
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‘ For the case of statistically identical users, the channel throughput is given by
: gM e““!(u—l)
: 5= 222
::} (1 +g)M (2.22)
:‘ which, for M — oo with fixed G 4 gM, reduces 10
"
i §=Ge e (2.23)

.a

It is interesting (amazing) to note that the throughput for the case of perfect capture (¢ =0) is
identical to that of slotted ALOHA. Even with perfect capture, pure ALOHA cannot prevent
users from starting 2 transmission in an already busy channel which elongates the period of
unsuccessful transmission. In Figure 2.2, we show the values of § given by Eq.(2.22) when g
is optimally chosen according to Eq.(2.21). We can here recognize the throughput enhance-

ment brought by the capture effect. Roughly speaking, a factor of 2 difference beiween the
cases c =0 and ¢ =1 can be noted for M = 2.

AL ST

2.2.3 Slotted Persistent CSMA

In slotted CSMA we assume the time is slotted with slot size @ (the propagation delay),
and all users are synchronized to start transmissiun only at slot boundaries. (For convenience,
we assume that 1/a is an integer.) The duration of a transmission period (whether successful
or not) is 1 +1/a slots. We only consider the case of statistically identical users. In persistent
CSMA ([Toba74,Klei75b], all the packets that arrive during any ongoing transmission are

\i buffered until some next transmission is started in the channel, and then they are discarded or
'\'\1 rescheduled. Let each empty user (who does not have a buffered packet) have an arrival with
¢ probability p (and does not with probability 1 — p) in any slot, where 0 < p < 1. (This is a Ber-

noulli arrival process.) Assume that each nonempty user (who has a buffered packet) starts
k. transmission with probability # (and does not with probability 1 ~ /) at the slot boundaries fol-
:'1‘ lowing any idle slot. (This is an A-persistent protocol, where 0 < A <1.) An attempted
:l transmission is successful if none of the other users start a transmission at the same time. Our

derivation of channel throughput for a finite population model follows the approach in
[Toba74,Klei75b) for an infinite population model.

To analyze the throughput, let us introduce some notation which defines the channel
states as illustrated in Figure 2.3. Let a channel idle period (denoted by /) be the time in
which the channel is idle and no packets are awaiting transmission. When any packet arrives,
the next slot is said to begin a busy period (denoted by B) which ends if no packets have accu-
mulated at the end of transmission. Let U be the time spent for successful transmission(s) in
a busy period B. Then, we have the channel throughput as in Eq.(2.1).
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(b) Close look at the j-th sub(busy) period.

T
(a) Overview of channel state.
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We divide a channel busy period B into several sub(busy) periods such that the jth sub-
period (denoted by BY) consists of a transmission delay (denoted by R‘") followed by a
transmission time (denoted by 7"’). A transmission delay is the time in which the channel is
idle and packets are awaiting transmission; in the 1-persistent protocol, R (" is always zero since
packets start transmission as soon as thuy arrive. In CSMA without collision detection, we have !
T = 1 + a whether the transmission is successful or not. Thus we have

B(I) - R(I) +1+a J=12, 2.24)
Lastly, let U'” be the useful transmission time in the jth subperiod:

U - [ 1 if TV is successful

0 if T is unsuccessful (2.29)

Next, let J be the number of sub(busy)periods included in a busy period B. Then we
have

J J
B=YBY ; U=Y UV (2.26)
=1 J=1

Since the busy period continues as long as there is at least one arrival during the last transmis-
sion time (such an event occurs with probability 1 — (1—p) 1+VaM) 1 is geometrically distri-
buted as

ProbJ=j) = [1- (l_p)(l+l/¢)M].l-l(l_,p)(l+l/¢)M J=12,

= 1
Jm= WW 2.27)

Note in Eq.(2.26) that { B{; j=1,2,.--.J) are independent and { B j=2 3.7} are identi-
cally distributed. Also, J is independent of each BY. The same thing can be said for { U"}.
Thus we have

B=EBM+U-1E[BD] ; U=EIUM+(T-1)EIUD] (2.28)

It is clear that the duration of an idle period 7 is geometrically distributed as
Prob[I=ka]l = (1—p)M*=D[1 - (1-p)M] k=12,

1 =a/l1-(1-p)¥™] (2.29)
Thus, from Eqs.(2.1), (2.24) and (2.27)-(2.29), we can calculate S if we know E[R'"] and
ELUY) for j=1,2.

Let =,(X) be the probability that we have n arrivals among M users in X slots given
that n 3 1. Using the Bernoulli arrival rate p at each of M users in a slot, we have

n.(X)-l_—(ll:l;)—,—,;m[1—(1—p)xl"(1—p)"<“-~) n=12-M  (230)
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Then the distribution of the number of packets awaiting transmission at the beginning of B/,
denoted by N§”, is given by

ma(1) j=1

D mp] = ‘
Prob [N = n] . (141/2) =23, (2.31)

(Note in Eq.(2.31) that N§”, j > 2, is assumed to be independent of the number of nonempty
users at the beginning of TU/-", which may not be true depending on when a user having a
packet at the beginning of TU/-" discards it and can thus accept the next arrival. However, for
simplicity we assume that all users make room for new arrivals from the beginning of T¢/~"
putting aside the already buffered packets (including the packets being transmitted in TV-")

which are discarded; this is the same assumption as in [Toba74,Klei75b], and leads to
Eq.(2.31).)

The distribution of R/ given N§” =n, j 2 1, can be found as follows. Let us number
the slot boundaries as k =0,1,2,+- from the beginning of R'” as depicted in Figure 2.3(b), and
denote by N/!” the number of awaiting packets at the kth boundary. Then, according to the

h-persistent protocol and Bernoulli arrivals, we have (let 4,!” be the number of arrivals during
the ith slot in R(")

Prob [ R 2 ka, A/ = m; (1< i< k), | N§" =n]

= “””’"(Afn—"]p""(l—p)”‘"‘""-(I—h)"”"(M—':z—m'lﬂ""u-p)”‘"‘"""”'2

.(1~h)"+m+~-+mk-1M—n—m|—~

M) gy N Men—my=emmy
my ]p (1-p)

- (]—=h)kn(1— (M=n)( Af— A 1 [p(l_h)k_i m |
(A=) =(1=p) KM=D(M-n) [T ] (1-p)k+'~'] (2.32)

It follows that

Prob (R 2 ka, A/ mm, (1 <i<k)|N§ =nl

L
- X PoblR” 2 ka, N mn+3 m|N§" =n]
&

(]
L m=m
ol

- (11— ne]._. -n M- o _’.’Sl:._h_)Li.
(1= 1=p) -0 (MO 3 2|

= (-t MO (Pl (=] w02 Mon (39)

From Eq.(2.33), the expected value of R'/ given N§”’ =n, j = 1, is evaluated as
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EIRVIN{ =n)=a 3, 2 "Prob LRV 2 k, NP = n+m | N§» =]
k-ln-o

P, k. —_ k
-a % a-n| Al - "’h ';“ ) |w-r

k=1
Unconditioning Eq.(2.34) by using Eqs.{2.30) and (2.31), we get

(2.39)

N - '(l) j"'!
EIR™] lr(l+l/a) J=23, (2.35)

where

FO0 A ________77‘7 -l{(l_h)k_(l_p)xhl (l—h) (l-P)" ]}Al

(2.36)

__a(-p)™ [h(l—p)*-p(l h)"]”
l‘(l"l’)x" k=1

Thus, from Eqs.(2.24), (2.27)-(2.29), (2.35) and (3.36), we get
B +i = EIRM+14a+[Q-p) " HVOM_N(E[RDP)+14+a)+T

1+a . [ = h)" (l-p)"

= (l—p)“*'/‘)“ (1_p)(l+l/¢W 2{(1 = (1=p)**Y h[ ]}:'2 .

We proceed to calculate E[U'"). From the definition of U'? in Eq.(2.25), we have
EIUP|RD 2 k, N = p+m,N§" =n) = (n+m) h(1—p) "~ (2.38)

(i.e., the probability of 1 transmission out of n+m nonempty users). Unconditioning
Eq.(2.38) on R and N{” by using Eq.(2.33), we have "

h(1=p)** = p(1—-p)** IM_,,
h—p

. E[U(nl N¢P = n) = nh i (l_h)(kﬂ)n—l[
. k=0

o k k —p)kH k+1
+(M-—n)l’llz:(l--h)"‘*""’[(1 =P (1 " ][h(l p) p(l h) ]M—n—l

- (2.39)
Further unconditioning Eq.(2.39) on N§” by using Eqs.(2.30) and (2.31), we get
i e j=1 '
ELUT I u(141/a) Jm2,3, ; (2.40)

where
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hM S (1 myk x| A= h)"*p(l—p)"
u(X) A-l-_—(l—__';)'wkz-o U=k = (1-p) [ ]}

{(' )~ (1= p)’h[“ ")M_“"’)M ]}"‘

_ pMA(1=p) M = (l—p)" (1 M* 11 h(1=p) '—-p(l M 1
1—(1—p) M k_ll ][ ] (2.41)
From Eqs.(2.27), (2.28). (2.40) and (2.41), we obtain
hM = : . h(l—h)"—p(l—p)"
U = oy &, {a-m*=a-pytve| I}
k+1 —n)ktl
'{(l—h)"“-‘(l—p)”'/"h[(1 = “ p) [ (2.42)

Substituting Eqs.(2.37) and (2.42) into Eq.(2.1), we get the channel throughput of a slotted A-
persistent CSMA system (with propagation delay a ) consisting of M identical users with each
Bernoulli arrival rate p:

M F[ (1=t~ 1-pteve] |

{a-mrs1—qa—pyve o 4= ")M (H)M [}

S - (2.43)

1+a+a T{(1-1)*=1=p)'*Ve p “ ") “ p) ]}u
k=1

By letﬁns h=1 in Eq.(2.43), we have the channel throughput of slotted 1-persiz’2nt CSMA as

M(l—p)‘”‘”““/"’([l (l-p)“”'][l (l-p)“]+p(l—p)‘””‘l
(1+a) [1-(1-p)™] + g (1~p) ItV »

In the limit M — co with aG = pM held at a finite value, Eqs.(2.43) and (2.44) become | }
G f h(i—h)* +a[1—(1—h)"*‘l}exp{ G(1—h)*H +aG[-(k+l) +_.____-_"““”)m "
k=0 . .

S=

(2.44)

- TEYRY L \
{1+a) e‘”""’+a£exp{G(l—h)"+aG[—k+-l—-g-h—’1)-—]} (2.45)

kw1

and

Ge-\'Ha)G(’ +4q-— e'-aG)
§ = :
(1+a)(1- %) +ge=1+9C

respectively. Eq.(2.46) (an infinite population model of slotted 1-persistent CSMA) is derived
in [Toba74,Klei75b], where only a procedurc to obtain Eq.(2.45) (an infinite population model
of slutted h-persistent CSMA) is aiso given. An explicit expression in Eq.(2.45) is newly pro-
vided in this chapter. So are Egs. (2.43) and (2.44) for finite population models.

(2.46)
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In Figure 2.4, we show the throughput of slotted A4 (=0.03)-persistent CSMA focr M
users in terms of the total offered traffic rate G=pM/a (a=001). We let
p=min[1,0G/M]. A few interesting observations here are: (i) the maximum throughput
values are not very dependent on M so long as M > 5, (ii) for a finite M, the throughput does
not degrade to zero as & becomes large (this is the case where the busy period is very long but
it steadily pushes packets out), (iii) the curves we see¢ in increasing M from 1 to o= resemble
those for the throughput-load relationship in flow-controlled systems (see for example
[Geri80]). Elaborating on (iii) above, we see that the maximal throughput of an uncontrolled
system (M =o0) is higher then that of an excessively controlled system (M=1). The
throughput of less controlled systems (large M) quickly degrades with corgestion (large G)
while that of controlled systems does not. The highest maximum throughyut and sustained
behavior in cases of congestion are achieved in moderately controlled systems (around M =5
here). We note, however, that for A =1 we have only the feature (i) above; except for M =1
in this case, the throughput equally degrades as G gets large for any number of users.

2.2.4 Slotted Persistent CSMA with Collision Detection

We consider a stotted h-persistent CSMA protocol with collision detection and a finite
population. Here the assumptions and parameters are the same as in the previous section,
except that the duration of an unsuccessful transmission is now b +a where a < b <1. Our
treatment follows that in {Toba80d] for an infinite population model of 1-persistent CSMA.

The channel throughput § is still expressed as in Eq.(2.1) where 7 is given by
Eq.(2.29). To find B and U, let us denote by B(X) the mean duration of the busy period fol-
lowing the packet-accumulation time of X slots. Similarly, we denote hy U(X) the mean use-
ful transmission time during the same busy period. Since a busy period is induced by those
packets which have arrived in the preceding slot, we have

B=58(1) ; U=UQ®) (2.47)

It follows from Eqs.{2.1) and (2.29) that

u(
T~ BQ) +a/ll- (1=-p)M]
where U(1) and B(1) are determined below.

M (2.48)

Since the duration of a successful trinsmission (1+1/4 slots) is different from that of
an unsuccessful transmission (1+b/a siots), the distribution of N§”, j>2, depends on
whether 7YY is successiui or noi. From the recursive consideration similar to [Toba80c], we
have
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Figure 2.4 Throughput of slotted h-persistent CSMA.
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BX) =r(X) +{1+a+[1-(1-p)1tVaM] B(1+1/a)} u(X)
+{b+a+[1-(—=p)+¥aM] B(1+b/a)} [1 — u(X)], (2.49)
UX) = {1+[1=(=p) HVDIM]} 7 (141/a)) u(X)

+[1=-U=-p)+¥DM]) y(1+b/a) [1 — u(X)} (2.50)

where r(X) and u(X) are defined by Eqs.(2.36) and (2.41), respectively. Writing Eq.(2.49) for
X=1+1/a and X=1+b/a, we obtain two equations in the two unknowns, B(1+1/4) and
B(1+b/a). Solving for them, and using them in Eq.(2.49), we can calculate B(1). Similarly
U(1) is obtained from Eq.(2.50). Thue S is found by Eq.(2.48). We note that in 1-persistent
CSMA (h=1), we have simply r{X) =0 and -

_ MO-p)*M-011 - (1-p) ]
1- (1-p)™

ul(X) (2.51)

The limit M —oco with aG =pM held at a fixed value gives the throughput for an
infinite population model. In this case, we use the following expressions for r(X) and u(X)
(obtained from Eqs.(2.36) and (2.41) by taking the limit) in Eqs.(2.49) and (2.50) with obvi-
ous modifications of their coefficients.

o = — k};{ exp[aGX(1-)*1~1 | expf aG[—X—-k+-1—_-(l—;-'-')—k-" 2.52)
u(X) = T_Lﬁ'lc—,, go{l(l-h)"X+#lexpla@f(l—h)“']—l———gh-_—ﬂi}
-exp{ aG[—X—— (k+1) +l-(l+')k“—]} (2.53)

We note that in the l-persistent case (hA=1) we have +(X)=0 and
u(X) = aGX e~99X/(1 — e=%6%) which reduce Eqs.(2.49) and (2.50) to the same form as in
[Toba80d].

Figures 2.5 and 2.6 display the throughput values of slotted A-persistent CSMA with
collision detection in terms of the total offered traffic value G =pM/a (a=0.01). In Figure
2.5, we see again little dependence of the maximum throughput on the number of users. Also,
in 1-persistent CSMA the throughput degrades rapidly as G exceeds some critical value. Figure
2.6 demonstrates the throughput values for different values of the collision detection parameter
b in the case of M =100 users for 0.03-persistent CSMA. A good collision detection (small b)
is seen to contribute to sustaining throughput when G is large.
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2.2.5 Unslotted Persistent CSMA

We now proceed to study unslotted persistent CSMA. Here the unit of time is still the
constant packet transmission time and a denotes the signal propagation delay (in that time
unit) such that all users recognize what happened in the system a@ time units before. Let M be
the number of users (we consider only the case of identical users), and let the time until a
packet arrives at each of the empty users be independent and exponentially distributed with
mean 1/2. If a packet arrives at a user when the channel is sensed idle, he schedules start of
transmission a random amount of time later. We assume that this random time is exponen-
tially distributed with mean 1/4, where 0 < h < oo, In time a after any transmission has
started, it is recognized by all users who then discard old packets (if any) and make room for
new arrivals. If a packet arrives at a user when the channel is sensed busy, the start of
transmission is scheduled also at an exponentially distributed time (with mean 1/4) after the
end of the transmission period. An attempted transmission is successful if it is started by
breaking the idle channel and if no other transmissions take place within a time a after the
start. We call this protocol unslotted h-persistent CSMA. (The case A =oo corresponds to 1-
persistent CSMA, and is treated separately in Section 2.2.6 below.) (Note that the meaning of
the parameter /4 in unslotied CSMA is different from that in slotted CSMA.)

The channel throughput of this system can te analyzed similar to slotted persistent
CSMA. Referring to Figure 2.7(a), let B and / be the durations of system busy and idle
periods, respectively, as before. That is, the idle period is defined as the time in which the
channel is idle and no packets are awaiting transmission;. Upon an arrival of packet, the system
enters the busy period which terminates at the end of such a transmission period that no pack-
ets have arrived therein. If U is the number of successful transmissions achieved in a busy
period, then by thé renewal argument Eq.(2.1) again gives the channel throughput.

A channel busy period is divided into a number of successive sub(busy)periods each
consisting of a transmission delay (denoted by R) followed by a transmission time (of duration
1+a+Y where Y is defined shortly). The transmission delay is the time in which the channel
is idle but some packets are awaiting transmission. If a transmission is successful, its duration
is 1+a (Y=0); the duration of an unsuccessful transmission period is 1 +a + Y, where Y is
the transmission start time of the last colliding packet. Note that the jth subperiod, j = 2, is
generated by the packets which arrive during 1+ Y in the (j — 1)st subperiod, whereas the first
subperiod is generated by one packet. Let B, be the mean duration of the busy period initiated

by »n packets, and U, be the mean number of successful transmissions in the same busy period.
Then, clearly

B=B,; U=U, (2.549)

Since 7=1/(gAf), Eq.(2.1) gives
- U
B‘ + l/(gM)

In the remainder of this section, we derive a system of linzar equations for {B,;n=1,2,-- M)
and (U, n=1.2- M)

s (2,55)
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Let us focus our attention on a sub(busy)period which begins with n packets. Taking
the origin of the time at the start of this subperiod, let N(x) be the number of packets present
in the system (i.e., the number of nonempty users) at time x. We first consider the distribu-
tion of R on the condition that N(0) = n. Note that during the transmission delay R, each
user behaves independently of others. Each of n busy users schedules his transmission after
time x with probability e=*. Consider the event { R > x, N(x) =n+m ). Each of M—n—m
users does not have an arrival before x with probability e”**. For each of m users, the time
until arrival plus start of transmission is less than x with probability

g
h—g

J reme gy —E (e i) @256
Thus we have

~X _ o—hx
ProbIR>x, Nx)=pn+m|N{Q)=n)] = e"“"[M';" e"”‘(""""')l 3&____5__)_]“

h—g
xz0 m=01,2 - M-n .57
Adding Fq.(2.57) over all m, the number of arrivals during R, we have
Prob{R > x|N(0)=n] = e"""(-ie—:;:_;fﬁl”'” x20 (2.58)
and so
E(Rw] AEIR|N©®) =n] = J‘;"e-""[i’ff;{%f—h:]"-w
n=12-M (2.59)

We next consider the behavior of M —1 users in the transmission period following the
transmission delay such that R =x and N(x)=n+m. (Since g, h < oo, at most one event
hsppens at a time; one user begins the transmission period.) On this condition, the event
{ ¥ €y} occurs in the following cases. Again note that during the first @ time units, each user
behaves independently. Each of n+m—1 nonempty users either does not start transmission
before a with probability e=™, or starts transmission before y with probability 1 — e~*. There
are three cases of behavior for each of M—n—m users who were empty at the end of R: (i) no
arrival during a with probability e~*¢, (ii) arrival before @ but transmission after a with proba-
bility g(e™™ — e )/(h—g) (similar to Eq.(2.56)), (iii) arrival and transmission before y with
probability

v _ _ . he-” -— 89'—”'
J; ge =" Ny =] — ———— (2.60)
h—g
Therefore, we have
ProblY€y|Rex, N(x)=n+m, N(0) =n}
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K Bld e _ ,~he
- (]—e-hv +e—hl)n+n—l[‘_ he h—f +e "™+ 8(e h_; ) ]M—n-n

—_ et ) P — oM —ha
hl—e®+e ™) —g(l—e™+e )IM_"_' 0<y<a

-(l—en +e"")""""[
h—g
(2.61)

Note that
E:"_-ﬂ]hl—n—m

Prob[Y=0| R=x,N(x)=n+m,N(Q) =n] =~ e""'"’*"“’l -

(2.62)

is “he probability of a successful transmission. Unconditioning Eq.(2.61) on N(R) and R using
Eqs.(2.57) and (2.58) successively gives

f:n) A ProblY<y|N@©)=nl

= (1 —e® +eb)r!

[ h(l—e™®+e ™) —g(l—eM+e™)
1

M-n v <
h—g ] 0<y<a (2.63)

and similar unconditioning of Eq.(2.62) yields
Y & 5(O0;n) = e'“'("‘"( ﬁ‘%—_jf—_:]""’ n=12--M (2.64)
Note that y(,) is the probability of success in the subperiod begun with n packets. The mean
of Y in the similar subperiod is given by
ElYw) AELYINO=nl=a~ [fimdy  n=12-M (265

Lastly we consider the condition that we have k& accumulated packets at the end of the
transmission period. If the duration of the transmission period is 1+a +)y, those packets
which arrive during 1+ y are buffered. So the probability of having k packets in the transmis-
sion period of duration 1+a +y is given by g, (1+y), where

2() A m (1 - =)k =0 (M=B) k=12, M (2.66)

By similar unconditioning, we have the probability p,. that the next subperiod begins with k
packets:

o = 8D + [ 5, (149) 4 f (i) 267

“where f(y;n) is given by Eq.(2.63). (We have here assumed that g, (1+y) is independent of

n, the number of nonempty users at the beginning of the transmission period. This is based on
the same assumption as that stated after Eq.(2.31).)

Now we are in a position to write down a system of equations for { B, } and { U, }. By
renewal considerations, they are given by
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B, = E[RmI+1+a+E[Y(pl+Y Bupw  nm12,M (2.68) !

k=1 4

and -
| !

Un =YW + f Ukpnk n= 1.2,'".M (2.69) ::

k=l )

s v
aatvalnaTa

¥ .

where E[R(nw]), E[ Y], ¥ and py are given by Eqs.(2.59), (2.65), (2.64) and (2.67),

respectively. Thus all we have to do to compute the throughput is to use the solution B} and i
U, to Eqs.(2.68) and (2.69) in Eq.(2.55). .,
: In Figure 2.8, we plot the throughput of unslotted A-persistent CSMA for a =0.01 and 1
M =10 in terms of the total offered traffic rate G=gM. (Note thet here, the scale of G is 3
different from Figures 2.4, 2.5, 2.6 and 2.9.) For small A, a long transmission delay R 1

suppresses the start of actual transmission too much for small G, thus causing a reduced
throughput. When A is increased, so is the probability of collision. The maximum throughput
is achieved on the balance of idle period, transmission delay and probability of collision. The
smaller 4 is, the larger the optimal G is.

2.2.6 Unslotted 1-Persistent CSMA

|

[ In the case of 1-persistent CSMA ( 4 =o0), all the packets accumulated by the end of a

* transmission period are started immediately at the beginning of the next subperiod. Therefore

! the duration of transmission delay R is always zero, and the fact used in Section 2.2.5 that each

i transmission period is initiated by one user is not valid. However a similar analysis is possible, T
! and the channel throughput can still be calculated by using the solutions to Eqs.(2.68) and

’ (2.69), where the following replacement is made:

E| R(n)] -0, Y = 8y e~ (M=1) (2.70)

(8,1=1if n =1, and =0 otherwise)

ElYpl =a~ [ (1—e®+e M-y 2.71)

Puc = & (e e M=1 4 (M—_p)g ~‘::g,,(l+y)e‘*"(1—e‘"+e“"')"“""dy (2.72)

In the limit M —oc with G=gM held at a finite value, E[Y(,] and py become
independent of n as

- 1—¢ 96
Vma-—(— @.73)
k
o = ‘G“*"’{ T H), (a+a*-1+E} k=012 2.74)
Thus we have ,
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1 = l+a+¥ -+ 1 = P
o Be-——"—— J=—; U=e+—eC (2.75)
: i Po G Po
34
. Then we recover the result in {Toba74,Klei75b] for an infinite population model: .
. Ge~ 120 [ 4 G +4G (1 + G + aG/2
0 s - e sy @76
w G(14+2a)—(1—-e"%) 4 (1+aCG) e a .
. The values of in Eq.(2.76) when a =0.01 are plotted in Figure 2.8 with a labei A = o,
5
S 2.2.7 Unslotted Persistent CSMA with Collision Detection
ot
A%
e CSMA with collision detection can be treated similarly. Let the collision detection in
-*. an unslotted system be such that the duration of an unsuccessful transmission is b+a + Y7,
3 where Y, is the transmission start time of the first colliding packet. (Unlike CSMA without col-
‘ﬂ lision detection, note here that it is the first colliding packet that stops the transmission of the
»4 leading packet which L.agers till the last moment.) The distribution of transmission delay R
and the probability of success in a subperiod given that N(0) = n are the same as before; they
are given by Eqs.(2.57)-(2.59) and Eq.(2.64), respectively. An illustration of channel state is
; given in Figure 2.7(b).
B
'j Let us find the probability of the event { Y, >y} conditioned on the event { R = x,
k)

| N(x)=n+m, N@O) ~nr) anc :hat the transmission is unsuccessful. This event occurs when
each of n+m—1 nonempty users does not start transmission before y with probability
e~lintm=1) " and when the time of transmission start following an arrival at each of M—n—m

1 empty users is after y with probability (ke™® —ge~")/(h—g) (calculated similar to Eq.(2.60)). :
. Since cach user behaves independently during 0 < y < a, we have

|

': Prob [ Y, > y| collision, R = x, N(x) =n+m, N(0) = n]
i . e—hv(nﬂn—l)l M]M-n—m - e—ln(n+m—l)‘ M]M—n-m

h-g h-g leXi))
N ) — eatosm-bf L“";ﬂ]u.._m

: h=s

. Unconditioning £q.(2.77) on R and N(R) (by using Eq.(2.57)) and taking the average, we get
K a

b NHin) &y — ay@

@ E[ Y} & ELY,]collision, N(0O) = n] = j:’ i (2.78)
fi ~ Y

f

{4 where v, is given by Eq.(2.64), and

r he ™ —ge™™

’ Lilyin) AProb[Y,>y| NV =n) = e“"’""‘”( —eT_i"——]"—" (2.79)
!

,3 Note also y(,) = fy(a;n).
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The probability that a successful subp=riod begun with » nonempty users ends up with
k nonempry users is obviously given by

P = g (1) (2.80)

where g,(y) is defined in Eq.(2.66). In the case of an unsuccessful transmission, since the
packets are accumulated over the duration b + Y), the corresponding probability is given by

pi = 1_"7‘( ) J a6+ 4110w (2.81)

We are now able to write a system of equations for { L, ). By renewal consideration as
in Section 2.2.4, we have

M M
Bn - E[R(n)] + V(n){]+a+z kan(kﬂl + (l—y(n)”b+a +E( Yl(n)]+2 kan(kc)}
k=1 k=t (2.82)

which may be rewritten as

B, =E[RunI+ym+ -yl +0)+J:,'f|(y:n)d? + f Pu Bx
k=

ne=12--M (2.83)

where

a
P & ympl + 1 —yw) p& = yimar(l) - _]:, & (b+y) d, /1 (yin) (2.84)
is the probability that the next subperiod begins with k packets. Similarly, for { U, ) we have

M
U=y + X P Uk n=12,M (2.85)
k=]

Thus, by solving Eq.(2.83) for { 8, and Eq.(2.85) for { U, }, we can find B, and U, which are
to be used in Eq.(2.55) to compute S.

Figure 2.9 shows the tliroughput of unsiotted h-persistent CSMA with collision detec-
tion for some combinations of » and & in the case of a=0.01 and M=10. Here the
throughput values appear to depend littie on &, particularly for large values of # unless b is
close to a. The reason for this is explained below by using the explicit expressions for B and
U for an infinite population model of 1-persistent CSMA.

In unslotted 1-persistent CSMA wiih collision detection, the system of equations for
{B,) end { U, ]} is given by

M
—'T,W] + Y pmBi (2.86)

- p—Ra(M—n) — p—ta(M—n) +a+ 1
B,=¢ +(l-e 1lb+a 2O z

v e e .
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M
Uy = 8,1672M D + Y p, Uy n=12,M (2.87)
k=1
where
P = & (e mM=-0 4 (M—p)g j;"gk(b+y)e‘”‘“""dv (2.88)

In the limit M — oo with G = gM fixed at a finite value, p,, becomes independent of n
and we obtain explicitly

po = e~ G(1+a) 4 ¢-8G (] — ¢~2C) /2 (2.89)
o (-Gt ~s6r (8 L1 1,26y _ 8 26
P = Ge 2 + Ge .(2+4G)(1 g~1eC) 5 € ] (2.90)
Bi= Ll +(1—eO)(b+a+1)] 2.91)
. po G
Po. _.G
U|*(1+-I’T)e (2.92)

Substituting these expressions as well as gM = G into Eq.(2.55), we obtain

G(1+G) e~611130) 4 G~ G+ [ (bG/2+%) (1—e26) — aGe™2%/2]
e~ 01+ 4 Ge~C + (1—e ) [1+(b+a) G] + -9 (1—e7249)/2

S = (2.93)

Figure 2.10 plots S in Eq.(2.93) in the case of a=0.01. As in Figure 2.9, S depends
little on b unless » is small. This comes from the following behavior of B, end U, as G
changes. When G is sma!l we are likely to have successful transmissions, so that tie effects of
collision detection zre nominal. When G gets large and tne coilision detection becomes
effective, the increase in the number of subperiods in a busy period (as e*® in 1/5y) outweighs
the decreuse in the duvation of each subperiod (linear in b). As e result, the duration of the
whole busy petiod grows rapidly (as be®C), while the growth in the number of successful
transmissions in a busy period levels off and then decreases due to increased collisiors. Thus
the collision detection feature seems ineifective in these cases.

On the other hand, if & is very small the double peaks in Figure 2.10 are striking. As
G increases, the first peak (near G =1) corresponds to the point of halance between the dura-
tions of the idle period and the busy period which is most likely to contain one transmission
period which is successful. The second peak (whose position and height depend on b)
corresponds to the point of maximum number of successful transmissions per unii length of a
busy period (the idle period has little eifect here becauze of large Gy. The smaller b is, the
faster the unsuccesaful transmission pericds are ended. Thic is why a smaller b brings about 2
largar throughput for a given value of G in this region. Furthermore, the optimal G which
meximizec the throughput (in this region) is larger for smalier values of & since then more
transniissions can be started for the same duration of the busy period.
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2.3 Conclusion S

In this chapter, we have given the throughput analysis for pure ALOHA and slotted ::j

* and unslotted persistent CSMA. Together with our study in Chapter 3 on the output processes -
for slotted ALOHA and slotted and unslotted nonpersistent CSMA (and their variations), we %

. have clarified the underlying stochastic structures for a broad class of random channel-access u
protocols for finite and infinite populations of users. Due to the assumption of exponéntially or :1

geometrically distributed idle periods, the intervals between two successive epochs at which the 1;‘

system enters the idle period are independent and identically distributed. Therefore, the system é

state can be modeled as a regenerative process. Furthermore, in ALOHA and nonpersistent ‘*‘

CSMA, since there is at most one successful transmission in a regenerative cycle, the packet -~
interdeparture times (i.e., the intervals between two successive successful transmissions) are
also independent and identically distributed. In persistent CSMA which we have studied in this
chapter, they are generally neither independent nor identically distributed. However, through
renewal arguments, we can still calculate the channel throughput as we have shown here. We
expect that this chapter along with Chapter 3 provides a unified treatment of the throughput
analysis for the traditional ALOHA and CSMA.

IS i SIS

B ok a0 DIk oo 1 vt
c A8 AL

Two major assumptions we have adopted in this chapter are (i) the packet interarrival
times at each user are independent and identically (exponentially or geometrically) distributed,
and (i) (in persistent CSMA) the number of packets accumulated at the end of a transmission
period is simply the number of arrivals during that transmission period in disregard of the pack-
ets which were already buffered at the beginning of the transmission period (they are dis-
carded). The assumption (i) is essential in making analysis tractable in virtue of the memory-
less property. The assumption (ii) was used to be consistent with the previous treatment in
{T'oba74,K1ei75b] (in fact, in Eq.(2.46), we have derived one of the previous results as a special
case). One of the advantages drawn from this assumption is that, in the analysis of slotted per-
sistent CSMA (Section 2.2.3) the subperiods B'", j > 2, are statistically independent and ident-
ical, and this fact brings about the closed-form expression for throughput as Eq.(2.43). Instead
of (i) above, we could have assumed that all the accumulated packets are kept in the buffer
until they are successfully transmitted. Then, the number of packets accumulated during a X
transmission period would depend on the number of packets buffered at the beginning of the
transmission period. We note that the throughput analysis of (slotted and unslotted) CSMA
based on the latter assumption is still possible; we then only would have a system of linear [
equations for { B,) and { U, } (see Section 2.2.5 for their definition) like Egs.(2.68) and (2.69).
Thus, the assumption (i) is not essential for the tractability of analysis.

Since the major purpose of the present chapter is to explore the throughput analysis
techniques for finite population models, we have not gone into the area of optimization (with
respect to G and 4 ) or the comparison of optimized throughput values (capacities) among pro-
tocols. These subjects as well as possible ramification of models (e.g., the above-mentioned
alternative assumption to (ii)) remain to be elaborated.
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CHAPTER 3
Output Processes in Contention Packet Broadcasting Systems

The processes consisting of the packet interdeparture times in contention-type packet
broadcasting systems are studied. The channel access protocols considered include siotted and
unslotted ALOHA and carrier-sense-multiple-access (CSMA) with collision detection or with
delay capture effect. Through analysis of the channel activity cycle, the distribution, mean and
coeffi.ient of variation of the packet interdeparture times are explicitly derived. Taking the
reciprocal of the mean intergeparture time, we obtain the channel throughput. Cases with dis-
similar users are also considered. Application of the present results to the packet queueing
processes is given in Chapter 5.

3.1 Introduction

This chapter presents an analysis of packet interdeparture times (i.e., intervals between
two consecutive successful transmissions) for a number of channel access protocols encoun-
tered in packet broadcasting communication systems such as packet radio networks and local-
area computer networks. Specifically, we are interested in the average X and the coefficient of
variation C2= Var[X]/X? of the packet interdeparture time X for given protocols. Throughout
the chapter we assume the constant packet transmission time to be 1 as the unit of time. Then,
S=1/X ig equivalent to the chennel throughput which can alternatively be obtained as the ratio
of the average time that the channel is used for successful transmission in a cycle of channel
usage to the average cycle duration. Our approach is to calculate X and C? from the distribu-

tion of X. We also make the heavy-traffic assumption that all users contain packets all the
time.

The chanael access protocols we consider here include:
a. pure ALOHA [Abra70]
b. slotted ALOHA [Robe72]
c. slotted carrier-sense-multiple-access (CSMA) [Toba74,Klei75b]
d. slotted CSMA with collision detection (CSMA/CD) [Toba80d]
e. unslotted CSMA [Toba74,Klei75b]

f. unslotted CSMA with collision detection
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8 unslotted CSMA with delay capture

(Each protocol model is described individua'ly below.) In all models, we assume the memory-

. less property that whenever a user experiences an idle (non-transmitting) period he renews his
Y action independently of the past happenings. Then we can find the distribution of X explicitly {
. for ali of the above-listed protocols. Unfortunately, we could not obtain the distribution of X |

for a finite population of pure ALOHA users. The reason for this clumsiness is that we were
unable to derive the distribution of the duration of an unsuccessful transmission period for cure
ALOHA. (We identify this duration with the busy period in a queueing system with a finite
input population, constant service time and an infinite number of se:vers.)

We may assume that each user has a different value for its transmission parameter such :
as the probabdility of starting transmission in a slot. Such a case occurs, for example, in the
priority-based ordering of users, or the adaptive self-adjustment of parameter values according
to the imposed load.

Using the mean and variance of the packet interdeparture times from the system, we
can get the average and variance of the number of successful transmissions in a given long
interval. Furthermore, we can relate these system-wide guantities to the means and covariances
of the numbers of successful transmissions from the individva' users. They can then be used
to determine the coefficients in the diffusion process approximation to the user’s queue length
distribution (see Chapter 5).

As related work, we note Tobagi’s analysis of packet interdeparture time based on the
‘linear feedback model’ of slotted ALOHA and slotted CSMA [Toba82al. For pure ALOHA,
. Ferguson [Ferg?7a) gives an approximation to the packet interdeparture time for a randomly
selected user.

A

3.2 The Number of Successful Transmissions

Let {X™: p=1,2,) be a sequence of packet interdeparture times (from the entire
system) beginning at the end of an arbitrarily chosen successtul {:ansmission (let this instant be . !
the time origin ¢+ = 0.) They are assumed to be independent and identically distributed; their ‘
generic representation is X. Then )

S o Y 4 x@ 4 .. 4 xw n=12 (3.1)

defines the time at which the nth successful transmission completes. By definition,
{S®: pa12.}is a renewal process; see, for example, [Kari75]. For time ¢ > 0, let D(¢)
be the number of successful transmissions completed during an interval [0,7]:
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1

, :
l | &
9 D() =max{n; S™ <t} / (3.2
; Now renewal theory tells us
10 N R 712 110)) =

plLT., { X’ .ILT» t (3.3) *

Thus the asymptotic behavior of D{?) and Var[D ()] can be obtajned from X and Var[X].

Next, let us assume that M < oo is the number of usery in the system whose transmis- _:

sion parameters are not necessarily identical. They are indexed as 1,2,--,M. Let D;(¢) be the E

number of successful transmissions completed by user / during [0,¢] (i=1,2,-- M). Let q; be g

the probability that a successful transmission is achieved by user i; 3 ¥, ¢, = 1. In the case Ij}

where all users have the same parameter value, we have ¢; = 1/M. Then it can be readily :

! shown (see Appendix A) that the means and covariances of [D;(1), Dy(1), -, Dp(1)] are

R
given by a
D,zt; a= q,th; s E:‘
COV[D,'(').D_,'(‘)] = q:49; { Var[D(I)] _Ditj} + 6,;,q,- Dit; i,j= 1,2,"‘,M (3.4)
where
1 j-=j
%=1 0 i)

We note that the dependence of D;(¢) and D;(¢) (i=;) comes from the fact that when user i/
is sucvessful user j is not and vice versa. Therefore, by use of Eqs.(3.3) and (3.4), we can
obtain the asymptotic behavior of the numbers of successful transmissions by individual users.

We remark that if { X("’; n=1,2,--} is a sequence of packet interdeparture times from
user i (i=1.2,--,M) beginning at r = 0 (which can be the completion time of some other
user), then {S!”: n=1,2,-} where S = XV + X@ + ... + X® (p=1,2,--), is a delayed
renewal process, i.e., the distribution of X" is not identical to those of X/, X®, .- which are
identical and generically denoted by X;. However, for D,(t) = max{n; §™ < 1}, we still
have the asymptotes

X0 1 VarlD;(»] VarlX)) )
,l—."l ; -7,-‘ lim - - E =12, M 3.9)

Substituting Eqs.(3.3) and (3.5) into Eq.(3.4) for i =, we get the relationship
S,' L4 q,S B 1- C','2 - q,(l - CZ) i—1,2,~--,M (3.6)

where C;2= Var[X,j/X;?, and S, = 1/X, is the throughput of user i. In the case of identical
users { g; ~ 1/M), Eq.(3.6) reduces to

S=MS, ; 1-C?=M(1-C?) i=12, M 3.7

We note that Eqs.(3.6) and (3.7) can also be derived by considering random splitting of a non-
Poisson stream as shown in [Sevc77] for the case of two-way splitting, and in [Kueh?79]
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generally.

Except for the case of slotted ALOHA, it is very difficuit to evaluate C;? by considering
the individual output process for user /. Therefore, we discuss the packet interdeparture times
{-om the entire system to find X and Var{X]. We also note for nerfect scheduling or for an
M/D/1 queueing system that we have X =1 so that X = 1 and C? = 0. Then from Eq.(3.6),
we have X, = 1/¢; and C;2 = 1 —g,. In this case the distribution of X, is geometric as well as
X.

3.3 Output Processes for Identical Users

In this section, we consider the packet interdeparture time X for a population of users
with identical transmission paramcters. Before looking at the individual protocol cases, let us
discuss the distribution of X in a unified manner. To dc¢ so, we define the transmission period
in channel as the state where at lcast one user is transmitting or any transmission is being
sensed. Also, the channel idle period is defined as the state where no users are transmitting or
no transmissions are being sensed. Thus, the channel state alternates between the transmission
and idle periods. (There can be two consecutive transmission periods with an idle period of
duration 0 between them.) Now, let K be the number of transmission periods included in X of
which the last one is the only successful transmission. Let /¥’ and F®) be the durations of the
kth idle period and Ath unsuccessful transmission period, respectively, and T be the duration
of the successful transmission period. Then, we have

K-1
X =S (/W4 FO] 44T (3.8
k=1

Since we have assumed the memoryless property in protocol, the beginning of each idle
period is a system renewal point (i.e., the behavior of the system after that point does not
depend on what happened before that point). Therefore, {/(*; k=1,2,.-} are independent
and identically distributed random variables whether users are identical or not; let / be a gen-
eric representation of the /(’s. For the same reason, the sequence of { F*; k=12, }, con-
sisting of FX following /', are independent variabies. Furthermore, in a system of users
with identical transmission parameters, they are also identically distributed because each of
them does not depend upon who has initiated the transmission period. So, let F be the generic
representation of the F'*s,  Thus, a sequence of renewal cycle durations
(1 4 F® . g =].2,.-} are independent and identically distributed as / + F. Also, I + T
is independent of the previous cycles and is distributed as / + 7. By these arguments, we can
compute the mean and variance of X directly as

X=(K-D)((T+F)+T1T+T,
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.
Var{X) = (K~1) Varll +F1+(T+F)*Var[K) + Var[1 +T]
= K Var[N+(E =1) Var[F1 + Var [T} + (T +F)? Var K] (3.9
where we have assumed that F*) and T are independent of /¥, E
C
If we denote by 7°(s), F*(s) and T"(s) the Laplace transforms of the pdf’s for /, F and i
T. respectively, and denote by K°(z) the z-transform of the distribution of K, then under the ';
same assumptions the Laplace transtorm of the pdf for X, X"(s), is given by e
= "
X(8) = Y (IS F (NI ()T ()] -Prob [ K = k] K
k=1 \1
or :::
T"(s) 3

X'(s) = === K*[I(s) F*(s)] (3.10)

F(s)
g Now, let y be the probability of a successful transmission once it has been started by

breaking the channel idle period (y is a protocol-dependent function of M and other system
parameters). Then, clearly, K has a geometric distribution

h Pmb[K-k]-(l—‘y)k_i‘)l k-l'zv'"

.. - !z )
, k() 1= z(1-9) T

=L .  ve-132 Gan
Y Y

From Eqgs.(3.10) and (3.11), we obtain the fundamental relationship

vy T(s)

1 __a-
7 (A=) F(s)

X(s) = (3.12)

Therefore, giver: a protocol, X and C? can be computed by Egs.(3.9) and (3.11) if we
obtain y and the means and variances of /. F and T depending on the protocol. Also, by
Eq.(3.12), X*(s) can be obtained from y and the distributions of /, F and T.

3.3.1 Slotted ALOHA

Let us begin our study with slotted ALOHA where the slot size is unity (i.e., the con-
stant packet transmission time). For an illustration of the packet interdeparture time, see Fig-
ure 3.1(a). Let each >f M users transmit in any slot with probability p independently of all
others. The condition for a successful transmission once it is transmiited is that there be no
other simultarieous transmissions. Thus we have -
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B y=U/(1-E) @.13)
§ where i
N - UmpM(1-p)¥' . E=(1-p¥ (3.14) |
§ . The idle period is geometrically distributed as
5 Pmb[l-n]-E"(l—E) n=01,2,-
3
) , —E
s I'(s) =k |
§§ .
. T E . - E :
~ We have the constant transmission periods: ‘
FmTm]l or F(s)=T(s) =me* (3.16)
Thus, from Eqs.(3.9), (3.11) and (3.12), we get
. e U
X =T =a-n
S=U; Cl=1-U 3.1
We note that this result could be obtained directly from the geometric distribution of X:
\ Prob[X=n]l=(1-U)"'U Am=12,. (3.18)
1 For M — oo while holding G = pM at a fixed finite value, we have U — G e~ to get
S=Ge%; C'=1-Ge¢ (3.19)

‘The equation for C? is a new resultt For G =1 which maximizes S, we have
S=1/e=03679and C? = 1—1/e = 0.6321.

3.3.2 Pure ALOHA (Infinite Population)

For pure (or unslotted) ALOHA where all packets have the same length 1, we can
analytically obtain the distribution of X (and C? only for an infinite population of users who
collectively form a Poisson source of packet transmissions. (The throughput can be analytically
obtained for a finite number of nonidentical users.) This is due to the difficulty in finding the

§
B
L
v
¥
.
v
3
5 distribution of F for a finite population of users.

i

Bl R i




T

PO A

A
N.\

A AT R A 20N A

TR YR YR
.-

N

R g oM 0%

TN = Tw TTm
PRI M

LPE MR N A T P e

»y

A Nat Aty

AN S

w‘l‘l“&il EETRYXLTEIC TG
i)
N

X sewy) einpuiedopioju) j19nded L'C 0inBi4

UOIIONIRP UOKSIIIOD YUM YWSD POBOIS (4)

JNILL

VYHOTV penioss (3)

$8330NS . NOISIT702 I

INIL

$S3IITNS

Vzz @ 2

T

X— >

58

- - .
UL TN I I
o . -

el
D}

P
. e,
- ‘.
.

-~
LY

Rl - a™
UL TV S X

[y
~L.ﬂ -

“ .
e
P

I NG
=, . T .
Ky - "‘, -‘- AR
-b . -n - .' .‘.-“-\
- Sala'e s a’an"a"




A wel

hn Wi e e

e it B ‘B
Dl

LA N B

.y WLW] W ¥ W
QAT NS

"
At IS,

AR

-y W
IR PN

~
S .

vt

_...
v
%
»
W
[
¥
"
»}
<
»
4
'
3

D N A

ew B WY e . T L A 6= C L ae a4

¥ sewn) sinyedepioiul jeRded ¢ einbid mu
UORJAIP UOIHICD PR YNSD PeNlosun) (P) ,...__“.....H.‘ K

NN
SEPE
LR Sty

—— 0+ —Ilv_f.s _+.+..+§>.v_0§_"O.t_:_;ﬁ_‘_:_ -

59

L o 7 L
—_—] t f—— | —
~ X -
VYINSD peniopuf] (3)
T ++|.+_+.«.>IC_A|.~._\'T-+F+E>IV_1=1.U

—e B f— | —




Let us consider an infinite population of users from which packets are transmitted such

th+- the interarrival tin.~3 are independent and exponentially (identically) distributed with mean
1/G; see Figure 3.2(a). Then, from its memoryless property, the channel idle time is
exponentially distributed in the same way:

=]—¢-G CP(s) = -G
ProblI<yl=1—e% y20: I(s) Gt

: Varlll = - (3.20)

GZ

I =

Q)=

The probability of a successful transmission of an idle-period-breaking packet is given by

y = e—G (3.21)

i.e., the probability of no .ther transmissions during its entire transmission period T = 1
(T°(s) = e~*). The duration of an unsuccessful transmission period F (see Figure 3.2(b)) is
analyzed in Appendix B where we derive

G e—(s+G) - e—(s+G)]

F(s) = = R
() (1-e %) [s+Ge s+
= G_1-Ge© e 2¢¢ e ¢
F=2£% — © VarlF} = - - - 3.22
G(1—¢9) arlfl = oy~ TG T 1= ) 3.2
Substituting Egs.(3.20)-(3.22) into Eqs.(3.9), (2.11) and (3.12), we get
) G e—(s+G) [ s+ G e—(s+G)]
X'(s) = — ~(+0) 2,-20:+G) °
s2+ sGl{l1+e 6t ]+ Gl
S=Ger 2, Cl=1+2e%-2e6—-4Ge% (3.23)

We note that the result for C? is new while the expression for S is given in [Abra70]. For
G = ', which maximizes S, we have 5 = 1/(2¢) = 0.1839 and C? = 0.7415. In Figure 3.2(c),
we show the pdf for X obtained by the numerical inversion (using a formula in [Dubn68]) of
X*(s) in Eq.(3.23) with G ='4. It appears to decrease monotonically from a peak near X = |,

However the rate of decrease is smaller than that of the probability mass for slotted ALOHA in
Eq.(3.19) with G=1.

3.3.3 Slotted CSMA and CSMA with Collision Detection

We now proceed to analy~e slotted CSMA where the slot size is equal to a, the ratio of
the sigiial propagation delay to th2 »acket transmission time. We consider CSMA/CD such that
an unsuccessful transmission periud lasts & + a, where a £ b < 1; X is illustrated in Figure
3.1(b). Thus the case b = 1 corresponds to CSMA without collision detection.
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Let each of M users start to transmit (after sensing any idle slot) with probability p
independently of all others. Such a transmission is successful if none of other users have
started transmissicn at the same time. (After the first slot of transmission period, no other
users siart transmission because they sense the channel busy.) Thus, we have the expression
for v as in Eqs.(3.13) and (3.14). The channel idle period is geometrically distributed as

Prob[I=na) = E"(1 - E) n=0,1,2,-

1-E

I'(s) = 1T-e*E (3.24)
The transmission periods are of constant length:
T=1+a ; F=b+a
or
T°(s) = 2140 . F(5) = g~3(b+a) (3.25)
Substituting Eqs.(3.13), (3.24) and (3.25) into Eqs.(3.9) and (3.11), we get
S = U
atU+b/1-U-E) "’
Var(X] = [a+b(ul2_E)]2 + sz—[(]b+a)2 (3.26)
where U and E are given by Eq.(3.14). From Eq.(3.12), we also get
—s(l1+a)
X6 = =g —Uef“""’ (1-U—E)
from which we have
Prob[X=1+a+na+k(b+a)] = U‘ ”Zkl E"(1-U-E)* n.k ~-0,1,2,---(3 -

The implication of Eq.(3.27) should be clear since n and k are the numbers of idle slots and
unsuccessful transmission periods, respectively, experienced until the time of a successful
transmission.

We may note that the value of p which maximizes S can be obtained as a solution to
the equation
(a+b)(1—pM)=b(1—p)M (3.28)

which was derived by Molle [Moli81] in his study of the ‘local optimality® condition. It can be
proved that with the value of p determined by Eq.(3.28), we have C? < 1. In the case of
CSMA without collision detection (b = 1), we have

e U . oy Qta)-E .
S i T2"F" Cl=1 U(l+a—E)2 (3.29)
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The channel thrcughput S in Eq.(3.26) in the limit M —oo with G fixed such that |
aG = pM .

aG e™%¢

S = 3.30
a+aGe C+p(1-aG e 6 — e 9C) (3.30)

has been obtained in [Toba80d]. The result for the case of no collision detection ( b=1) was |
given incorrectly in [Toba74] and was corrected in [Klei75b). (The plot in [Klei75b], however, s
was for the result in [Toba74]; the corrected plot was given by Molle [Moli81].)

3.3.4 Unslotted CSMA

We next consider three variants of unslotted CSMA where the propagation delay is
again denoted by a. Let us begin with the basic unslotted nonpersistent CSMA (without colli-
sion detection and without capture effect); for an.illustration of X, see Figure 3.1(c). We
assume that each of M users schedules his next transmission at an exponentially distributed
time after he has sensed the channel idle. Let 1/g be the mean of this exponential distribution.

Since the channel idle time / is the minimum of all user’s scheduling delays, its distribution is
given by

Prob[I<y] =1—e"M¥ y20
] =

1 (3.31)

Var(l] = W . )

1
7
A transmission started by breaking the channel idle period is successful if none of other

users start transmission within time a. Therefore, the probability of its success is given by

y = e~%a(M-D (3.32)

The duration of a successful transmission period is constant:

Pl o

. T=1+a (3.33)
W

,.:;: while that of an unsuccessful transmission period is expressed as

SN

by F=1+a+Y (3.34)

p

where Y is the transmission starting time of the last colliding packet. The distribution of Y can
be calculated to yield

( 1—e 4o % )M—I - e—-.za(M—-l)

!

i
oe l
.
S
[
:

o
o~
Lﬁq
.m_. ’
i
v'..

.

i Prob [ Y < y | collision] = =Y 0<y<a (335
; where the factor (1~e~% +¢7%) accounts for the probability that each of the M —1 users
(who behave independently until time a) either starts transmission within y or does not until
;-.:::1: a. From Eq.(3.35) Y and Var[Y] are numerically evaluated.
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Using Eqs.(3.31)-(3.35) in Eqs.(3.9) and (3.11), we have the channel throughput of ' ,:3

unslotted CSMA as .;i

iy

e—ga(M—l) L

. °" L+1+2a—f’!(1—-e""""+e""')""'dv 039 A
aM 0 ’

P
CFS e

We leave out the complicated expression for C2.

" .
¥

For M — oo with G fixed at G = gM, since (1—e™® +¢7 )M = [1 - g(a—y)I1¥!
= ¢~G@-¥ Eq.(3.36) reduces to
- Ge %
G(14+2a) + e
given in [Toba74,Klei75bl. In this limit, the distribution and variance of X are given by

G (s —_ G) e—.t(|+¢)-—¢G ‘
(s +G)(s— G) — Gle~9G-s(1+a) ] — p—(s—Gla] °*

S

3.37

X'(s) =

P % A LrSIcVOUA PR Y PR

e  (1+24)? 1+42a
e-,a + 8_2"6 - e._,a (3.38)

72—
Var[X] = G

Here we may note that as G — 0, we have S = G and Var[X] = 1/G?so that C? = 1.

3.3.5 Unslotted CSMA with Collision Detection

. The case of unslotted CSMA with collision detection can be treated similarly except for
the duration of an unsuccessful transmission period which is now expressed as
F=b+a+Y, . (3.39)

where & is the time required for an idle-period-breaking user to abort its transmission after the
the first colliding packet has started transmission, and Y, is the time offset of the first colliding
transmission; see Figure 3.3 for the channel timing chart (adapted from [Toba80d] for the
unslotted system) and see Figure 3.1(d) for the packet interdeparture process. We assume that
a £b<1,; the case b=1 in unslotted system is not equivalent to the one without collision
detection. (Our proposition for the duration of F given in Eq.(3.39) differs from that by Molle
(Moli81] who used F=b+a+Y where Y is the transmission start time of the last colliding
packet. As shown in Figure 3.3, it is the first colliding packet that stops the transmission of the
leading packet lingering till the last; other transmissions have been aborted before by detecting
the leading packet. Thus, Eq.(3.39) seems more reasonable although the difference is of order

a.) The distribution of Y is given by :

-~ -gv{M-1) __ "1

Prob[Y1> y|collision] = =———~L  0<y<a R

. 4 g
5

N

' 3
R
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L7 1 ay 1 aty :
V)= - . Var[V] = - 3.40 -
where v is given in Eq.(3.32). :
. y
)
Substituting Egs.(3.31)-(3.33), (3.39) and (3.40) into Eqs.(3.9), (3.11) and (3.12), we y
get . :;
~ga(M—1)—s(1+a)
X(s) = € , .
.ﬂLM — g(M-1) e—s(b+a), 1— e-ls+x(M—l)]¢ i~
M s+e(M-1) "
s p—ra(M-D) J
- _l__+e~-.¢a(M-l)+[b+a+___1___][l_e—-ga(M-l)] ’
M g(M-1)
1 1 1 o2 l—y
Ve -+ (—-1) VarlY|| + (—+b+a+Y) 341
ar(X) M) ( ” ) Var[Y,]+( oM a+Y) " (3.41)

The value of g which maximizes S in Eq.(3.41) is given as a solution to the equation

QM-Dl1 —ga(M-1)] = (1+ %)(ga)’M(M—l)2+Me“‘(“'"

For M ~— o with G fixed at G = gM, we have

G(G+6) e—-aG—s(H»a)
(s+ G)Z_ G? e—s(b+a) [1- e—(s+G)a ]

X'(s) =

Ge %
24(G-1e %+ (b+a) G(1—-e )
The optimal G for Eq.(3.42) is similarly determined by

S (3.42)

T e T A A A R W e W T A A X AL P LY S N T ST e TR

2(1-aG) = (1 +-£—)(aG,)2+e"‘G N

We note in this limit that ¥, = a — ¥ and Var[Y,] = Var[Y] for Y in Eq.(3.35). '
A

-

A

3.3.6 Unslotted CSMA with Delay Capture Ej
Lastly, we consider unslotted CSMA with delay capture effect. Delay capiure (available ﬂ

with spread spectrum modulation) is the capability of a receiver to successfully receive an idle- IL
period-breaking packet even through most part of it arrives at the receiver overiapped in time u
by other packets [Davi80l. In this case, the distribution of the channel idle time is still given ’
by Eq.(3.31). However, a transmission started by breaking the channel idle period is successful 1
if none of other users start transmission within time ¢ (< a). (The case ¢ = a is equivalent 3
to CSMA without delay capture while the case ¢ = 0 may be called perfect capture.) Therefore, :'.:
the probability of success for an idle-period-breaking packet is given by . ?
::‘

)
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y = e~Sc(M-1) (3.43)

Note that the duration of a successful transmission period T is variable due to those
transmissions which may occur after time ¢ but before time a; see Figure 3.4(a). If Y,
denotes the transmission start time of the last overlapping packet in a successful transmission
period, we have

T=14+a+Y, (3.44)

where Y, is distributed as

I F IV A P S ALET L

e-—.&'(a—c)(M—l) 0 < y g c

Prob [ Y, sy] - [1- e~ flv=c +e—g(a-t)]M—l c<y<a (3.45)

-y
P

The duration of an unsuccessful transmission period F (see Figure 3.4(b)) is similarly
expressed as

F=1+a+Y, (3.46)

where Y. is the transmission start time of the last colliding packet, and is distributed as

| R TRTR. 28 1)

( |—e 4ot )M-l - e—-ga(M—-l)
1 -y
(l—e W 4o )M~l —(e =g 4ot )M-l
1 —v

Prob[Y. <yl =

Eqs.(3.45) and (3.47) are derived in Appendix C.

From Eqgs.(3.44)-(3.47), we can evaluaie 7, Var[T), F and Var[F] numerically, and
then through Eqs.(3.9) and (3.11) we can get X and Var(X). In particular, we have

e—gc(M—l)

.
™

§= (3.48)

_‘_ —_ g Y ~gc Y M1
gM+l+2a j;(l eX e e )M-1g,
We note that the denominator in Eq.(3.48) is the same as that in Eq.(3.36) for unslotted
CSMA without delay capture. This is because the presence of the capture phenomenon does
not affect the channel cycle; it only changes the probability of successful transmission from
o @M=D 40 o-ec(M~-1)

For M — oo with G fixed at G = gM, Eq.(3.48) becomes
G e—-t‘G

S= 3.49
G(1+42a)+e™ ¢ (3.49)

The optimal G which maximizes S in Eq.(3.49) is given as a solution to the equation
cG¥(1+2a) =[1+(a—c)Gle *C (3.50)

The distribution and the variance of X are given by

RIAN ] 5 BV VIS oW RV RN L % Lot F NS

Al

E

.~A&AM-.¢-Q- PR PR ‘_-'_J



R
’
!n

W ¥

Tal s

Dy 7 CAFINWIVAEE ¥ S
-. .
A

PR R AP SN e el el W O P e e A T T M A S T AT G TS A LT TR ST IR R A I g R D 3

Ge 0t {5 G[l— e (1 - e~e-)-@)])
(s+G) (s—G)—G2e—9G—s(1+a) {l_e—a(s—GL ,e—sc“_e-(a_.c)(,_a)” ’

X'(s) =

2e-C—¢"20  (14+2a)? 1+2a _ 2(ge”C—ce%) , &7
VarlX] = Gle-2C + e~2G oG 226 ( G +1+2a)
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3.3.7 Discussions of the Numerical Results

In Figure 3.5(a), we plot the throughput values for the protocols we have studied when
they are maximized by optimizing the transmission parameters (e.g., » and g). The results
shown are for the limit M — oo while holding pM or gM at a fixed finite value. (The curves
for CSMA/CD are for the ideal case: b=a.) For proper comparison between ALOHA and
CSMA in an environment of non-zero propagation delay (4 > 0), we have uniformly assumed
that the duration of a successful transmission period is 1 +a. Thus, the plots for ALOHA sys-
tems are S/(1+a) where S is given by Eq.(3.19) or (3.23). The throughput for perfect
scheduling is similarly assumed to be 1/(1 +a). These maximal throughput curves have been
studied in [Toba74,Klei75b,Moli81]. The new results in the present chapter are the
corresponding plots in Figure 3.5(b) of the coefficient of variation of the packet interdeparture
times. It is remarkable that (at maximal throughputs) they are all below 1. Specifically, in
efficient CSMA cases they are almost 0 which implies that the channel service time is nearly
constant. (This makes it difficult to numerically invert X*(s) due to the Gibbs’ phenomenon
[Otne78].)

In Figures 3.6(a) and 3.6(b), we show S and C? for unslotted CSMA with the delay
capture effect. Davis and Gronemeyer [Davi80] give an example of a ground radio packet net-
work where the packet duration is 20 msec, the propagation time is 200 usec and the capture
time is 10 usec. Then we have a = 0.01 and ¢ = 0.0005. Therefore, in this example, we
obtain the throughput of 94.55 % and C? = 0.0215.

The throughput S and C? for slotted CSMA/_D are displayed in Figure 3.7 with
several values of collision detection time b (a < b <1). Again, for a typical example of a
local-area computer network [Toba80d] where a is from 0.01 to 0.1 and & is short ( <0.1,
say), we have very small values of C? despite the fact that throughput is more or less degraded.
This observation suggests an M/DV/1 queueing model (with service rate equated to the given
channel throughput) approximation te the queue length distribv ion.
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3.4 Output Processes for Nonidesnitical Users

In this section, we discuss the packet interdeparture timie X for a popuiation of users

with nonidentical transmission parameter vaiues. First we consider slotted ALOHA and slotted .
" CSMA/CD for which the properiy of identical distrihution of { /%! + F®): g =1,2,..-} still
i~ holds because the F{*"’s are constant. Then we discuss unslotted CSMA protocols in which the
7;:; duration of an unsuccessful transmission period depends on the user who initiated the transmis- ‘
b sion. !

o P
. .
.“. - &

3.4.1 Slotted ALOHA

.
P

~ |
} Let p, be the probability that user /i transmits in any slot (i=1,2,-M). Since |
T=F=1 we have the Eqs.(3.13), (3.15) and (3.17) as before. However, instead of
g Eq.(3.14), E and U are now defined by
o M M M
E‘H(]"pi) ’ U"'z P,'H (l—p,) (352)
iml iml =l
(j=i)

Let us now focus attention on user i. The probability ¢; that a successful transmission
is achieved by user i is clearly given by

U; M
== 3 U=Yuy (3.53)
Y p
where ,
:‘s U=py, s ¥y = H (1-p;) (3.54)
::1. (I#i)
;!2 We consider a sequence of interdeparture times { X,("; n=1,2,---} from user i ( X,V begins at

1

AN

the end of an arbitrarily chosen successful transmission by user /). Note that all X ™5 are
independent and identically distributed (let their generic representation be X;). Clearly, /(; can

5-?" be expressed as

I3 K,‘

; X=3 [0 +1] (3.55)
" k=1

where /X is the kth idle period duration at user /i, and K, is the number of transtnissions by
user / until he achieves success. These two are independent and are distributed, respectively,
as follows (let /, be the generic representation of the identically distributed 7.%)s):

PRI T el >

P’o.”[l/-ﬂ]'(l_pj)”pi ""’011129'"

- 1-p
J - —P . Vr[l]==4——e'- (3.56) .
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Prob[K,=k) = (1—y; )y, k=12,

_ 1—y;
K- varlk) = —1 (3.57)
Yi Yi
From Eqgs.(3.555-(3.57), we get
VarlX
Si A -%—— -, C]2 A a}& i] - 1'— u; (3.58)

Using Eqgs.(3.17), (3.53), (3.54) and (3.58), we ‘cén confirm Eq.(3.6). The distribution of X, is
given by

Prob [ X,=nr] = (1 - u)" 'y n=12,:- (3.59)

3.4.2 Slotted CSMA and CSMA with Collision Detection

The distributica of packet interdeparture time X for slotted CSMA/CD users with
parameters { p;] is still given by Eq.(3.27), where E and U are now defined by Eq.(3.52).
Accordingly, the channel throughput S and the coefficient of variation of X, C?2, are given by
Eq.(3.26). For the individual users, the throughput S; and the coefficient of variation of inter-
departure times C;2 can be calculated by Eqgs.(3.6), (3.53) and (3.54). The results for CSMA
without collision detection may be obtained by letting b = 1.

Generally it can be shown that the maximum-allowable throughput contour in the { p; )
space is given by

a+b(1-E)=(a+ )% p (3.60)

=l

(This of course reduces to Eq.(3.28} in the case of identical users.)

In Figure 3.8, we plot {S;} and { C;2} as well as S and C? for M =S5 users of slotted
CSMA (without CD) when p,=ip (i=1,2,-,M) with optimal p. We see that the individual
th~ughputs { S;} are distributed nearly in the same proportion to { ;). Also "e notice in the
region of high throughput (smaill a) that C;> = 1—S;. This implies the nearly indepradent
geometric distribution (likc in ALOHA case) for the interdeparture time from each user.
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3.4.3 Unslotted CSMA

P O L T

In unslotted systems, the duration of each unsuccessful transmission period depends on
which use. has begun transmission breaking the channel idle pe. .. We first consider unslot-
ted CSMA without collision detection and without delay capture where the parameter g; is
assigned to user i (i=12,-M). Notice that the channel idle period durations
{10 k=12, are still independent and identically distributed as its generic representation
I

M
Prob[I1 <yl =1-expl-yY &1 y20

i=l

: Var(l] = (3.61)

T = ——

1
M
285 (fg;)z

=] =t

“
L
u
S
N
-
y
3
-
-
L
3
Qi
A
4
o

The terms in a sequence of (/) + F®: kw1,2,--} in Eq.(3.8) are, however, no
longer identically distributed although they are independent. Also, the probability of success
for an already started transmission differs from cycle to cycle depending on which user initiates
the transmission period. Let us look at these points more closely.

First, notice that the probability that user /i among others begins transmission breaking
the channel idle period is given by

M
Tv~1 (3.62)

& .
V= -
¥, &
j=1

The probability of success in a cycle where user i initiates transmission period is then given by

PRI, § T

M
yi=exp|l—a Y & i=1,2,M (3.63)
o=
For later use, let us denote by

M M
Y giexpl—-a ¥ g

=l J=)
(i)

(3.64)

M
Y=LY= W

=1 Y s

the probability that a transmission period is successful.

In an unsuccessful transmission period initiated by use: i, let Y(/) be the transmission
start time of the last colliding packet. Its distribution is given by

79




W Ml 4 S

LR W I CPLRE R R S B F T TR R TR TR T T A T e T A T A T TR T e e e Y e T AT T e Y T R N e N Y A e e TN T L A e T T

M - -
[TO-e""4+eM)—y,
j=i

(=)

Prob[Y(i) Sy]l = Osys<a (3.65)

1~y
Now, Eq.(3.8) can be written as

o M M v -l -1 ,
X3 22 ﬁ ln v, (1-y,) ] v,y | "2 (/P41 +a+Y0G)+I" +1+a)
nel Yeligel el | k=l k=1 (3.66)

where v,*(l - y,«‘) is the probability that the kth transmission period is initiated by user i, and

that it involves collision. Eq.(3.66) for X can be simplified by using Eqs.(3.62) and (3.64) as
follows:

o ~1 M
X=F 09" T T (141 50+ 1G] v L=y Y+ (=) y [ +1+4])
el k=] l'.,-' . (3.67)

Let us define a random variable Y by

M
Problrsyl-—l—l—;zvi(l—y,)Pmb[Y(i)syl 0<y<a (368
im=]
Then we have
e --1
X=F A=)y (T D41 +a+ Y141 +1+a) (3.69)
=] k=1

Note that Eq.(3.69) is of the same form as Eq.(3.8) conditionally summed. Therefore,
Eq.(3.12) for X*(s) still holds when T and F are given by Egs.(3.33) and (3.34), respectively,
and Y in Eq.(3.68) is used. Thus we get

¥=l(T+1+a)+(L-1 7,
Y b4

VarlX} = _—;— Var(1] + ( -_:7— D) VerlY1+(T+1+a+7¥)? l—;‘zl (3.70)
where

Y - 5 7(77»,(1—;-,-)/(1—7)-—'— a[l—uv, q 1=+,
-y Jo

i) i=1 j=1

(/=)
M Tyl —
|
Especially we have explicitly
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S = L4 (3.72)

o M - -
142 T fUT 0=+ s

2 & =

=}

(.I;n

idote that g;, the probability that a successful transmission is achieved by uscr i, is now
given by

iYi v , -
Q- “g'y - I:l i=12, M (3.73)
?:,Ism

Thus the throughput of user i is given by

Vi¥i

si - Qi s - l M . & M i- 1’2‘".'M
—+1+2a-3Y fo (11 —e™+e™)) iy (3.74)
l{'&/ = k)

The analysis for CSMA with delay capture can be done quite similarly. Specifically, we
get the system and individual throughput expressions in Eqs.(3.72) and (3.74), respectivly,
where the following v, is used instead o Eq.(3.63):

M
vi=expl—c ¥ & i=m1,2, M (3.7%)
1

J=-
(imD

3.4.4 Unslotted CSMA. with Collision Detection

The above analysis can be readily applied to unslotted CSMA with collision detection
time 6. Instead of Eq.(3.69), we have

() a—1 ‘
X=F Q)" ty (T 1O 4+p4+a+ Y ) +1"+1+a) (3.76)
= k=]

where Y, is a random variab'e defined by

M
Probl't’|<yl—-]—l—y-2 v (1—5;) Prob{ Y,(i) < y] 0<y<a 3.1
i=l

and Y,(/) is thie transmission start time of the first colliding packet in an unsuccessful transmis-
sion period initiated by user i. In Egs.(3.76) and (3.77), /*® is the kth channel idle period
duration, and v;, y and ¥y, are given in Eqs.(3.62)-(3.64). The distribution of Y;(/) is giver by
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expl—y f, 1=
=]
(I"l)

Prob[ Y\(i) > y) = 0sy<ga 3.8

l e ‘y,' .
from which we have

- _1_ M _ -1 ay
Y| 1_7 Z.IV;(] ‘y,)(gg,) 1_7 ’
(jmi)

."a’(Yd - -l_-l_y. f V,' ( l ""1) Y](i) - ?]2 (3.79)

il

where

-)-,—(—.-)T s 4171‘ 2‘71’
1\)° - m . — l-.yl - - «
( 2 R;) (1 'y,-)( p 8;)
/=1

(/=) (=)

Therefore we can compute

Y—(%-l)(7+b+a+?|)+7+l+a .
Var[X} = -5 Var[l]+(-£—— D Var(V+(T+bd+a+¥))? 17:,1- (3.80)

We have the chaniel throughput

¥
A - (3.81)
L +y+(l—‘y)(b+a)+£ 2ulizy)
I i=] £ g
fu] =l
(jm})

and the throughput for user /

Yi¥i
S mqS= e —Ts (=laeM o (8)
G— +r+U-pe+a)+F LW
8 i=l f 8k
i=l k=t
(kv })
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3.5 Conclusion

We have studied the packet departure processes in a variety of contention-type packet
broadcasting systems. The channel access protocols considered include both slotted and unslot-
ted systems of ALOHA and carrier-sense-multiple-access (CSMA). The effects of collision
detection and delay capture on CSMA have also been investigated.

Through the analysis of channel activity cycles alternating hetweer: the idle and (suc-
cessfully or unsuccessfully) transmitting states, we have derived the distribution of the packet
interdeparture time X. Then we found the channel throughput (S =1/X) and the coefficient of
vatiation of X (C2= Var(X1/ X? explicitly. All the results for the distribution of X and C? are
new. Somc results for § (specifically Eqs.(3.26), (3.36), (3.41), (3.48), (3.72), and (3.81)) are
also newly derived in this chapter. It has been shown that in efficient CSMA systems with colli-
sion detection or ‘~ith delay capture, C? is very small while the throughput suffers some degra-
dation. The case where users have different tiansmission parameter values has elso been
analyzed.

Using X and C? together with the elementary renewal theorern, we have also obtained
the asymptotic behavior of the number of successful transmissions at interfering individual
queues. These results can be used to determine the coefficients in the diffusion process
approximation to the queue length distribution at users, which will appear in Chapter 5.
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CHAPTER 4
Approximate Qutput Processes in Hidden-User Packet Radio Systems

The processss consisting of the packet interdeparture times for contention-type packet
broadcasting systems in a hidden-user, single-hop environment are studied. The channel access
protocols considered include pure ALOHA and slotted and unslotted carrier-sense-multiple-
access (CSMA). The theory of superposition of indcpendent renewal processes is applied to
approximate the distribution of the duration of each unsuccessful transmission period in chan-
nel state. Our analysis results for the channe! throughput and the coefficient of variation for
the packet interdeparture time in symmetric and ‘wall’ configurations are shown to be in good
agreement with simulation results over a wide range of offered channel traffic.

4.1 Introduction and Assumptiens

In Chapter 3, we conducted an exact stochastic analysis of packet interdeparture times
(i.e., intervals between two consecutive successful transmissions) for several channel access
protocols in packet broadcasting systeris. Channel access protocols such as slotted ALOHA
[Robe?2], pure ALOHA [Abra70], and slotted and unslotted nonpersistent carrier-sense-
multiple-access (CSMA) [Toba74,Klei75b] were studied to find explicitly the distributions of
pecket interdeparture times. (The reciprocal of the mean interdeparture time is the channel
throughput, one of our main performance measures.) In our earlier trestment of CSMA, it was
assumed that every user is in line-of-sight of all others 50 that any ‘ransmission can be heard
(after a finite signal propagation delay) by all parties (i.e., a fully-connected configvration).
Regulation of transmission by listening to other transmissions is the essence of CSMA, and it is
that which achieves a high throughput (as long as the propagation delay is small compared to
the packet transmission time).

However, in applying CSMA to ground-based packet radio communication systems for
a population of geographically distributed users, such as PRNET [(Kahn78], there are many
situations in which some users cannot hear transmissions from certain other users; this is possi-
bly because they are out of transmission range of each other or because they are separated by
some physical obstacles (e.g., mountains) blocking the signal. Such a situation, calied the
hidden-terminal problem, was analyzed by Tobagi and Kieinroch [Toba74,Toba75] and a serious
throughput degradation was shown to exist. This is because hidden users behave independently
ignoring the ongoing transmissions. (The busy-tone multiple-access (BTMA) was then pro-
posed to save the day.)
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This chapter focuses on the performance analysis of hidden-user configurations by use
of an approach different from [Toba75]. Our method is based on the modeling of packet
transmission activity at each user as a two-state (transmitting or not) alternating renewal pro-
cess. In our models, we assume that each user has packets ready for transmission at all times.
Also, the transmission protocol is assumed to be memoryless in the sense that whenever a user
experiences an idle (non-transmitting) period he renews his action regardless of the past hap-
penings. Now, let us define the two alternating states in channel. The transmission state in
channel is the state where at least one user is transmitting or any (ransmission is being sensed.
Also, the channel idle state is defined as the state where no users are transmitting or no
iransmissions are being sensed. Thus, the channel state also alternates between the transmis-
sion and idle periods. (There can be two consecutive transmission pericds with an idle period
of duration 0 between them.)

afafalata® L W T T Ll s

L ERR .

B's a’a’a"a »

A transmission period is successful if there are no other transmissions heard at the
intended receiver during the (protocol-dependent) vuinerable period. Exact analysis is possible
for the stochastic property of the duraticns of the channel idle period and a successful transmis-
sion period. However, to analyze the duration of an unsuccessful transmission period, an
approximation using the theory of superposition of independent renewal processes is applied.
This treatment involves a twofold approximation; (i) we treat each user's transmission process
as independent with a properly reduced transmission rate (whereas, in fact, two CSMA users in
line-of-sight of each other tehave dependently), (ii) we treat consecutive interevent times in a
superposed process as if they were independent and identically distributed (whereas in reality
they are not). The validation of our approximation will be provided by comparing the results
by existing exact analysis (for certain special cases) and simulation.

We assume the existence of a single receiving station which is in line-of-sight of all
users. We then are in a position to realize a spectrum of ‘hiddenness’ ranging from ALOHA
(completely hidden) to fully-connected CSMA (completely visible) and the partially hidden
configuration of CSMA in between. Our approach makes it possible for the solution to
cmoothly transfer over all degrees of hiddenness as opposed to the one in [Toba75] where, for
example, the expression for the channel throughput in the limit of fully-connected CSMA (in a
zero propagation delay, infinite population model) does not agree with the exact result in
[Klei75b). Also, through (approximate) analysis of the durations of alternating channel states
(idle anc transmitting), we obtain an approximation to the mean packet interdeparture time
(whose reciprocal is the channe! throughput) as well as its variance. These first two moments
of the distribution will be used o determine the coefficients in the diffusion process approxima-
tion to users’ packet guene length distribution in Chapter S.

In the following, after an extract from the theory of superposed renewal processes (Sec-
tion 4.2), we consider in Section 4.3 the packet departure processes of pure ALOHA, unslotted
CSMA, unslotted CSMA with delay capture effect (explained shortly), and slotted CSMA, each
in a hidden-user environment. Our study of CSMA is restricted to the nonpersistent CSMA
protocol [Klei75b] only. Note that slotted ALOHA systems do not need special treatment for
hidden users because all users of slotied ALOHA are originally considered to be hidden from
each other and (due to the assumed memoryless protocol) the event in any siot is always

85

----------------

R 'jﬁ,\::.",i' A : O S A e I A N RARSANE EORAEN
ALY A-"v\, \ © K b > q.'_~ "N "\"..“.‘-"‘-”“."‘. ‘."_.\'_‘-. o~ S
¥ . MR L X T A . R g i~ "-‘ﬁ'.“\“.“'%."\.‘" '\.*.'.,“'. .'*'..*k‘a\.“ T, el T
il o il ik s Ne vl Fall. Sl U 1 Sl S B S, S S, A W B, Tl . S ML PRI W



independent of the event in any other slot. Comparison of our calculated results with the
simulation results in some example systems is discussed in Section 4.4. We also discuss the
rationale of our assumptions and give directions to possible refinement of the present formula-
tion.

Throughout this chapter, the packet length i: assumed to be constant, and its transmis-
sion time is chosen as the vnit of time axis. Then, ir iypical ground-based systems, the signal
propagation delay, denoted bv a, is small (e.g., @ = +.01 normalized time units). In the
analysis of pure ALOHA (Section 4.3.1) and unslotted CSMA (Section 4.3.2), we may properly
assume that @ = 0 because performance degradation due to the finiteness of a is considered to
be negligible compared to the degradation due to the hidden-terminal effect. We aiso consider
the case a > 0 in Section 4.3 .4,

Systems which use the spread spectrum modulation technique may exhibit a delay cap-
ture phenomenon [Kahn78). This is the ability of a receiver to successfully receive a leading
packet (i.e., a packet which started transmission by breaking the channel idle period) even
though most of it arrives at the receiver overlapped in time by other packets. The time needed
to capture the leading packet, denoted by ¢, can be also small (e.g., ¢ = a/20 = 0.0005
[Davi80)). Thus, in our treatmen. of CSMA with delay capture (Section 4.3.3), we assume
that ¢ = 0 (‘perfect’ capture). Note that even with perfect capture, packets transmitied in the
middie of ongoing transmissions are not received correctly and as such cause a degradation in
throughput by extending the duration of transmission period.

Analysis of slotted CSMA is conducted by assuming a finite value of the propagation
delay @ which is chosen as the (mini)slot size. For 2 successful transmission, clearance of
1 + 1/a slots in the channel is required (1/a is assumed 0 be an integer). Thus, if every user
is hidden from one another, the systetn may oe called ‘minislotted ALOHA.” We apply the slot-
ted version of the superposition of renewal processes (developed in Section 4.2.2) to deal with
the duration of an unsuccessful transmission period in slotted CSM A,

4.2 Superposition of Independent Renewal Processes

In this section, we derive the distribution of interevent times in a superposition of
independent renewal processses. We assume that there are a finite number, M, of event
sources (indexed 1 iiirogh M), at each of which events occur from time to time indepen-
dently of the others. We first concider the case of continuous-time systems following the exist-
ing theory (in Seciion 4.2.1), and then adapt it into the case of discreic-time systems (in Sec-
tion 4.2.2).
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4.2.1 Continvous-Time Systems

Let the interevent times at source /i be independent and identically distributed as
represented by Y, with mean Y, and distribution function Fi(x), x =0 (i=1,2,-,M). Figure
4.1 illustrates a combination of these events into & superposition process. Note that in the
superposition process, the interevent times are generally neither independent nor identically
distributed. (The correlation among such successive intervals was studied by Lawrance
[Lawr73] and Ito {I1to78).) However, what we are seeking here is the steady-state distribution
of a single interevent time, denoted by ¥, following an arbitrarily chosen event.

Conditioned on picking an event from source i, the following interevent time ¥(i) can
be expressed as

F(i) = min ¥, 1, Fics Vg, g “4.1)

where ¥, stands for the residua. life in source j whose pdf is given by [1— F;(x) /¥, (see,
e.g.. [Klei75al). From Eq.(4.1), we have, for i=1,2,--- M,

Prob{ (i) > x) = Prob [ Y, > x, ¥, > x, for ali j =i}

~1=-FG T f H-FMley x30 4.2)

I-I
(/%0

We can uncondition Eq.(4.2) by use of
ELY]

i

Prob [ picking at random an event from source i] = i=12, M 4.3)

where
g 4.4)
E[ Y }.: Y, '
Eqs.(4.3) and (4.4) come from the observation that the rate of events from source i/ is given by

1/Y,. This unconditioning yields

Prob 1 > x1 = I3 120X

il i

AL u-roie x20 @9
(/-l Y,

This expression is given in (Lawr73]. When the sources are identical, in which case we drop
the subscripts i and j, the result (4.5) reduces to the form given by Cox and Smith [Cox54):

- M-1
Prob¥>x]=[1—-F(x)] J-);f‘ [l—F(y)]dy] x20 (4.6)

(Note that ¥ = ¥, = E[¥1/M.)
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Figure 4.1 interevent time in the superpoaition process.
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Let us consider two examples. For the first exam_gle. we let the interevent times at
source i be exponentially distributed: Fi(x) =~ 1 —exp(—x/Y,), x 20 (i=1,2,. M). Then, it
is easily shown that Eq.(4.5) yieids

Prot (¥ > x] = exp(—=x/E[¥]). x>0  {exponential)
as expected from the fact that merging of independent Poisson streams forms a Poisson stream
with aggregate rate given by Eq,(4.4).
As 3 second example, assume that
0 0<x<l1
ﬁ(x) -{ l - e—.t,(.\'—l) x ; l

7,144 =12, 0 @

&

which is an exponentia! distribution shifted by 1. Then, since

\

) l-x+}l— 0<x<1
N-F)dy = !
-[\’ '(y &y ;l_ e—g,(x—l) x21
i
Eq.(4.5) gives
.M g M 1+g,(1—x)
<
E[Y]EH_& H T+%, 0<x<1
5 )
Prob[Y > x] = y " e__,i(.\._.n 4.8)
EIY] — x21
[ 'Z,‘Hi [-[l 1+g;

This second example is important since later we will be interested in the distribution of the ran-
dom variable ¥ when ¥ <1 (we denote this random variable by f).
1= Prob[ Y > x)
1—Prob[¥Y>1)

Problf<x) A ProblV<x|7<1]

or

M M
Zgi IT [i+g0-x)-1 ,
=t dEh

Prob[f>x] = 0€xx1 (4.9)
M

M
z 8 n Q1 +g,) -1
=dE
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In the case of identical sources (again dropping the subscripts i and j ), Eq.(4.9) reduces to
[1--gil-x) M-V~

- € x < .
Probl f > x] TEPSY 0<xK! (4.10)
from which wa can calculate
7 - 1 a+g¥ -1 .
' +g)¥ 1t - aM ’
1

yﬂr[f! - [(l +g‘u_| — 1]2
A0+ MM = 1N[U+)¥ ' -1]  [(1+9) ¥ —1)? -y, 20148y M

1t is interasting to note that the limiting forms of the expressions in Eqs.(4.10) and (4.11) ‘or
M — o with G fized at G =gM are given dy

] — e 0
Pmb[fgx]"l-'_—;:c— 0<sxxl
- 1 e C 1 e ¢
- e— e — . Ve - o ——— 4.1
Y G 1-¢6¢" arlf] G? (1-¢79)? @.12)

These results are identical to Eg.(B.2) in Appendix B ob_tained by considering a ccilective Pois-
son stream with rate G. We also note from (4.11) that f = M/[2(M~-1)} as g — 0.

4.2.2 Discrete-Time Systems

With thie application to slotted CSMA in mind, let us derive the probability distribution
of an arbitrarily chosen interevent time for the superpositioti of M independent event sources
in the discretc-time systems. We denote the :lot size by @, and call each slot boundary (ivhen
events are allowed to occur) as art epoch. Let the interevent times at source i (i=1,2,-- M)
be independent and identically distributed as represented by Y; with mean Y, and the comple-
mentary cumulative distribution

Fi() A ProblY,>nal= 5 ProblY,=ja]l  nw=012- (4.13)

jmnti

Then the residual life in source / (on the condition of no eveats in source ;i at a selected
epochi, denoted by Y,, is distributad as

Prob( ¥, > na)l = 2 i Filk) n=0,12," (4.14)

i k=n
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Note for a slotted system that more than one event can occur at each epoch. The pro- "
bability that an event occurs in source i at a randomly chosen epoch is given by a/Y,. There- .
fore, by similar arguments as in Section 4.2.1, the distribulion of an arbitrary interevent time in
the superposition process, denoted by ¥, is given by 1

C, _a 0, _ _a _£_m :
H[YF(n)+(l y) ZF(k)l H[(l Y)?};F‘(k)l

=t Vi Y, i jmi

1-11(1——)

=l

Prob{Y> nal =

n=0,1.2,"- 4.15

where the denominator stands for the probability that we have at least one event occurring at a
randomly chosen epoch.

Let us consider again two examples. In the first example, we assume that, in source i
an event occurs at any epoch with probability p; and does not with piobability 1—p,
(i=1,2,-,M). Thus the interevent times in source / are geometrically distributed as

AT R AL v &t A RER LT .

k

ProbY,=nal = (1—p,)"p, re=12 ]
Using this in Eqs.(4.13) and (4.15), we have
Prob(Y=na) = E"'(1-E) nm=12,.-
. where E AI'[,-"_’,(! —p;) is the probability of no events at each epoch. This result is as

,5
i

expected since it represents the probability that an event follows 7 — 1 epochs of no events.

For the second example, assume that 7 & 1/a is an integer and that, for source i

Prob (Y, =1+nal = (1—p)" p, n=12,"
V=14 -—'; =12, M (4.16)
Then we have
1 0€<nsr
Ff(n) = (1=p,)rr N>t

Substituting these expressions into Eq.(4.15), we obtain the distributi-n of ¥ when ¥ < 1,
which is denoted by / again. It is given by

_ 1 —=Prob[¥Y> nal

Prob [ f > al 4
robLf > nal 1 - ProblY>zal
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n {p+PI +m(r-—n)” - H {1 +p(r=n)]) ~ r[ (i +P) + r[ P,

iw} =] L]

ﬁ(‘ +1p) —ﬁ“+p,(r—l)] - I'[(p,+P,) +ﬁp

=1 im} a1l

n=0,12 7 4.17)
where P, & (1~p,++p)/(1 +7p,). From Eq.(4.17), we can calcuiate £ and ¥ar[f] by use of

- r
f=13 irod[f>nal ,
=0

Varlfl = ¥ (2n) Prob[f > nal + 7 - 2 (4.18)

a=0

Finally, let us show the limit form of Eq.(4.17) as M — oo in the case of identical
sources (dropping the subscript /) with G kept at a fixed value such that G = pM :
—maG
Prob [ f < na) = TI%'T n=0,12,7 (4.19)
This expression should be as expected since such an infinite population of sources constitutes a
group of arrivals at each epoch with Poisson distributed group size with mean aG. We may
also note the correspondence between Eqs.(4.12) and (4.19).

4.3 Analysis of Output Precesses

As in Chapter 3, we can express the packet interdeparture time X as consisting of
K —1 cycies of alternating channel idle periods {/*’} and unsuccessful transmission periods
{F®) (k=1.2,K~1) terminated by the last cycle of /X’ and a successful transmission
period T

K-1
X= 3 UR+FO] 4 KT (4.20)
kel

If our channel access protocol assumes that { '+ F(: k=12 K~1} and {/'K'+ T} are
mutuslly independent and also each of them is independent of K, then we can express the
mean and variance of X as

X=(K-1)T+F)+T+T,

VarlX) = K Varil) + (K —1) VarlF1 + Var[T) + (T + F)¥Var|K] 4.21)

where / and F represent esch of | /¥'} and { F'¥'} identically distributed, respectively, and we
have assumed the independence of /), F'*' and T for each k. For all the protocols we con-
sider be'ow, K is geome rically distributed as
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Prob[K=k] = (1-y)*ty k1,2,
K- % i VarlK) = '—;,7— (4.22) .

where y is the probability that a transmission is successful once it has been started by breaking §
. the channel idle period.

Through Eq.(4.21), the throughput S and the coefficient of variation C? of packet
interdeparture times for the whole system are given by

1 Var(X)
S= = . Cz-—?— 4.23)
X x? (
The throughput S; and the coefficient of variation C;2 of packet interdeparture times for user i
is given by
S=qS: Cl=1—q,(1-C?) i=1,2, M 4.24)

where ¢; is the probability that a successful transmission is achieved by user i. (See Eq.(3.6).)

For fully-connected CSMA systems and an infinite populaiion of pure ALOHA users,
we have found the exact expressions for the distribution of X as well as for the mean and vari-
ance of X in Chapter 3. For systems involving a finite number of hidden users, however, it
seems very difficult to find the distribution of F for the rcasons mentioned in Section 4.1.
Therefore, we introduce several approximations and validate them in some cases where exact
analysis or simulation results are available (Section 4.4).

4.3.1 Pure ALOYA

Let us begin our (approximate) analysis of output processes with pure (or unslotted)
ALOHA for a finite number M of users. We assume that the propagation delay @ = 0 in this
section. (The case of nonzero a is given as a special case of the system analyzed in Section
4.3.4) Whether hidden or not, each user of pure ALOHA behaves independently of all others.
So, let user / alternate between the transmitting state of duration 1 and the idle state of dura-
tion exponentially distributed with mean 1/g; (i=1,2,-,M). Thus, if we focus attention on
the instants of starting transmission at each user, the intervals between those instants are
independent and identically distributed as given by the distribution function in Eq.(4.7).
Therefore, the interval between two arbitrarily chosen successive starts of transmissions in the
whole system is distributed as given by Eq.(4.8).

Now, let us find vy, the distributions of /, F and T, and {gq;} for pure ALOHA. First,
obviously the channel idle period is exponentially distributed with aggregate parameter 2 ,-"I,g,:

maa
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M
Prob[l1 <y} =1—-exp(—~»Y &) y30

=1

Tm($g) " Varlll= (35 (4.25)
fm=] jel
A successful transmission is obtained when a packet which breaks the channel idle periced is not
overlapped by any other transmission during its entire transmission period of length 1. The
probability that user i among others begins transmission by breaking the channel idle period is
given by

8 M
b= —— Y =1 (4.26)

The probability of this user's success is then given by

M
y.=~exp|- 3 g i=12,M 4.27)
(2
Thus we have the (conditioned) probabdility, g;, that a successful transmission is achicved by
user i as

a - :Iyl - iYi i-l,:,"‘,M (4‘28)

M
E &Yy ?:l Y

i=1

The probability of success for any user leading a transmission period is given by

M M
12'.‘8,- exp| — Zl &
M - (Il;l)

=t Js

The duration of i successful transmission period is constant:
T=1 (4.30)

The results in Eqs.(4.25)-(4.30) are exact. It remains for us to find the distribution of
F. Note that F consists of an indefinite number of successive transmissions such that the
intervals between their successive start times are ail less than 1. Such an interval when arbi-
trarily chosen is distributed as in Eq.(4.9). A difficulty arises in finding the distribution of F;
the successive intervals between transmission start times are neither independent nor identically
distributed. However, let us introduce an approximatior: that they are independent and identi-
cally distributed as is given by Eq.(4.9). Thus, defining /(" as the nth such interval in an
interval 7, we have
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Fe= }_", S +1 4.31)

The number of transmissions cuntained in an unsuccessful transmission period, denoted by L,
is geometrically distributed (by approximation) as

Prob(L=n]=(1-8)""'3 ne=] 2,
z-% : vmu-l;‘;i 432)

where 3 is the probability that an arbitrary interval between two successive transmission start
times is no shorter than the packet transmission time 1. In the context of a superposition pro-
cess, it is defined by

SAPKIY31]
or, from Eq.(4.8),

(4.33)

g
i ]I b'

]
(VET))

Note that, in the above approximation, 5 and each distribution of ™ do not depend on the
users who are transmitting during /. This fact implies that we have neglected the depen-
dence of F on the sequence cf the users whose transmissions constitute the interval F.

We are now in # position to calculate F and VarlF] by use of the formula for the sum
of independent random variables. From (4.31), they are expressed as

FeLf+1: VarlFl =L Vurls] + P2 VarlL) (4.34)

where [ is the generic sepresentation of the identically distributed f(*"s, and its distribution is
given by Eq.(4.5). Also, L and Var[L] are given in Eqs.(4.32) and (4.33). In the case of
identical users (dropping the suhscrip:s), using Eq.(4.11) we get

(40— 1 - gM(1+g) M-

M [1=(+p -ty o 433)

20+ 'TA+MN-1] A+ ' [Q+0)M=i Pl A+g) ¥ 1-2]
EMM+1) 1+ ¥-1-1] EMI(1+M"-1}?

Var(F] =

U+g) !
[Q+g)M¥-11 12

{ 51493 M-) M M-1
p 20+ 20+ -11{ U+ '-1]
‘—- o oM 1 (4.36)
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Let us examine the val ity of our g_pproximatior. just introduced by ccmparing F given :_i
in Eq.(4.35) and the exact expression for F (obtained through the mean-value argument; see
Eq.(2.18)):

= (+g)™ —1—gM et M-V 3
L gM [1—¢~tM-D) (4.37) H

The difference between Eqs.(4 35) and (4.37) only comes from the differcnce between the
terms (14g) ‘M- gnd ¢~*M-1 which are close when M ~* oo with G fixed at G = gM and

¢ -
" a® e

s
are identical in the limit. Figure 4.2 plots the relative errot (F — Fe )/ Forar.  As expected, i
the error decreases as M increasas. Even for M = 3, the relative error is less than 10%. For 4
M = 20 users, the reletive error is about 1%. Thus we adopt the independence assumption ::
sbout the consecutive intervals between successive transmission start times. We may zis? note ‘
that :'4
~
i -

- (1+-2 )‘“ D= el g5 A — oo
gives the average number of transmissions {except the leading one) involved in an unsuccessful _Ej
transmission period. E}
H
Thus we have expressed all variables needed to evaluate Eqs.(4.23) and (4 24) in terms N
of | &) and M. The numerical results in some example configurations are provided later along X

with those for unslotted CSMA (see Figures 4.4 and 4.5).

4.3.2 Unslotted CSMA with Zero Propagation Delay

We now proceed to study the packet interdeparture .imes for a population of unsiotted
nonpersistent CSMA users in a hidden-user environment. We assume the propagation delay to
be negligible. Let g; be the rate of transmission starts at user / when he hears an idle channel
(i=1,2,M). Then, it is clear that /, {v ], and T are given by Eqs.(4.25), (4.26) and
(4.30), respectively. In the following, we first determine {y;} (from which { ¢;} can be calcu-
lated by Eq.(4.28)), and then assess the distribution of F approximately. To represent the
hearing configuration, let us denote by M (/) a set of user indices whose transmission can be
heard by user i (including i himself) and let H,;(/) & H() —{j}. We assume symmetry in the
hearing configuration; i.e., /(i) is also the set of users who can hear transmission from user /.

When we consider the condition that a iransmission by user / started by breaking the
channel idle period be successful, we must concern ourselves with the behavior of the users
who do not hear this iransmission. (Due to the assumption of zero propagation delay,
transmissions from users in A, (i} are immediately suppressed.) Sinice each of thc users outside
H (i) may start transmission independently, the probability of success for user i is given by

! i = exp l & ] =12, M (4.38)
\ I‘"(l)

As in Eq.(4.29), we have that the prot. bility of success for any transmission period is
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We note that v, in Eq.(4.38) reduces to the expression n Eq.(4.27) in the case of pure

ALOHA (H() =1i)), and that y,=1 in the case of fully-connecied CSMA
( H(') - l 1‘2\"'.M’ )

A transmission started by breaking th:ie channe! idle period is unsuccessful with proba-
bility 1 — y. Then, how long is the duration of this unsuccessful transmission period F? Here
again, F consists of a random number of consecutive transmissions such that the duration of
each interval between two successive starts of transmission is less than 1. Therefore, we have
the same intractability as in the analysis of pure ALOHA which has forced us to the approxima-
tion in Eq.(4.31). In addition, since each CSMA user does not behave independently once any
transmission has sturted (he stops transmission initiations when he hears other transmissions),
the independence of source processes in a superposition on which our anproximation in pure
ALOHA was based is no longer applicable. Nevertheless, we here introduce another assump-
tion for approximation saying that the intervals between two successive transniission start times
at each user are independent and identically distributed as given by Eq.(4.7) but with properly

reduced transmission rates {g';}. We propose that the reduced rates {g’;} be determined as
follows:

I3
AN " e al s

Yy ¥ A FY TN

e LN BCela e as T

&'; = & - Prob [ user i does not hear the current transmission(s) |

at least one other user is transmitting ) .
I g _ ﬁ g™ '
iemy 1+&7" gzt 1+g~! j
1]
- - =12, M (4.40)
B ‘gl
1 -
[[1 1+g,"!

(=)

where the factor g,~'/(1+g,7") is the probability that user j is not transmitting under the
assumption that he (independently of others) alternates between the transmission of length 1
and the exponentially disiributed idle time (with mean 1/g;). Note that if user / is completely
hidden from all other users, then Eq.(4.40) duly gives g'; = &. On the other hand, if user i
can be heard by all others, then Eq.(4.40) yields g, = 0 which is fine again. In between these
extreme cases, Eq.(4.40) gives g’; between 0 and g; depending on the connectivity of user /.
The more user i is heard, the closer g'; is to 0.

We thus assume that during any unsuccessful transmission period each user aiternates
between the transmission and idle states (independently of oihers as in pure ALOHA) with the -
parameter {g’;]. So, for the distribution and the moments of F, we use the results in
Eqs.(4.9), (4.31)-(4.36) where g ) are repliced by {g’;]. Now that we have expressed all
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>4 variables in terms of { g;} and { H (/) ; needed to calculate the distribution of X, lot us procced
X to apply our formulation to the two example systems whose hearing configurations are talken
= from [Toba75].
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The first example, called a symmetric hidden-user configuration, consists of M identical
users (g, = g; == gy = g) each of whom can hear transmissions from m users (including
himself). The hearing graph for the case M =8 and m = 7 in [Toba?5] is reproduced in Fig-
ure 4.3(a). So, the case m =1 corresponds to a pure ALOHA system while the case m = M is
equivalent to a population of fully-connected CSMA users. For this configuration, we have

A}

»
} Y

DA
‘t’;

-.; exactly |
5

‘.‘5.\ Frob[I <yl =1 — e M y20

vt (M-

ws ‘yl - ')' - e (M M)" i- 1‘2.“"M (4‘41)

The reduced parameter { g'; ] to calculate F approximately is given by

(l + )—(m—l) _ (1 + )—(M—l)
':" g’l‘ =g gl —_ (l +g\_(uf|) A g, i-],2.“',M (4.42)

XXFE

)

2 Thus F and VarlF) are evaluated via Egs.(4.35) and (4.36), respectively, with g replaced by g'.
& Substituting these expressions into Eq.(4.21), we obtain the mean and variance of packet inter-
-3 departure time X as

% _ N

Kk X=(—1D(=+F)+—=+

3 ( y ) ( G F) G 1.

.~ Var[X]--—l—-i--’-(L—l) Var(F) -F(—l:+f')2-l;-31- (4.43)
NN vG 4 G Y

YA

::q where we have used & = gM as the aggregate rate of starting a transmission when the channel
s is idle. Note that X and Var[X) depend on m through y given by Eq (4.41). In the case of

fully-connected users (m=M), we have g'=0 so that F = Var{F] =0 and y =1 (every
transmission is successful). Then we have

1 G . CZ"‘ Var[X] - 1
X 1+G ° x? (1+G)?

(4.44)

which is an exact result for the nonpersistent CSMA with no hidden users in the limit of zero
propagation delay [Klei75b). Note that the formulation in [Toba75] (which applies the tech-
nigue cf ‘reduced raie’ to both successful and unsuccessfu! transrn.issions indistinctly) fails to
resch Eq.(4.44) when M — o with m = M--1. In the case of pure ALOHA (m=1), the
results in Eq.(4.43) conform to those given in Section 4.3.1 because g' = g.

For the symmetric hidden-user configuration, [Toba?5] does not give any results of
numerical calculation or simulation for nonpersistent CSMA. Instead they show the simulation
results for l-persistent CSMA with propagation delay a =0.01 and configuration m = M —1.

ATy
»

A Figures 4.4(a) and (b) display and compare the numerical results for § and C? based on
i':'J Eq.(4.43) for M =20 users with various degiee of connectivity. (Tre simulation resul!s are
s discussed in Section 4.4.) The curves for m=1 and m = A/ are exact ones and other curves for
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(a) Symmetric hidden-user configuratioi (M= 8, m= 7).

(b) Wall configuration (M= 10).

Figure 4.2 The hearing graphs of example configurations.
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partially-hidden configurations are smoothly placed between the two extremities. This again
may justify our approximation. In these figures the effects of hidden users on the system per-
formance are clearly portrayed.

The second exarple, called a wall configur.tion in [Toba75], also consists of M users
- with identical parameters (g)=g;= =gy, =g) but with different connectivity. The graph
representation of a hearing configuration for our example (M =10) is shown in Figure 4.3(b)

(reproduction of Figure 8(b) in [Toba75]). For this case, we have

vi=— 1 vy =expl-g(M=1-|H(HD],

(1+g) " (g 4 g)--0
1-Q +g)—-(M—l)

where |H;(i)| stands for the number of user indices in set H,(i), i.e., the number of edges
from node i in the hearing graph. We note in this case that

gi=g i=1,2,M (4.45) |

g81>8:1>83>84>85s=0

In Figures 4.5(a) and (b), we show the numerical results for S; and C;? for individual
users (solid curves) as well as system-wide S and C? (broken curves). They are compared to
our simulation results in Section 4.4. The performance differentiation among users according
to their connectivity is outstanding.

N
L
»

4.3.3 Unslotted CSMA with Delay Capture

R R NN
Ky Qs

KN oy oy

When perfect delay capture is available in unslotted CSMA with zero propagation delay,
every transmission period contains exactly one successful transmission (achieved by the user
who starts first). However, due to possible overlapped transmissions by hidden users, the dura-
tion of each (successful) transmission period is now variable. The activity in the channel heard
by thz receiver consists of alternating cycles between transmission and idle pcriods. The dura-
tion of an idle period is exponendally distributed as given in Eq.(4.25), and { v} are given by
Eq.(4.26). With perfzct capture, we have

Yi=y= 1 ’ q; = vi i=1121"'vM (4.46)

P o P Sl B

Lo g g

SO ALY

I E
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Noiec however that the sequence of channel activity is not different from the one of
unslotted CTSMA witliout capture; only the probability of attaining success is diffecent. There-
fore, we let

i
#
N »,

1 ith probability v’
r=[ Wit provadiuty y (4.47)

F' with probability 1 —v'

where v’ and F' are y and F, respectively, for the corresponding CSMA system without delay
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Figure 4.4(a) Throughput ( S) in unsiotted CSMA (zero propagation delay) for sym-
metric hidden-user configurations
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capture. Then we have

X=y(T+1) + Q=) (T+F)

Var(X} = y' Varll) + (1 =) (Varlll + Var[F]) + y'(1 —y)(F'-1)? (4.48)

In Figures 4.6(a) and (b), we show the results of numerical calculation for S and C? in
the same configuration as the first example of Section 4.3.2 ( M =20 identical users with con-
nectivity m). Note that G = gM. Again, the case m =1 corresponds to a pure ALOHA system
for which we have an exact expression for the throughput (see Eq.(2.22) with ¢=0):

M
Sexact = REYSL

(No exact expressions for Var[X] are available.) For a system of as many as M =20 users, the
difference in the throughput between the above exact values and our arproximate values is
indiscernible in the plot. In the other extreme case, m = M, corresponding to a fully-connected
CSMA system, we recover the results in Eq.(4.44). In these figures, we recognize the effects
of hidden users on X which change smoothly depending on the connectivity. If we compare
these figures with Figures 4.4(a) and (b), the throughput enhancement due to delay capture is
Clear.

(4.49)

4.3.4 Unslotted CSMA with Nonzero Propagation Delay

The treatment of unslotted CSMA with nonzero propagaticn delay a is a straightfor-
ward extension of the formulation in Section 4.3.2, and the notation there is carried over here.
The resuits below in a special case where H(i) = {i} correspond to those for pure ALOHA
with nonzero propagation delay, while the results in another spe<isl case where
H(@i) = {1,2,--, M) conform :c those for fully-connected CSMA considered in Chapter 3.
Also, in the limit @ — 0, the results reduce to those in Section 4.3.2.

Given the rates of starting transmission { g; }, the distribution of a channel idle period 7
is given as in Eq.(4.25), and the probability v, that user / initiates a transmission period is given
by Eq.(4.26). The probability of this user’s success is then given by

yi =y My i=1,2,M (4.50)

where

i
:\l
il
y
F:.

yNmexpl-U+a) ¥ gl ; yP=expl-a ¥ gl (4.51

JEH() A0
It should be clear that y (" accounts for the probability that no users hidden from user i (ini-
tiating the transmission period) do not start transmission during time 1+a, and that y? is the
probability that those users who can hear the leading transmission by user / do not stari
transmission during time a. Then, from {y, }, the probabilities { g;} with which each successful
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transmission is achieved by each user can be calculated via Eq.(4.28). The duration of a suc-
cessful transmission period is constant:

T=1+a 4,52)

In order to deal with the duration of an unsuccessful transmission period F, we distin-
Juish two kinds of unsuccessful transmission periods; the first kind (whose duration is denoted
by F') is one such that no transmissions by the users hidden from the leading user are .
involved in the transmission period, and the second kind (whose duration is Genoted by F@) s !
one containing transmissions from hidden users. Thus, if we dznote by F(i), FI'(i) and
FO() the durations of an unsuccessfu! transmission period and its two kinds which is initiated
by user i, respectively, then we have

FV(j)  with probability y V(1 —y®)/(1—vy)

FO()  with probability (1 —y")/(1—y,) (4.53)
Now the distribution of F(/) is given in Chapter 3 since this corresponds to the duration of
an unsuccessful transmission period initiated by user i in a fully-connected environment. That

is, if Y (/) is the transmission start time of the last colliding packet in an unsuccessful transmis-
sion period initiated by user i, we have (see Egs.(3.34) and (3.35))

FY) =14a+ Y,

F(i) =

(11— 475~y

g~ 0<y<a 4.54)
e 4}

)
Prod [ Y(i) <y = L2

It remains for us to find the distribution of F?(;) by approximation. For convenience,
let us define

- E Vl‘y;(n (4.55)

j=]

and express F in the two cases:

F  with probability 1—;2 vy Ol -y @)

l-l
F= g (4.56)
F®  with probability 1 2 v (1= ™M

el

where

Pmblﬂ”gxl-y 2vy“)[l -y @) Prob [FV()) <x1,
|

im]
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Prob | F® < x] = l—-—f w1 =y ) Prob [ FO() < x) .57
7192
Recall that F! is the duration of an unsuccessful transmission period (unconditioned on the
initial user) in a fully-connected environment, and that F® corresponds to the case involving
hidden-users’ transmissions. Since Eq.(4.56) implies

Prob [ F < x 1- ProblF("<x]+ ‘;'Prob(ﬂ”gx] (4.58)
it follows that
F= ‘ E[F‘”]+ E[F(”]
VarlF) = E[(F‘"}’l+ —n ENF‘”}’] P (4.59)

By Eqs.(4.54) and (4.57) we know the distribution of F(. Specifically, the first two
moments of F(" are given by

EIFV] = ” z vy =y M (1 +a+ 7)),
177 =)
EUFO - L $ vy M=y @ TFa ¥ Y2 (4.60)
=]

where

EUYDIM = < (,, 5 [ = I =+ k=12 @6D

JTEHD

It is the distribution of F2 (which has the same twofold intractability as for F in Sec-
tion 4.3.2) that we have recourse to approximation. We here simply write dowa the expres-
sions to calculate the distribution of F® similar to the treatment in Section 4.3.2 but with a
modification due to the finite value of a.

FO = ZL fM+1+a (4.62)

n=]

where

Prob[L=n]=(1-5)"15 n=12,-
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3= =l (4.63)
f:', ﬂ {(1+a)g';+1]
=1 (II;'I)

and

M M
2.1 (1+a-x)g',+1]-1

=t d;l)
Prob{f™>x]) = ; : 0Kx<1l+a (4.64)
ix'; ﬁ [Q+a)g,+1]1~-1
=t dEh

The reduced rates of starting transmission { g’ ] are given by

m—— - ff -
semm 1ta+g™! J=l, l1+a+g™!
g'i=g- = i=12, M (4.65)
1— ﬁ &
jai 1+a+g™!
(jsi)

In the case of identical users (dropping the subscripts), we have the following simple
expressions for the mean and variance of F?:

gl ~1-(1+aq) g'Mg; M-V
gM1-grM1)

2gM (g - 1) g (gM-D¥gM ' -2)

E[F(Z)] -

A

M -
Var (F®) OMMIDGET-D T GG 1!
+(l+a)’gf‘”' e l 20 +a)g} (g -1) “56
GV -0 | M T T e MENT=D) '

where
g1 A0 +a)g +1

Thus we can calculate F and Var{F) by Eq.(4.59). All other quantities nesded to evaluate
Eqs.(4.23) and (4.24) have also been given. Figures 4.7(a) and (b) plot § and C? for the sym-
metric hidden-user configurations when M = 20 and m = M —1 = |9, The curves for a =0
are copied from Figures 4.4(2) and (b).
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Figure 4.7(a) Thrcughput ( S) in unslotted CSMA (nonzero propagstion celay) for a
symmetric hidden-user configuration (M= 20, m= 19)
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4.3.5 Slotted CSMA

Lastly, we consider sloited CSMA where the (mini)slot size is equal to the propagation
delay a (> 0). As in Section 4.2.2, let + & 1/a be an integer. Note then that a transmission .
period at each user consists of (1+a)/a = 7+1 slots. Let p; be the probability of starting
t-ansmission by user / when the channel is sensed idle (i=1,2,---,M). Then the probability
that & transmission started by user i is successful is given by

1’[ - p,)[ I‘[ (1-—p,)]f im=12,M (4.67)

=1
(/192

i.e., the probability that no other users start transmission in the same slot as user / does and
i that no users hidden from user / start transmission during the rest of transmission period (of
[ duration 7 slots). The probability that user / is one of the users who start transmission hreak-
ing the channel idle period is given by

vi=p/(1-E) jm=1,2, M (4.68)
where
M
E=T[(1-p) (4.69)
|

is the probability that an idle slot is followed by another idle slot. Note that 3 M, v, = 1
because there can be more than one simultaneous transmission starts. The probabiiity that any
user starts a successful transmission is given by

M
M Ig,lllﬂi
Y= Vvi= 1-E (4.70)

=1

and the (conditional) probability that a successful transmission is achieved by user i is

a = vl;’i - :i')'i =12 M 4.71)
IZIP/W

The duration of channei idle period is geomctrically distributed as
ProblI=na) = E"(1-E) n=0,1,2,

- Ea E a?

1= . Varlll = — 12
T F arll] (=6) 4.72)

The duration of a successful transmission period is constant:
T=1+a (4.73)
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Note that all the results up to now (in this subsection) are exact. However, we can
evaluate the duration of an unsuccessful transmission period F only approximately. To do this,
we first determine a proper reduction of transmission parameter value for sach uscr according
to his connectivity. If user / behaved independently of otherc alternating the idle period
(denoted by [;, distributed as Probil,=na}l = (1—p)"p;, n=0,12,, with mean
b . T, = (1—-p)a/p;) and the transmission period (of constant duration 1 +a), then the probabil-
; ity that user / is in the idle state at an arbitrary epoch is given by

7] _(l—p,)a
1+a+1] pit+a

U3t TSI AS LI RT B WY, b TNV IV SN L S ot |

I

Now, similar to Eq.(4.40) let us define

(1-p)a M (1-p)a

JéH Pita (g') pta
1
p'l. -p; i=12, M 4.74)
1 - ﬁ ( —Pj) d
=l ] ta
(=0

§
u
:
A
o
i
'

We use {p’;} given by Eq.(4.74) in Eqs.(4.17) and (4.18) to caiculate the mean and
variance of £, the ath interva! between two successive transmission starts which is no longer
than 7 slots. The duration of an unsuccessful transmission period F is expressed as

F=Y f"+1+a (4.75)
nml
;
A The distribution of L is given by
a ProblL=n]=(1-5)"18 ne12 . {4.76)
i where & is equivalent to Prob [ ¥ > 11 in Section 4.2.2; i.e.,
M M

: IHGe:+pP)-11°,,
? 6= =l - 4.17)

M M
H (l +TP',') - H “+p',—(‘r—l)]

jual i=]

with P, & O —p', +7p' )/ (A ++p'")).

We are now able to evaluate S and C2. As an example, we again consider a symmetric
hidden-user configuration with M =20 and m=M —1=19 (p; = p; = - pyy = p). The total
offered channel traffic is defined as G = pM/a. In Figures 4.8(a) and (b), we plot § and C?
against G for some values of a. When a — 0, the results conform to those for unslotted
CSMA with a =0 shown in Figures 4.4(a) and (b). Also comparison of the corresponding
curves between Figures 4.7 (unslotted CSMA) and 4.8 shows the higher S and smaller C in
slotted CSMA.
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4.4 Discussion

In this sectiorn, after describing the simulation model we compar: the simulation results
with those calculated by using our approximation. Then some of our basic assumptions for the
approximation are discussed with regard to their rationale. At the same time, suggestions on
the refinement of the present model are made.

In the simulation program, the nonpersistent CSMA protocol is implemented as fol-
lows: when a user finds any ongoing transmission at ihe time of his scheduled tranismission, he
defers (rescheduies) his transmission by an exponentially distributed time after the end of the
current transmission. Given a set of parameter values (a, M, m, {g ) or {p;}, and {H(D }),
we collected 2,000 interdeparture times and computed their sample mean and coefficient of
variation. These results are shown in the figures which plot the corresponding analytical results
(Figures 4.4-4.8).

Figure 4.4 for the symmetric hidden-user configurations in unslotted CSMA with zero
propagation delay manifests excellent agreement between our approximation and simulation
results over almost the whole range of the offered channel traffic value G in each case of hid-
denness. Although agreement for small G is not surprising because we do not have many colli-
sions there anyway, the sgreement for large G is noteworthy. (The treatment in [Toba75]
claims its applicability only for relatively small G.) In Figure 4.5, we have shown the results for
the wall configuration depicted in Figure 4.3(b). The simulation results are only shown for the
system-wide quaniities S and C? because their distribution among the users according to
Eq.(4.24) are exact. In this case, agreement is not very good for large G, specifically after G
exceeds its optimal value which makes § maximal. The discrepancy at large G may be
explained as follows. Consider the case G — . In the simulation (and in reality) there is a
probability 1/10 for each of fuily-connected users 5 and 6 with which he can initiate a transmis-
sion period and (due to full-connectivity) be successful (so y = 1/5). However, since the
duration of other transmission periods (initiated by partially-connected users} can be infinitely
long, the contribution to the throughput from users 5 and $ becomes infinitesimal. Our model-
ing, liowever, assumes no uscs identities in determining the distribution of F as noted after
Eq.(4.33). As & result of transmission rate reduction by Eq.(4.45), we have {¢',) = {0} as
G —, 80 that 8 — 1, £ — 14 and so F — 3/2. 1t follows that S — y/{(1—y)F +y-1]
= 1.42 as shown in Figure 4.5(a). Therefore it is clear that the discrepancy comes from the
inaccurate evaluation of F, However, our approximation may stiil e useful because we usually
operate the system around the optimal value of G. A possible refinement for a population of
dissimilar users as in this example is suggested below. Figure 4.6 is for the same settings as in
Figure 4.5 but with perfect delay capture. Here again (excent the case of pure ALOHA for
which agreement is uniformly excellent) the agreement is good only until G attains its
optimum. Figures 4.7 and 4.8 are for the symmetric hidd=n-user configurations in CSMA with
a finite propagation delay g. T!.e agreement (over the whole range of G) is agam excellent for
any reasonable value of a.
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Now, let us examine some of our assumptions which have been introduced to make the
analysis tractable. In Eqs.(4.31), (4.62) and (4.75), we have assumed that each /", the inter-
val between two successive transmission start times such that it is shorter than the packet
transmission time, is independent and identically distributed, while, in reality, they are not. We
have, however, a theorctical rationale for this assumption for a large user population: i.e., the
fact that a large number of merged point processes t=nds to be a Poisson stream with aggregate
rate (Palm-Khintchine theorem; see, e.g., [Heym82a]). The apparent good agreemen: of our
results with simulation for as many as 20 users endorses this assertion. In our second assump-
tion, to account for the carrier-sensing effects, we have reduced the transmission rates and used
them as parameters in the exponential distributions for transmission rescheduling. In reality,
however, since we reschedule transmission at indefinite times until we sense the channel idle,
the interval between the actual transmissions is likely io be distributed as a random number of
exponentially distributed times rather than as a single exponential distribution with reduced
rate. An example of the resultant inaccurate evaluation for the duration of an unsuccessful
transmission period is the above-mentioned discrepancy for the wall configuration. Thus, an
improvement based on this observation is desired for refinement.

Also in expressing F in Eqs.(4.31), (4.62) and (4.75), we have ignored the dependence
of F on the detailed sequence of user indices involved therein for the sake of mathematical
tractability. However, in the case of unslotted CSMA (including pure ALOHA) with zero pro-
pagation delay, for example, we know exactly the distribution of f{ depending on the user
who initiates the transmission period. Specifically, if we denote by f(’()) the £ when the
transmission period is initiated by user i, then its distribution is given by

1-expl-x( ¥, g)}

Prob LF0() € x1 = = "g“"g T 0<x<1 (4.79)
!

JEH(D

We may also use the (exact) joint distribution of a few successive interevent times given in
[Lawr73,1to78). Thus for those values of offered traffic such that an unsuccessful transmission
involves only a few transmissions, this refinement is expected to improve the present formula-
tion results. It is also noted in this connection that Ito {Ito77] has derived the interevent time
distribution conditioned on the initial and terminal event sources in the superposed renewal
processes.

4.5 Conclusion

We have given an approximate analysis for the packet departure processes in a hidden-
user environment of single-hop packet broadcasting systems. The channel access protocols con-
sidered include pure ALOHA, and unslotted and slotted carrier-sense-multiple-access (CSMA).
The effect of (perfect) delay capture on unsloited CSMA has also been evaiuated.
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Exact stochastic analysis has been given for the durations of a channel idle period, a
successful transmission period, and an unsuccessful transmission period consisting only of those
packets from the users who can hear the initiating transmission. An approxiniate analysis has
been developed for the duration of an unsuccessful transmission period involving hidden users’
packets. Our approximation is based on the theory of superposition of independent renewal
processes, together with a proper reduction of transmission start rates to take care of carrier-
sense effects.

The channel throughput and the coefficient of variation of the packet interdeparture
time calculated by use of our approximation have been compared with the simulation results in
the symimetric and wall configurations for a variety of degrees of hiddenness. The agreement
between them is excellent 'n the symmetric hidden-user configurations (without delay capture)
for almost the whole range of offered channel traffic and all reasonable values of propagation
delay. For wall configurations and symmetric hidden-user configurations with perfect delay cap-
ture, the agreement is good until the offered traffic value exceeds its optimum which gives
maximal channel throughput.
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Lastly we have discussed some rationale for our assumptions and suggested possible
refinements of the present model for the dissimilar user case.

The first two moments of packet interdeparture time will be used in Chapter 5 to deter-
mine the coefficients in the diffusion process approximation to the queue length distribution at
the users.
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CHAPTER §
Queueing Delays in Contention Packet Broadcasting Systems

The average packet delay (including queueing and randomized retransmission delays)
for a finite number of random access users of a channel with infinite buffers is studied in this
chapter in several ways. First, exact expressions for the average packet delay are given for two
identical users of slotted ALOHA and of slotted CSMA-CD (carrier-sense multiple-access with
collision detection). Then, for the cases of more than two users of siotted ALOHA, some
upper and lower bounds on the mean delay are discussed. Finally, for a general class of
contention-type memoryless protocols, a diffusion process approximation for the joint queue
length distribution is formulated, and on the basis of its stationary solution, two approximate
mean delay formuiss are proposed and examined against simulation.

5.1 Introduction

An important performance mecasure in packet broadcasting communication systems
such as ground packet radio networks and local-area computer networks is the average packet
delay at a given throughput value. When the channel access protocol falls in the class of ran-
dom access schemes, this delay versus throughput performance for a firite user population has
been studied mainly by use of linear feedback models, for example, ALOHA-type schemes are
studied in {Lam7S5), {Carl75) and [Davi80], and carrier-sense-multiple-access (CSMA)-type pro-
tocols are studied in [Toba77], [Toba80d]l, [Hans79] and [Heym82b]. In a linear feedback
model, a Markov or semi-Markov process is formulated for a finite population of statistically
identical users each being canable of storing at most one backlogged packet. (The system state
is usually the number of |.. :logged packets.) This model may be realistic for a system of users
who can actually have at most one outstanding request (like interactive terminals), or a system
of so many users that traffic per user must be held at a sufficiently low level in order for the
system to be stable.

To analyze the throughput-delay relationship for a group of users with capability of
storing more than one packet, some extension of the linear feedback model has been attempted
in [Toba80a] and in Chapter 7 of this dissertation. One of the conclusions obtained in these
studies is expressed by the nhrase i~ ""oba80a] that the (optimally controlled) system is mostly
channel bound as ori:: . w storr..- .nd. This statement is drawn from an observation that
the improvement (in the throughput-delay performance) brought about by increasing the
number of packet buffers from 2 to 3 is not as significant as that by increasing it from 1 to 2.
Studying the performance in the case of users each having an infinite buffer motivates us not
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only on its own value bui also with interest in comparing the difference between the finite-
buffer and infinite-buffer cases.

In this chapter, we study the mean packet delay (which includes dic queueing and ran- -
domized retransmission delays) in a finite population of users each of vhom has an indepen-
dent packet arrival process and an infinite capacity of storing outstanding packets. When the
channel access protocol is slotted ALOHA, this problem has been addressed in several papers.
For example, Tobagi and Kleinrock [Tota76] showed simulation results. Kleinrock and Yemini
[Kiei80,Yemi80] developed a Wiener-Hopf technique in the case of two users. Saadawi and
Ephremides [Saad81} proposcd an iterative approximation method using the notion of user and
system Markov chains. Finally, Sidi and Segall [Sidi83] found an explicit expression for the
mean delay ir the case of two identical users. The present chapter continues these efforts by
extending the technique in [Sidi83] and by introducing another approximation method.

1
%8 SR~ T Y AV kL R A M. w wa . - -

The organization of the following sections is as follows. In Section 5.2, we first repro-
duce the analysis of [Sidi83) for the case of two identical users of slotted ALOHA (since our
study is based on this approach), and then carry out a similar analysis for slotted CSMA with
collision detection. In Section 5.3, applying the sar - method to the case of more than 2 users
of slotted ALOHA, we derive a formal expression for the mean queue length (containing
undetermined constants) from which an explicit upper bound on the mean delay is obtained.
Section 5.4 is devoted to the development of a diffusion process approximation to the joint
queue length distribution for a finite population of users of one of the contention-type memory-
less protocols (defined and analyzed in Chapter 3); this class of protocols (ALOHA and nonper-
sistent CSMA are included) have independent and identically distributed packet interdeparture
times (i.e., the intervals between two consecutive successful transmission:s) whose first two
moments are used to determine the coefficients in the diffusion equation. Concluding remarks
are given in Section 5.5.
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Throughout the chapter, we assume a constant packet length whose transmission time
is chosen as the unit of time. The notation convention X=1-—x isused for 0 < x <1, and

Gi(zp.202) A 2"—| G (21,220 2a0) (5.1)

p AP oty g SN SR ST e A

for a function G of M variables zy,25,**, 2.

§.2 Exact Analysis for Two Identical Users

In this section, we give an exact analysis leading to an explicit expression for the mean
peckei delay in the case of two identical users. Section 5.2.1 is concerned with sloited ALOHA
(this portion is essentially a reproduction of the analysis in [Sidi83], but we have simplified the
derivation and included the general arrival process), and Section 5.2.2 deals with slotied CSMA
with collision detection by the same technique. Each section begins with a definition of proto-
cols and parameters, followed by the statioz.ary equation yur the joint generating function of the
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queue length distribution. By manipulating this equation, we get the mean gueue length from
which we obtain the mean packet delay with the aid of Little’s resuit [Litt61)}.

5.2.1 Sietted ALOHA

In slotted ALOHA, tir:e is slotted with slot size equal to 1 (i.e., the packet transmis-
sion time). The start of a packet transmission is synchronized with one of the slot boundaries.
Consider two identical users with independent arrival processes and infinite buffers. Let A and
f(2) be the mean and the generating function, respectively, for the number of arrivals at each
user in any slot. For example, f(z) =explA(z-- 1)) for Poisson arrivals, and £(z) = Az + A for
Bernoulli arrivals. In any slot, each user behaves as follows: if he has at least one packet at the
beginning, he transmits one of them with probabiiity p (and dces not with probability 1 —,),
where 0 < p < 1. The transmission is successfu: if and only if only one of the users transmits;
in such a case, & packet is dequeued at the end of the slot. This protocol is identical with DFT
(delay first transmicsion) defined in {Toba80al; note that the first transmission of a newly
arrived packet (as well as the subsequent retransmissions if any) is delayed by a geometrically
distributed number of slots with mean 1/p.

Let us denote by Q; (i=1,2) the number of packets stored by user / at any slot boun-
dary (we consider the steady state only); this includes tho arrival(s) and excludes the departure
if any in the preceding slot. We define the steady-state joint generating function for queue
length distribution by

Glziz) &S T Prob [0y =ky, Qr=kal 251202 5.2,
k‘-Okz-O

By using a heuristic shown in [Klei80,Yemi80] (rather than the complicated derivation in
(Sidi83]), we can readily write down the equation for G(z,zy):

'G(2y,29) = F(z1,29 ' G(0,0)
+ G+ 'sz) [G(2,0)~G(0.0)] + (5 + ;”2-) [G(0,2) —G(0,0)]

+ [1-2pp + pp( 'le + ;‘2- N G(z),29— G(2,,0) = G(0,z) + G(0,0) ll ,
5.3)

where

F(z1,29) & £(z2)f(z0) (5.4)

(The implicatior. of each term in Eq.(5.3) should be clear; e.g., G(z,,0) -~ G(0,0) represents
the case where uscr | is nonempty and user 2 is emptyv, and in such a case the queue size at
user 1 decreases by 1 only when he transmits (i.e., with probability p) as shown in the term
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P +p/2,. Other terms in the braces can be interpreted similarly. The factor F(z,,2;) stands for
the change in queue size due to the independent arrival progess.)

Although we have been unabie to solve Eq.(5.3) for G(zy,27), we can obtain the mean -
queus length Q= Q= G,(1,1) as follows (following the approach in [SidiR3]). First, use the
condition G(1,1) =1 and symmetry G(1,0) = G(0,1) to get

p(1=-2p)G(1,0) + p2G(0,0) = pp — A (5.5

Then, from Eq.(5.3), we can express G,(1,1) and dG(z,z)/dz |, in terms of G,(1,0). By
obse:vation that 4G (2,2)/dz |,.1=2G\(1,1) due to symmetry, we find

2A- A2+ 77(1)

G(1,0) = T (5.6)
"(1)5 +2A5 +\1p — 2\
Gu(1,1) = LG +Ap -2 (5.7)
, 2(pp—-2)
, .
Hence, by Little’s result [Litt61], we get the mean packet delay denoted by D:
G (1,1 52 + £*(1)5.
_G 142 +Ap/2-:f (1p/2\) 5.9

PP—A
Note that (1) = A2 for Poisson arrivals and /"(1) =0 for Bernoulli arrivals. Since there are
no lost packets, the throughput of this system is equal to the totsl mean arrival rate 2A.

5.2.2 Sletted CSMA with Collision Detection

In CSMA we take into account the nonzero propagation delay denoted by g, so that a
succegsful transmission takes up 1+ 4 in channel time. We assume the collision detection to
be such that an unsuccessful transmission lasts  +a, where a £ 5 € 1. Now the time is slot-
ted with siot size equa! to d +4, and the start of any transmission is synchronized with one of
these slot boundaries. At the end of every slot, each user can recognize what has happened in
the slot. (The special case of this slotting when 5 = g appears in {Lam80).) Clearly, an unsuc-
cessful transmission takes up 1 slot and the duration of a channel idle period is also counted by
slots. Let us define

fl1-0]

r 4 YT a (5.9
where | x] is the ceiling of x (let [/]=/ for an integer /). Then, a successful transmissicn
takes v +1 slots. See Figure 5.1 for an iflustration of successful and unsuccessful transmission
| periods. We note that the case without collision detection (b=1) is equivalent to slotted
: ALOHA with slot size 1 +a.
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Consider two identical users with independent arrival processes and infinite buffers.
Let A and f(z) be the mean and the generating function, respectively, for the number of
arrivals at each user in any siot {(of size » +a; note the difference in time units from Section
$.2.1). Suppoee that a user has at least one packet at the beginning of a given slot when he is
not transmitting. If the preceding slot was sensed busy (due to the other user’s transmission),
he does not start transmission with probability 1. If the preceding slot was sensed idle (includ-
ing the case where the preceding slot was an unsuccessful transmission or the last slot of a suc-
cessful transmission), he starts transmission with probability p (and does not with probability
1-p), where 0 < p £ 1. The simultaneous starts of transmission by both users result in an
unsuccessful transmission. Otherwise the transmission will be successful since its start is per-
ceived in the first siot by the other user who then suppresses his transmission.

Numbering the slot boundaries as ¢=1,2,---, let Q,(¢} (i=1,2) be the number of pack-
ets stored at user / at time ¢, this includes arrival(s) in the slot [¢—1.¢] and excludes any packet
that has successfully completed transmission in the slot [+—1,7]. From the above-mentioned
arrival process and transmission protocol, it is clear that the process [ Q,(1),0:(0)] is a
(discrete-time) semi-Markov process. We can then construct an embedded Markov chain
{0 (1).0'5(1) ], where Q',(¢') (i=1,2) is defined to be Q,(¢) when t' is one of those slot
bounderies which are not (properly) included in the transmission period. Obviously, these slot
boundaries are the embedded Markov epochs in the sense that the process after ¢’ depends only
on the state et r'. In Figure 5.1, the Markov epochs are shown by ®.

Now, we define the stationary joint generating function for the queue iength distribu-
tion at the Markov epochs by

Gz AT T Prob[Q'1=ki, Q2= kal 21122 (5.10)
k1m0 ky=0

The equation for G(z;,2,) is then given by

G(l|,lz) - F(z|.z;) 6(0.0)
+ P+ F(z,2)° %] [G(2,,00—G(0,0)] + [7 + F(z),2)°" z—p:l [G(0,z9) — G(0,0)]

+[1-2pp+ F(z|,zz)’p{7(-l-- + L) 1 [G(z2),29) -~ G(2),0) — G(0,2) +G(0,0)]
YA 71

4 (5.11)

where F(z),2,) is defined in the same way as Eq.(5.4).

We can now find G,(1,0) and G(1,1) as before. First, from G(1,1) =1 we have

p(1-2p)G (1,00 +p1G(0,0) = pp — 75— (5.12)

Then we get
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A=A+ (1)

G0 = = =D (.13
Q=-2AD " (D p+2ap+72p) - A2A=1r (247" (1) =21 (++1)A2)
Gi(1,1) = o

Recall that G1(1,1) is the mean queue length observed only at the embedded Markov
epochs defined above. To find the mean queue length at an arbitréry slot boundary, note that
the number of stored packets can be viewed as a ‘reward' in the context of the semi-Markov
process with reward (see, e.g., [Heym82a]). Thus, if we denote by /(k,ky) the expected dura-
tion of the state (ky,k7), and by b(k),k2) the expected contribution to the backlog accumula-
tion at state (ki.k2), then we have the total mean Gueue length at an arbitrary epoch (or the
average teward) as

20- £ (5.15)
where
LAY ¥ itknk) Probl Q=i @Q'=ka] (5.16)
k=0 K3=0
and
BAY ¥ blkiky) ProdQ'y=ki,Q'r=k:] 517
ky=0 k3=0

Since the length between two successive Markov epochs is - +1 when this interval involves a
successful transmission, and it is 1 otherwise (either idle or unsuccessful transmission), we
have clearly

1 ki=ky=0
Ik k) = p(r+1) +p ky21,ky=00r ky=0,k221 (5.18)
2pp(r+1) +1-2pp ki21,k; 21

Similarly, the backlog accumulation is expressed as

2 ky=kz=0
pB (ki) +p(k+2)) ky21,k=0

b(khkz) = pB(kz.-.r) +p(ky+2)) k1=0,k221 (5.19)
(1-2pp) (ky+k2+2)) +2pp B(ky+kz,7) ky21,k21

where B(k,r) is the average accumulated backlog (in packets'slots) during a successful
transmission period (of length 7 +1 slots) which begins with k packets, and is given by

B = (k=D 41 +1{1 122 _12a 4 ) 5o,
j=1

-’
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= (k=1) (r+1) + A (r+1) (142) +ﬁ§ (5.20)

Substituting Eqs.(5.18)-(5.20) into Eqs.(5.16) and (5.17), and making use of Eq.(5.12), we
have the expressions for L and B reduced to

L= (5.21)

and

2\
e [M(r+l)-—r+

B =2(1+2pp7) G,(1,1) — 2p(1-2p)7 G,1,0) +

l-b]

bral (529

The mean queue length at each user at an arbitrary slot bounary is given by

0 = (1=207) [ (142p57) Gy (1,1) - p(1=2p) 7 G+ (1,00 ] +A2r(r+1) = A (7 — —}f—b)
2+e - (5.23)

Since A is the mean number of arrivals per user in a slot of length b +a, the total throughput

of this system is given by 20/(b +a). By Little’s result [Litt61], the mean response time D is
‘given by

D - 9-‘-")\—*3 (5.24)

Substitutions of the expression for G1(1,0) and G,(1,1) in Eqs.(5.13) and (5.14) into Eq.(5.23)
and some manipulation finally yield

§2+M+E'L;%—)-+pﬁ‘r[‘[;—(:)—+k(r+-3-)]

D=14+a+(b+a)- 2 2

(=27 = (5.25)

In Figure 5.2, we show the mean packet delay for given values of throughput, each
being optimized with respect to p, in the case of Poisson arrivals. For comparison, we also
show the mean response time in a perfect scheduling system (i.e., an M/D/1 queue with arrival
rate 2\ and service time 1+4). This is a plot of

1—a(14+a)
"1=2A(1+a) (5.26)

against the total throughput of 2A. An intersting observation in Figure 5.2 is that D for
b=0.75 is mostly greater than D for =1. This is because when a=C.1 and b=0.75, 71% of
the second slot in every successful transmission is wasted (note that (1+a)/(b+a) =1.294 is

0.71 short of the next integer 2). The closeness of the curves for 5=0.25 and 5=0.5 can be
explainzd similarly.

D=(1+aq)
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Figure 5.2 Mean delay for two identical usera of CSMA with collision detection.
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5.3 Bounds on the Mean Delay in Slotted ALOHA

If we apply the technique of the preceding section to the case of irore than 2 (identical)
users, it turns out that we cannot determine some of the unknown constants which remain in
the expression for the mean qucue length. From it, however, we ¢ derive an (explicit) vpper
bound which is tighter than the upper bound obtained by the heavy-traffic assumption. In this
section, we show this analysis for slotted ALOHA with Bernoulli arrivais, and also discuss lower
bounds which are obtained numericalily.

Consider a population of M identical slotted ALLOHA users with independent Bernoulli
arrival processes and infinite buffers. The assumptions about the arrival process and protocol
are the same as in Section 5.2.1, so we use the notations A and f defined there. Let Q; denote
the number of packets in user / (i=1,2,--,M) and define the steady-state joint generating
function of the queue length distribution by

G(Z|.Zz,"',zu) - z 2 2 Prob [Q|-k|,az-kz, ,QM-kM]ZI ‘z ZJ' (5.27)
Km0 ky=0  Kyy=0
By considering all the possible events to occur depending on the states of the queues, we can
write down the algebraic equation for G(z),2;5,-*,2) in terms of z;’s and those G’s for which at
least one of their arguments is 0 (this equation is similar to Eq.(5.3)). Then we may eliminate
a constant G(0,0,-,0) by using the condition G(1,1,.--,1) =1. In addition, we have the condi-
tions on the mean queue length § in each user:

0 4 26G11-D|mi = 3 LGtz D oy = e =

2 & G(Z,Z,Z,"‘,Z) zm=]

1l 4d
M & (5.28)

where we liave taken into account ihe symmetry among the M users. These conditions mani-
fest the observation that the marginal mean length of a single queue is equal to 1/m of the sum
of the marginal mean lengths of m queucs for m =23, M.

In carrying out the caiculation, however, it turns out that all the M —1 conditions in
Eq.(5.28) lead to an identical equation given M. For example, they are
M=2: pG(10) =:.—-2\%2

M=3: ppG(1,1,00+p2G,(1,0,0) = A— 22

M=4: pp*Gy(1,1,1,0) +2p% G(1,1,0,0) +p° G1(1,0,0,0) = A —A%/2 (5.29)

where G, is defined in Eq.(5.1), and syrimetry conditions (e.g., G;(1,1,0) = ¢1(1,0,1) ) have
been used to reduce the number of undetermined constaints. (The results above and hereafter
for M =2 are due to Sidi and Segall [Sidi83].) Now, it may be conjectured that, for a general

M,
M—-Z 4
E(Mkzlp"’ I GO = x -NY2 (5.30)
k=0
1
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where 1 /¥ is an M-dimensional vector whosc first k& elements are 1 and the remaining M — k
elements are 0. Since we have only one equation (5.29) for M —1 unknowns G,(1)M),
k=12, M—1, we cannot solve for them except the case M =2,

The mean queue length @ = G, (1Y), defined by Eq.(5.28), can be expressed in terms
of G1(1¥)’s as follows:

M=2: z_, , —PGA0+ad-pp)

- —
PP —A
M-3: 5 H—zp p Gi(1,1,0) — p* G\(1,0,0) + A (1 — pp?)
-\
M=t 5 H—suﬂo.(nno) 3p°5 G1(1,1,0,0) - p* G1(1,0,0,0) + A (1 — pp°)

PP\ (5.31)
Thus, in gereral, we may induce that

M-2 o _ - —
— EO(M,‘l]n"’*n"Gn(lﬁl)H\(l-m" I)

Q=i+ (5.32)
Q pﬁu-l -A
The mean packet delay D is ther given through Little’s result [Litt61):
D=0/ (5.33)

(Note that for M =2 we recover Eq.(5.8) with /(1) =0.) Eqgs.(5.30) and (5 32) are the basis
for the upper bounds obtained below.
First, an obvious upper bound on Q is found by noting ihat
G(14) =20 k=0,1,-- A-2 (5.39)
Thus, from Eq.(5.32). we have

- A(1=ppM )
Qs+ _-;T?"—-_A— (5.35)
which leads to
1-a
D < ;E‘ﬁ: 4 Dyr (5.36)

It can be easily seen that this upper bound corresponds to the heavy-traffic approximation, i.c.,
the solution which is obtained by assuming that all other users are always nonempty. For, in
this case, in any slot, we have a successfu) transmission with probability p5™~'. Then, the
queue length distribution in each user can be found independently (as a birth-and-death pro-
cess) to give Dyr in Eq.(5.36).
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Now, a tighter bound can be derived by taking Eq.(5.30) into consideration.
Specifically, multiplying the both sides of Eq.(5.30) by p and adding the left-hand side and sub-
tracting the right-hand side to and from the numerator of Eq.(5.32), respectively, we get

-2 _
= S (M) o5 61180 +2 =g = p (A= NYD)
— kel .

D=+ e (5.37)

Then, again by use of Eq.(5.34), we obtain

= —M-~2

pg1+ 2z D2, ) (5.38)

T A

Note that Dy=D for M =2, This upper bound may not be very tight as A —0 because we
then expect that T=1/p due to negligible chancas of collision, whereas Dy = 1/pp™~% The
fact that 0 and D are finite as long as A < pp™~! agrees with the classical result by Abramson
[Abra73b] for the throughput of a finite-population slotted-ALOHA model where all the users
are assumed to be always norempty.

As for lower bounds on D, we have not vet obtained any satisfactory expression,
although D for M =2 is obviously one of them. Clearly, however, a solution to any finite-
buffer system (with tie same M) gives a lower bound for our model where an infinite buffer is
assumed for each user. In a finite-buffer system, packets which arrive to find the buffer full are
lost and not accounted for in @ or D. Such a solution is now available only numerically (i.e.,
we solve a statiorary Markov-chain problem). As an extreme, if we assume a single-packet
buffer for each user, we are essentially having the linear feedback model for the DFT protocol
considered by Tobagi [Toba80al. Numerical soiutions to the cases of more buffers certainly
yield tighter lower bounds for each M.

In Figure 5.3, we display the upper and lower bounds described above for ihe case of
M =3 with p=04. We have shown the results of numerical caiculation for the single-buffer
case as well as the 9-buffer case. The lutter case should be close to the infinite-buffer system so
long as A is not in the vicinity of its maximum. (In fact, for all the parameter values shown in
Figure 5.3, the customer blocking probability in the 9-buffer system is less than 10~>.) The
curves labeled with D* and D** are due to our proposed mean delay formulas derived in the
next section. Similar curves for the case of M =10 and p =~0.1 are shown in Figure 5.4.

§.4 Diffusion Process Approximation for a Contention System

In this section, we present a diffusion process approximation to the joint queue length
distribution in an open contention system. We assume that a populaiion of M users, each hav-
ing an independent arrival stream of packets, coniend for a communication channel which can
administer service to one user at a time. If more than cne user demands service simultane-
ously, none of them get a successful service by the channel (the case called collision). In the
case of a successful service, one packet is removed from the originating user’s queue. The
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time of next service request is scheduled independently by each user according to a given ran-
domization procedure. It should be noted that because of contention the queue lengths in all
users are dependent on each other. A diffusion process approximation is applied to the joint
process of queue lengths in all users.

The time axis of the system may be slotted or unslotted (continuous); its unit is chnsen
to be the constant packet transmission time. (In a slotted-time system, the slot size may cqual
this unit time (for ALOHA) or its fraction (for CSMA).) Let the A users be indexed as
1,2,~-,M. Let 1/x, and C2, be the mean and the coefficient of variation, respectively, of the
packet interarrival time at user i (i=1,2,---,M). Likewise, since there can be no more than
one successful service (called departure) in a unit time, let 1/S and C? be the mean #nd the
coeficient of variation, respectively, of the system interdeparture time. Note that S is
equivalent to the channel throughput. Furthermore, we assume that a successful transmission
is achieved by user i/ with probability ¢; (i=1,2,--, M), where 3 M, ¢, = 1. If we define 1/5,
and C? as the mean and the coefficient of variation, respectively, of the packet interdepariure
time from user /i, then it can be shown (see Section 3.2 for derivation) that

S;=¢S;: 1-CP=gq(1-C? i=1,2, M (5.39)

We note that S and C? have been calculated in Chapiers 3 and 4 for a number of contention-
type memoryless protocols.

5.4.1 Diffusion Equation for a Contention System ‘

Let us choose the time origin t=0 arbitrarily and iet 4,(¢) be the number of packet
arrivals at user / during interval [0,¢) (i=1,2,--- M ). Similarly, let D,(t) denote the number
of departures from user / during the same interval [0,7]. Our approximation is based on the
assumption that all users are nonempty at all times. It follows that Q,(¢), the number of pack-
ets existing in user / at time ¢, is given by

Q,(1) = Q,(0) +4,(t)-D,(r) i=12, M (5.40)
Therefore, the change in Q;(¢) during an interval [¢,7+A) is expressed as
Qi(t+A) — Qi(t) = [A,(++8) — A, (D) =D, (t+A) - D, (1))

whirh we write as

AQ/(‘) - AA;(‘)"‘AD[(‘) i—l.2,---,M (5.41)

We consider an M-dimensional process
AQ{) = [AQ1(),A0,(8), -, AQn (D) ]

Note that 4,(s) and 4,(¢) are independent for i # j. We assume that 4,(s) and D;(¢) (possi-
bly i=j) are also independent due to the assumption that all users are always nonempty (so
that the arrival process does not affect the departure process). Then, it follows from Eq.(5.41)
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Aa,l'; - AA["S‘AE]‘ ; Iy
VarlAQ,(1)) = Var[aA, ()] + VarlAD(1)) ,
Cov[AQ;(1),AQ)(1)) = CovlAD/(0),AD; (D), i#j

ij=12, M (5.42)

We are now to find the quantities on the right-hand sides of Eq.(5.42) by approxima-
tion. Our approximation replaces the integer-valued variables AA;(f) and AD,(r) by the
corresponding continuous-valued Gaussian variables.

If A is sufficiently large that we observe many arrivals and departures during [¢,7+A],
then on the basis of the central limit theorem, we can approximate each AA;(¢t) by a Gaussian
variable such that

AA/(’; - A/A N Var[AA,(i)] - A/C}',A i—l,2,--~,M (5.43)
Similarly, the number of departures froim all users in [¢,2+Al
M
AD() A AD(" (5.44)
im1

can be approximated by a Gaussian variable such that
AD(r) = SA; VarlAD($)] = SC2A (5.45)

The M-dimensional process [AD,(1),AD(t),-,ADp(t)] is also approximated by a
multivariate Gaussian process because AD;(¢) and AD)(1), i j, are dependent. It can be
readily shown (see Appendix A) that

m =g m ’
Cov[AD (1), AD)(1)] = q,q,{ Var!AD(1)] — AB10) ) + 8,¢AD(H)

ij=12,M (5.46)

where
|1 .y
8 = l 0 i

Substituting Eqs.(5.39), (5.43), (5.45) and (5.46) intc Eq.(5.42), we determine the
coefficicnts for the diffusion equation given shortly:
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mA A2000 = (2,-5)A,
oA & CovlaQ(N,AQ)(N] = [8,(rC2,+5)- 5(1-CPlA

iJj=12, M (5.47)

Since AQ(r) has been definod as a linear combination of the two independent multivariate
Gaussian processes by £q.(5.41), it can also be spproximated by a multivariate Gaussian pro-
cess whose means and covariances are given by Eq.(5.47).

Let p(x;¢) be the joint probability density function of AQ(s), where X = [ x;,x3,",Xp ).
It satisfies the Af-dimensional! forward diffusion equation

p(xyt) 1 MM %) M dpx)

Y] 2 EE‘G& ax,0x, ,);,"" 3x, (5.48)
If there is no boundary condition imposed on AQ(s), then it is an M-dimensiona! Brownian
motion with drift. However, since we have assumed that all users are nonempty at all times
(i.e., AQ,(¢r) >0), each of M boundaries x,=0 (j=1,2,-- M) should act as a reflecting bar-
rier such that no probability mass can collect at x;=0. The reflecting boundary condition is
given by

M .
33 0} ax = Mo | 0= iml2M (5.49)

5.4.2 Stationary Solution to the Diffusion Equation

The stationary solution to Eq.(5.48) where th2 time derivative is set 0 zero which
satisfies the reflecting boundary condition in Eq.(5.49) is given by

p(x) = ﬁ (—w;) explw;x;) (5.50)

=]

Here the column vector & = [w;]T is computed from the column vector m={m;}7 and matrix
2
o - la'ul by

o=2¢"'m (5.51)

where o~! is an inverse matrix of o.

From Eq.(5.47), it can be shown that

dot(a) = |1 F SU=CD 1 M) c2,48)
’ —Igl kIC}.,"*';S] I !—Il AI a.l i7
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ij=12, M (5.52)
Therefore, @ can be easily computed through Eq.(5.51).

Let us now consider the special case of statistically identical users such that

1
A=A Cli=cd, @ =37

S = Ti Ads: C'= 1—-1:?(1—c’) A im12M (5.53)
In such a case, from Eq.(5.47) we have
mm=ar—s,
al=8,(Acd+s)-s(1=¢?) iJ=1,2, M (5.54)

It follows from Eq.(5.54) that
det(ar) = (Ac2+3)M-1(A\c2+5C?) ,

(A2 +5)M2
" det(e)
Therefors, from Eq.(5.51), we obtain
I (A—35)

oA+ sC?

(™M)= (8, (Ac2+sCH)+s(1=cV)]  ij=12,M (555)

i=1,2,- M (5.56)

We note that this is of a similar form to what we meet in the diffusion process approximation
to the queue size of a G/G/1 queueing system. The only difference here is the second term of
the denominator of Eq.(5.56). The coefficient of variation C? for the whole system (instead of
¢?) accounts for the interaction among users.

5.4.3 Proposed Mean Delay Formulas

Eq.(5.50) has a product form for the marginal probability density functions. Therefore,
the mean queue length in each user can be calculated separately. In the context of the
diffusion process approximation, there seem to be several ways to preperly evaluate the mean
queue length as shown in [Gele80]. A straightforward way is to simply calculate the mean of
an exponential distribution in each term of Eq.(5.50). Let Q" be the mean queue length in
user /i calculated in this way:
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o - J:’x(—a,)exp(s,x)dx --L im1,2, M (5.57)

W,

Another way is to first (iscretize the exponential distributions in Eq.(5.50) and then take the
aversge of the resulting discrete distribution. Let us follow [Koba?4} which shows this tech-
nique. The discreiized dittribution of the queue length at user / is given by

pi(n) & Prob(Q =n)

= L™ Cadexpli)ds = (1-p))* =012, (5.58)
where
p, = explw,) i=1,2, M (5.59)
From Eq.(5.58), the average quelic lengsh in uscr i (now denoted by Q™) is given by
o - g npn) = Tf-‘l;,' i=1,2,M (5.60)

As usual, the mean packet delay in user i, D,, is given as Q/A; by Little’s resuit.
Corresponding to the two Q,’s in Eqs.(5.57) and (5.60), let

D=0/ s D™ = 0\, i=12 M (5.61)

| In diffusion approximations to a G/G/1 queue, it is common to adjust the asymptotic value of
. mean queue length at zero input since we know it is the utilization of the server (i.e., the ratio
of the mean arrival rate to the mean service rate) [Koba74,Gele80]. In our contention-type
system, however, the queue length in a given user depends on the queue lengths in other
users. Therefore, O, as A, —0 cannot be expressed in terms of parameters only for user i.

It is reasonable to assume that if the arrival raies at all users were negligibly small (let
us denote this situation by A —0) then the packets would be delayed only due to the random-
ized tire before the first transmission (and the transmission time). Let us denote by D@ the
expected packet delay in user i when A—0 {i=1,2,.- M). They depend on the channel
access protocol and transmission parameters. Noting that

@ <= —% as A—0 im1,2, M (5.62)
we propose the foliowing two formulas for the mean packet delay in accordance with the two
expressions in Eqs.(5.57) and (5.60):

l—l/l.lll
» o DO - e y
D =D im1,2, M (5.63)
—exp(=2
Dy = po L0 %) im12, M (5.64)

1-p,
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5.4.4 Discussion of the Numerical Examples

Let us look at some example systems for which we can examine the accuracy of our
proposed fcrmulas in Bqs.(5.63) and (5.64). We first confine our concern to the cases of sta-
tistically identical users (i.e., the same arrival processes and transmission parameter values for
all users); these are the cases where the diffusion approximation is expected to work since all
the users then tend to saturate in the same fashion. We then look at a case of nonidentical
users. Our discussion refers to Figures 5.3 through 5.7. It is noteworthy in these figures that
Eqs.(5.62) and (5.64) give similar numerical values despite their different appearance.

Our first and second examples are for slotted ALOHA with Bernoulli arrivals. For a
sysiem of M users each with a transmission probability p and an arrival probability A in any
slot, we have

S=Mp(1=p)M! . Clml=§ : clml=>r; DOml/p (5.65)

Thus, from Eqgs.(5.56), (5.63) and (5.64), we can easily calculste D® and D**. Our first
example is a system of 3 users of slotted ALOHA each with p =0.4. The mean delay values D’
and D** by Eqs.(5.63) and (5.64), respectively, are shown in Figure 5.3. The two upper bounds
Dy7 and Dy given in Section 5.3, and the lower bounds which are numerically obtained by
assuming a finite buffer for each user are also dispiayed. Since the numerical solution for the
9-buffer case is expected to be close to the true values (so long as the imposed throughput is
not near the allowable maximum), the accuracy of our formulas seems good.

The second example is a similar system of 10 users of siotted ALOHA each with
p=0.1. In Figure 5.4, our approximation D* and D** are compared with simulation results.
We have here simulated 10,000 siots and shown the results by the bars centered at their sample
means and with width equal to twice their sample standard deviations. We see that our approx-
imation deviates further from the sample means (in the direction that gives larger values of
mean delay than the simulation results) as the throughput is increased.

In the third example shown in Figure 5.5, we consider a system of M =5 users of pure
ALOHA each with a Poisson arrival stream. The interval between two successive transmissions
at each nonempty user is assumed to be exponentially distributed with mean 1/g where g=0.1
in this example. The values of S and C? for such a pure ALOHA system with parameters M
and G = gM can be approximately calculated by use of a procedure given in Section 4.3.1. In
the present case, we have S=0.19 and C?=0.74. Because of the exponentially distributed
interarrival times at each user, we use ¢2=1 i Ea.(5.56). The packet delay at zero input is
given by D@=1+(1/g) =11. The values of our approximate mean delays D* and D* in
Es.(5.63) and (5.64) are plotted 10gether with the simulation results (only the sample means
are shown by circles) for 2,000 packets (i.e., 2,000 successful transmissions). Here too, our
diffusion approximation appears {o overestimate the mean delay as the arrival rates are
increased.
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Figure 55 Comparison of the diffusion approximation with
simulation results In pure ALOHA.
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The fourth example deals with a symmetric hidden-user environmeni for a population .
of M =20 unslotted nonpersistent CSMA users each of whom can hear only m =17 other
users'’s transmission. We assume zero propagation delay (g =0) ard a Poisson arrival process
at each user. The time until the next transmission is started by any user (who is not sensing a .
busy channel) is assumed to be exponentially distributed with mean 1/g. According to our
A analysis in Section 4.3.2 (approximate but validated against simulaiion), for G = gAf ~ 1,778
i'; which nearly makes S maximum, we have S =045 and C?=0.46 (see Figures 4.4(a) and
' 4.4(b)). Again, D@ =1+(1/g)=12.25. In Figure 5.( we show the values of D" and D" in

Eqgs.(5.63) and (5.64) with simulation results (sample means only) for 10,600 packets. The
agreement is remarkable.
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The last example illustraies a case where the agreement of our proposed formuia and
the simulction results is not so good for an asymmetric system configuration. Figure 4.3(b)
shows a hearing graph (each node represents a user, and an edge is drawn between nodes / and
J if users i and j hear < ach other) for a system of M =10 users forming a ‘wall configuration.’
We assume again unslotte nonpersistent CSMA with zero propagation delay, and Poisson
arrivals at each user whe schedules his next transmission at an exponentially distributed interval
(with mean 1/g). When G =gM =1 is chosen, an analysis in Section 4.3.2 yields approxi-
mately S=0.3943, C2?=04507;, 7,=q10=0.0811, ¢g;=go=0.0896, g3=ggs=0.0990,
ga™=q7=0.1094, gs=g¢=0.1209. The S;’s and C/*’s are then calculated by Eq.(5.39). In Fig-
{ ure 5.7, D/ (i=1,3,5) computed by using these values are plotted together with the
corresponding simulation results for 100,000 successful packet transmissions. (The values of
D;" are not so different from those of D;’.) We see here that for users 3 and 5 our delay
appreximation gives lower values than the simulation results. This indicates a limitation for the -
applicability of our approximation.
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5.5 Cenclusion )

In this chapter, we have studied the mean packet queueing delay for a finite population
of random channel-access users with infinite buffers. For the case of two users of slotted
ALOHA (due to [Sidi83]) and slotted CSMA with coilision detection, the exact expressions for
the mean delay have been show1 Then, for the cases of more than two users of slutted
ALOHA with Bernoulli arrivals, some upper bounds on the mean delay have been obtained.
Finally, a diffusion process approximation has been formulated for the joint queue length distri-
buticn, and based on its solution, two approximate mean delny formulas have heen proposed.

A A OF

R T —_

Our diffusion approximation can be applicable to any single-hop system (including
hidden-user configurations) for which we can calculate the first two moments of the distribution
of the packet interdeparture times when all the users are assumed to be nonempty. However,
the accuracy of this approximation appears to be good only for the case of statistically identical
users (i.e., the same arrival process and transmission parameters) since they then saturate in a
i similar manner. Appiication of the diffusion process approximation to multi-hop packet radio

3 n2tworks may be possible if the hearing topology and traffic requirements are fairly homogene-
‘. ous over the whole network.
’ﬂ
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Figure 5.6 Comparison of the diffusion approximation with simulation
resuits in hidden-user, unsiotted CSMA.
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CHAPTER 6
Optima! Transimission Ranges for
Randomly Distributed Packet Radio Terminals

In multi-hop packet radic networks with randomly distributed terminals, the optimai
transimission radii to maximize the expected progress of packets in desired directions are deter-
mined with a variety of transmission protocols and network configurations. It is shown that the
FM: capture phenomenon with slotted ALOHA greatly improves the expected progress over the
system without capiure due to the more limited area of possibly interfering terminals around
the receiver. The (mini)slotted nonpersisient carrier-sense-multiple-access (CSMA) only
slightly cutperforms ALOHA, uniike the single-hop case (where a large improvement is avail-
able), because of a large area of *hidden’ ierminals gnd ihe long vuircrable period generated by
them. As as example of an inhosnogenzous terminal distribution, the effect cf a gap in an oth-
erwise randomly distributed terminal nopulation on the expected progress of packets crossing
the gap is considered. In this .ase, the disadvantage of using a large transmission radius is
demonstrated.

6.1 Introduction

One of the key issues in providing efficient and cost-effective muli-hop packet radio
networks is to find an adequate transmissicn power for each terminal in the network. The
environment we have in mind s onc in which commusicating terminals are geographically dis-
tributed, possibly mobile, and require muiti-access to a communicaticn channel shared among
themselves. It has been shown {Silv80] that the spatial reuse of the channel obtained by reduc-
ing the transmission power to a ievel such that only a few neighbors are within the range gives
rise tc an improved throughput (the av-rage rate of successful transmissions) for the network.
However, since the purpose of transmitting packeis in a multi-hop environment is to advance
them towards their destinations, a more appropriate measure of performance is the expected
one-hop progress of a packet in the desired direction [Klei78,5ilv80].

The optimal transmission power to maximize the expected progress involves the follow-
ing trade-off. (Here we ussume every terminal uses the same power.) A short-range transmis-
sion is favorable in terms of successful transmission because of its low possibility of collision
(the overlapping of packet transmission periods from multiple i:insmitters) at the receiver. A
long-range transmission is favorable because (i) it moves a packet far ahead in one hop if suc-
cessful, and (ii) there is bigh probability of finding a candidate receiver in the desired direction.
Roughly speaking, if we denote by N the avcrage number of terminals within the transmission
radius ( NV is clearly an incr2asing function of the radiuz), then the probability of successful
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transmigsicn is propcrtional to 1/N whereas the progress is proportional to /N and the contri-
bution from the ruceiver's angular position is expressed as a monotonicaliy increasing function
cf N from 0 to some asymp:otic value. Thus we see that there musi exist an optitna! value of
M which maximizes the obtainable expected progress.

This chapter elaborates on these ideas witlr 1 variety of transmission protocols and net-
P work conBgurations. The protocols considered here include slotted ALGHA (with and without
' FM  capture) [Robe??, and nonpersistent  carrier-sense-multiple-access  (CSMA)
Fiofe74,4".575¢)  Terminal: c¥e-“andomily located in the plane according to a two-dimensional
Zosson distribe.i - with ©oroger.ious or inhomogeneous density. Each section below begins
with *1¢ deseiistien of ' r'odel used in that section, followed by the formulation of the
oriimdeticn ni he = 4F, a4l transmission range is found, and the performance is com-

2
¢

Y arse itk DLoeT amdrls it t23ui.8 are summarized in the concluding section. ‘

£ Opthaee: Trenacais s.on Rodic for Slotted ALOHA

T his section is concerned «ith the optimal trunsmission radii for randomiy distributed
te-minals using slotted “L(Y{A as the ivansmission protocol. The same problem was con- |
sidered by Kleinrock a2 Siivester [Kliei78,Silv80] who provided the ‘magic number 6 as the i
optimal numb«r of terminals to be covered by one transmission. However, there appears to be !
an inconsisieticy in their treatment. (In evaluating the probability of successful reception {

|
|
|

(Eq.(5.7% o [SilvA0]), the number of terminals around the receiver is confused with (hat :

aroun< the transmitter. As a matter of fact, the resultant optimal p, p° = 1/N, could be greater

| :hao 1 (inconsistent with slotted ALOHA) for & very small transmission racius.) Therefore, we

seconsider their problem and show a different meagic number neariy equal to 8. The present

‘ section also serves to provide the most basic model among those considered in this chapter. 1
|

The basic assusaptions znd associatad parameters used it this section are as follows:

| Transmission protocol: slotted ALOHA. The slot length in time is equal to the *
transtaissior. time of a packet. (All packets are assumed to be of the same length.) The propa-
gation time is neglected (or considzared to be inciuded in the slot). We do niot take into account
the acknowledgment traffic. It is assumed that the successful reception of a packet is immedi-

ately made known to the transimitte: (s.g., by using 2 different (free) channel of wide |
bandwidtn). J

Transmission probabllity: ». All terininals are supposed to have packets at all times
(heavy-treffic sssumption). For svery slot, each terminal transmits 2 packet with probability p
(and does not with probability 1 —p), where 0 < p < 1.
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Transmission radius: R. All terminals use the same transmission radius. This means
that terminals within a circle of radius R centered at the transmitter hear the transmission,
whereas others do not hear it at all. More than one transmission within a distance R of the
receiver in the same slot bring about the collision of all packets at that receiver.

Spatial distribution of terminals: two-dimensional Poisson distribution with the average
number of terminals per unit area A. We assume that a new sample of the spatial distribution
is given for every slot.

Distribution of the sources and destinations of packets: two-dimensional isotropic, i.e.,
uniform over the plane. For every slot, the direction of the final destination for a packet in
each terminal is assumed to be distributed uniformly in angle.

Routing strategy: most forward within R (MFR). Each terminal is assumed to know
the position of those terminals within s distance R. Given a packet and its final destination, a
terminal transmits to the terminal most forward (among those whose positions it knows) in the
direction of the final destination. If no terminals are in the forward direction, it transmits to
the least backward terminal, if any. (A terminal cannot transmit to itself.) In case there are no
terminals in the circle of radius R at all, it does not transmit in that slot. (Note that MFR may
not be minimizing the remaining distance to be traveled to the destination. MFR is myopic
routing.)

N & AnwR?: the average number of terminals within a radius R, and also a measure of
connectivity of the network.

In this environment, we have the following two measures of performance:

S(p,N) & the one-hop ihroughput, defined as the average number of successful
transmissions per slot from a terminal.

Z(p,N) A the expected progress of a packet in the direction of its final destination per
slot from a terminal. The progress x is attained when x is the distance between the transmitter
and the receiver projected onto a line drawn towards the final destination, and the transmission
to that receiver is successful.

We consider the progress that a given packet makes in the direction towards its final destination
for a single (arbitrary) slot only, and do not discuss its behavior along the entire path. Note
that Z(p,N) has the dimension of length (e.g., miles). Therefore, Z(p,N)vA may con-
veniently be used as a dimensionless measure of the expected progress in the number of
hopped-over terminals since 1/(2+/X) is the average distance between two nearest terminals.
(See Eq.(6.37) below.) We employ Z(p,N) as the objective function for our optimization
problem in accordance with the routing strategy MFR. A point in the (p,N) plane which max-
imizes Z(p,N) is sought. However, the value of S(p,N) at this optimal point is also interst-
ing. It will tu/n out that the same p = p*(N) maximizes both S(p,N) and Z(p,N).
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In order to evaluate S(p,N), we first note that e~¥ is the probability of there being no
terminals within a distance R of the transmitter. In such a case no transmission can occur.
Under the condition that there is at least one candidate receiver within R, let 4; be the event
that there are / other terminals (excluding the transmitter P and receiver Q) within a distance
R of 0. See Figure 6.1. Thanks to the memoryless property of the Poisson distribution, the
distribution of the number of other terminals within R does not depend on the existence of P
and Q. Thus we have

. Nl
Prob[A;] = _i'_e_N i=0,1,2, 6.1)

The transission from P to Q is successful (let this event be denoted by P—Q) if none of the
terminals within a distance R of Q transmit (including Q itself). Thus,

Prob [P—Q| Al =~ (1-p)H 6.2)
It follows that
S(p,N) = Prod [ there is at least one terminal within R 1- Prob [ P transmits ] - Prob [ P—~Q]

= (1-e"") p ¥ Prob{P—Q 4,1 Prob14,)
. ]
=-p(1—-p) e (1-¢7") , (6.3)

2= p(1—p)N as N—0, =p(-p)e ™ asN—ow

Given N, S(p,N) is maximized by

- p* 4
p'(N) A—m 6.4)

=% asN—0, =1/N as N—w

The haximum value itseif is given by

o (n® B _ 2N
SeMN = 3 T ool Nl ©9

= (4N as N—0, = 1/(Ne) as N—oo

In the case N0, at most only pairs of terminals can hear each other. So, they transmit with
probability 4 (the well-known optimal p for two terminals). The optimized results for large N
are the same as in [K1ei78,Silv80] in which it is stated that they correspond to setting the aver-
age traffic load to be equal to one packet per slot within the transmission range. The optimized
throughput of N terminals for large N, 1/e, also conforms to Roberts’ result {[Robe72] for a
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sirgle-hop system of an infinite number of terminals.

We now proceed to find Z(p,N). According to the MFR routing, Z, the progress of a
packet per transmission, is not greater than x if there are no terminals in the area A in Figure
5.2

L PTE9)
Prob[i<x}m=e = * | {6.6)
where
q() & cos™\#)—tV/1-t 6.7

Note that g(¢) is the area of A4 ix Figure 6.2 when R =1 (unit circle) and x =¢. Therefore, we
have

Z(p,N) = Prob [ Ptransmits] - Proi [ P— Q- El progress of a packet]

= p(1-p) ’—'N»f-i x-Prob [ x < 7 € x+dx]

1 -
=p-p e[ Kitrer— [ & an 6.8)

Thus, given N, Z(p,N) is also maximized by p = p°(¥) given by Eq.(6.4), and the normalized
maximum is given by

. i 2N T -2 U
Z(p(N).N)\F-mexpl—ml\/;“*'e N--f_le arl,

6.9)

16 N\sn ~ 1
345(”) asN—-O, —m—N- as N—eo

The functions p*(N), S(p*(N), and Z(p°(N),N)-/X as given by Eqs.(6.4), (G.5), and
(6.9), respectively, are plotted in Figure 6.3. Z(p*(N),N)VX has its maximum value at

N=N =172

Thus, we propose the new magic number 8 as the optimal number of erminals to be covered in
the transmission range. In terms of transmission radius, we have

R* = 3.14(1/(2VX))
The associated optimal values are
P &p(N)=0.113, S ASQE.N)=00419, ZVx & Z(p' NIVX =0.0431

Therefore, the sketch of optimal transmission is descrioed as follows. Eech terminal transmits a
packet in every ninth slot on the average (1/p°=8.85). The probability of success of such a
transmission is S°/p° = 0.37 as slotted ALOHA predicts. 1t uses a transmission radius to span
just about three (3.14) nearest neighbors in linear distance. Then, the expected progress of the
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Figure 8.1 The area of interference with the t:ansmission P~ Q.

— direction of progress

g —

Figure 6.2 The position of the receiver Q .
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packot is Z°/p* = 0.76 (1/2V1)) = %(R‘/e). Here the factor 1/e accounts for the probability
of muccessful transmission, and %R‘ represents the cffective distance that u packet is advanced
by a successful transmission with radius R".

6.3 Optimal Transmission Radli for ALOHA with Capture

The analysis of the preceding section ie here extended to the case of a slotted ALOHA
system with FM capture. The observation that the capture phenomenon increases the
throughput for a single receiver has been investigated by Roberts [Robe72] and Abramson
[Abra7?7]. Fratta and Sant (Frat80] have shown how capture affects the throughput behavior of
anh ALOHA network which has multiple transmitters and receivers. They did not use the
notion of the transmission radius as we have done ir Section 6.2. Their work will be the basis
of Section 6.6. In this section, we consider the optimization problem of the expected progress
of packets through the MFR (most forward within the transmission radius R ) routing in a cap-
ture environment. Similar work has been done by Nelson [Neis82] using a different routirg
strategy. (Specifically, in his routing, one of the (say) k terminals within a half circle (in the
forward direction) of radius R is picked as a receivor with probability 1/k. As a result, his
optimized expected progress is somewhat smsiler than ours. For example, (using the notations
defined below) in the case of perfect capture he gives Z/R°=0.0346 while we give
Z°/R"*=10.0393.)

The basic essumptions and parameters for the model we study here are the same as in
Section 6.2, except for ithe conditions for successful transmission. They include the slotted
ALGHA transmission protocol, transmission probability p, transmission radius R, Poisson dis-
tribution of terminals with parameter A, MFR routing, isotropic distribution of source-
destination pairs, and N & \wR2

The concept of FM capture used in this section and Section 6.6 is the same as in the
papers cited above. That is, a receiver will correctly receive a packet from a transmitter which
is located at a distance 7 of the receiver, if none of the terminals within a distance ar of the
receiver transmit simulianeously. The capture parameter « is related to the capture ratio CR in
dB via CR = 20logjoa. 1€a<os, The case a=1 is called perfect capture, whereas the case
a—co corresponds to the sysiem without capture (i.e., the case considered in Section 6.2).

Under these circumstances, we evaluate the throughput, S(p,N;a), and the expected
progress, Z(p,N;a). We employ Z(p,N:a) as the objective function of our optimization prob-
lem with respect to p and N. (Now the optimum p*(N:a) for S(p,N;a) is different from that
for Z(p,N;a).)
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First, we state the conditions for successful transmission of a packet. Since all termi-
nals are using the same trensmission radius R, the transmission from the transmitter P to the
receiver (), under the condition that they are a distance 7 apart, is successful if no other termi-
nals within a distance

r' & minlar,R] (6.10)

of Q (including Q itself) transmit at the same time [Robe72,Neis82). Figure 6.4 shows the
area of potential interfering terminals for the transmisesion from P to Q. Thus, unconditioning
on the number of terminals in the area as in Section 6.2, we have

Prob [P—Q|F=r} = (1-p)e—rr=r?, 6.11)

where P—Q represents the event that the transmission from 2P to Q is successful, and 7 is the
distance between P and Q.

FEYE ¥ § ST L INTRPT &8N FIGCILEP AP I ol s Jail I I S

Secondly, we need the expression for the distribution of the positions of the receiver
with respect to the transmitter. Let (7,8) be the polar coordinates of the position of the
receiver Q, where the origin of the coordinates is at the position of the transmitter P and 0 is
measured from the direction in which a packet at P is destined to prcceed. See Figure 6.5 for
the configuration. Let 4 be the shaded area. Due to the MFR routing, the receiver is located
at (r,0) if and only if there are no terminais in 4 and there is a terminal at (7,6). Therefore,

Problr<F<r+dr,0<8<0+d0] = e~ R* - sinvcosd)2) rirde

& g (Looan)
-Nre T K Cddg  I<r<R, 0€0<n (6.12)

where we have used the relation rcos@ = Rcosy and the definition of ¢{¢) given in Eq.(6.7).
Note that this is an expression for an event similar to the event defined for Eq.(6.6).

Thus, we have the throughput(similar to Eq.(6.3))
R pw -
S(p,N:a) = pj; j; (1-p)e=**? Prob [ r <7 < r+dr, <0< 0+d0)

£ WO TEN IS | SISPIARERIAEY  § -5 2 RA CRIAT - § et U AR

LY M4

r =N a(reose)
e w

-1 Na-p) ) e a (6.13)

where

Lo~ B SINIEIN

t' = minfat,1] 6.19)
We see that Eq.(6.13) reduces to Eq.(6.3) when a~—oo. Also, we have
| S(p,N;a) = p(1-p)N for N << 1 and a moderate value of a,

-

LIRD - G L LPLILIGr S | 3 SRRSOV IR & SN o RN

which is again the same as before.
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(a) (b)

|
|

Figure 6.4 The area of terminais possibly interfering the transmission P—Q.
(a) ar<R. (b) ar>R

direction of progress

Figure 6.5 The position of the receiver Q with respect to the poeition of the
transmitter P '
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The expected progress can be obtained similarly as
R . -
Z(p,N:a) = pj; fo"(l-p) e "2 ,0030 Prob [ r <7 < r+dr,8<8<0+d6]

1 ) =X e (rcoud)
- -%pN (1-p) -\/ )—N;L 2e=PN" gy J;'cosl)e Chh de (6.15)

The msximum of Z(p,N;a)VA is sought in the (p,N) plane for given a. Let p°(N;a)
be the p that achieves thic maximum for given N 2nd a. The optimal point for a =1 {perfect
capture) is found as foilows:

N' =171 or R*=1.0(1/(2V)), p' & pN:1) =017,
S* 4 S(p°,N"1) = 0.068, ZVx & Z(p" N 1)VK = 0.059

The expected progress is about 36% better than the system without capture. The optimal
transmission is now sketched as follows. Each terminal transmits a packet in every <ixth slot on
the average (1/p°=5.88). The probability of successful transmission is S°/p° = (.4 > 1/e.
The transmission radius used is three times the average distance be‘ween the two nearest
neighbors. Then, the expucted progress of a packet per transmission is Z°%/p* = 0.69(1/ 2V)).

Figure 6.6 displays the optimal values of parameters N and p, and resulting S° and
Z*V for various values of the capture parameter a. From [Robe72), good FM corresponds to
CR =1.5 while moderate FM corresponds to CK =3.0 and poor FM coriesponds to CR = 6.0.
As we noted earlier, the results for a=c {no capture) coincide with those in Section 6.2. We
first notice that Z*v/A with some capture is always greater than that without captuie. Thus, a
conclusion here is that the FM capture always hzalps the progress of packets. The reason for
this is that we limit the area of interfering terminals within minfar,R] which is always no
greater than R for the case without capture. This impiies a smaller number of interfering ter-
minels, thus giving higher throughput and greater cxpected progress. It is also interasting that
as a increases, N' first decreases and then increases to reach its fina! value. This might be
explained as follows. For small a, the limitation of a coufticting area by ar is more elfective
than that by R, so N” decreases with more conflict as « increases. On the other hand, for large
a, the limitation by R is dominant, so N* approaches the value without capiure.

6.4 Optimal Transmission Radii for CSMA

In a single-hop network, another (great) improvement over ALOHA is made possible
by CSMA. With this protocol, each terminal utilizes the information about channel status
(busy or idle) obtained by listening to the channel. However, the existence of some terminals
which are not in line-of-sight of others causes degradation in performance; this is called the
hidden-terminal effect [Toba74,Toba75]. If we use the CSMA protocol in a multi-hop network,
we expect a similar effect because the hearing range of the receiver is more or less different
from the listening range of the transmitter. The purpose of this section is to estimate the effect
of hidden terminals associated with CSMA, with the same terminal distribution and with the
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same packet routing strategy as in the preceding sections, The basic assumptioas and parame-
ters carried over from Section 6.2 include the Poisson distritution of terminals with parameter
A, transmission radius R. MFR (most forward within R) routing, isotropic distribution of
source-destination pairs, and N & AmrR2

We now explain the protocol of slotted nonparsistent CSMA. The constant packet
transmission time is chosen as the unit of time, and the length of a (mini)slct, denoted by a,
accounts for the signal propagation delay. In the derivation below, r & 1/a is assumed to be
an integer. (Propagation delay a is used to imply a time interval long enough for all the termi-
nals in the transmission range to recognize the events that occurred time a before.) See Figure
6.7 for the illustration of the channel activity heard at the receiver. We assume that all the ter-
minals within a distance R of the transmitter recognize the transmission in one slot and that
they hear the transmission one slot more after the completion of transmission. Assuming that
every terminal is ready to transmit at all iimes, the nonpersistent protocol is described as fol-
lows. In every slot, each terminal listens to the channel with probability p (and does not with
probability 1 —p). That is, the channel-sensing behavior in a sequence of slots (except during
the transmission) at each terminal constitutes independent Bernoulli trials. The parameter p is
the sensing rate per slot. If the channel is sensed idle, it begins transmission in the same slot
with probability 1. If the channel is sensed busy, it suppresses the transmission, and stops
sensing the channel until the end of the current transmission. When the channe! becomes idle,
the above sensing procedure is repeated.

It is clear that the events whether an actual transmission occurs or not as a result of
channel sensing in a sequence of slots at each terminal are no longer independent Bernoulli tri-
als. However, we introduce the assumption that they are. That is, for every slot {except dur-
ing the transmission), each terminal transmits a packet with probability p’ (and does not with
probability 1 —p’). A similar assumption was used in [Toba75], and the validity of results
obtairied was claimed by comparing the throughput values against simulation. The parameter p’
is the transmission rate per slot. We leave the determination of p’' in terms of p to the Appen-
dix D since we formulate our optimization problem with only p’. Under these conditions, we
will evaluate the throughput of transmission S(p’,N;a), and the expected progress Z (p',N;a).
We employ Z(p',N.a) as the objective function of our optimizatior: problem with respect to p’
and N. (Again S(p',N;a) and Z(p',N;a) are not optimized by the same p'(N).)

A particular transmission is successful when: no other terminals within a distance R of
the receiver transmit during the transmission period 1 +a. Let us consider the conditions for
the successful transmission from the transmitter P to receiver Q referring to Figure 6.8. In
Figure 6.8(a), the shaded area 4 and B shows the area of terminals whose transmission may
collide with the transmission from P to Q at Q. Since the terminals in area 4 recognize the
transmission in one slot, a collision will be avoided if they do not begin transmission in the
same slot. On the other hand, since the transmissions from the terminals in area B occur
independenily, it is sufficient that they keep silent throughout the entire vulnerable period of
langth 2+a or 27+1 slots shown in Figure 6 8(b) (the first 7 slots are included so as to
prevent any interference with the ongoing transmissions and the second r +1 slots are included
not to be interfered with newly started transmissions). (Two packets whose transmissions start
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Figure 6.8 The period for the transmission P to Q vulnerable to the transmissions
from areas A and B (a) Configuration (b) Time line ( ® : vuinerable
points to A and B, O : vulnerable points to B)
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with 7 slots apart may or may not be received successfully; however, we exclude such a case to -

pessimistically evaluate the probability of success.)' Therefore, if 7 denotes the distance between 3

P and Q, and P—Q denotes the succeseful transmission fromr i i0 Q, then we have P

a “
Prob [P—Q | 7=r) = Prob [ Q does not start transmission in the same slot } 4

- - Prob [ no transmission from A during a slot | 7 =r] Cj
i

- Prob [ no transmission from B during 27 +1 slots | 7 =r] A

[ANS Y |

Since the area of 4 is 2R2q(—25R7) and the area of B is wR’—2qu(5%), we get

et

a

. , -PA2R(5)  —@r+Dp' M R2-2R (5]
Prob [P—Q|F=r)=(1-p)e R .. 2R

—p'Nl142e01- 2 g (5N
-(-phe o wTRT (6.16)
where ¢ (1) is defined in Eq.€6.7). An assumption involved here is that an independent sample
of terminal distributions is given afresh for every slot throughout the vulnerable period from B.
Based on this assumption we have evaluated the probability of success in each slot indepen-
dently.

Y I KR P RETE R Kt

Since chc assumptions about routing are the same as in Section 6.3, the distribution of
the position (7,8) of the receiver Q with respect to the transmitter P is given by Eq.(6.12). It
follows that the one-hop throughput is given by

>

[P - § ks

’ R . -
% SG'\Nia) = £ [7 [ Prob [P—Q |7 =r)- Prob | r<F <r+dr,0<<6+db]
% .
.3 .'1
‘ , I L4 PTE ) - X q(rcosm)
2 - -;zr-p"rN(l—p') e~ u’“’”fo e " 2 dtj;'e -7 de, 6.17

and similarly the expected progress is given by

NI RE L

S

Z(p',N:a) = lp"rN(l—p') / _Iy_e—p(zfm)vf Qe ™ 2 dtf’e wqlo®)
w Y, Am 0 0 ©.18)

(We note that the above S(p',N.a) and Z(p',N;a) are not the long-time average values
because we have not taken into account the channel activity cycles (idle and busy) whose dura-
iion is variable. Thus, Eqs.(6.17) and (6.18) may be viewed as giving the instantaneous vaiues
at transmission start times; note that S and Z in slotted ALOHA cases are overall means and
the instantaneous values at the same time. Thus the comparison between CSMA and ALOHA
is meaningful.)

The maxima of the function Z{p',N;a)Vx are determined numerically in the (p',¥)
plane for various values of a. The optimal point for g =C (zero propagation delay) is found as
follows:
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) 5* A S(p",N"0) = 0.077, ZJ\ & Z(p',N";,00Vx = 0.050 :
Therefore, the optimized expected progress is oily about 16% (= (0.050—0.0431) x100/0.0431) "

, better than ALOHA system wiihout capture. This small improvement in performance, unlike .
g the single-hop case, appears due to the large area of hidden terminals (about half of the hear- .
b‘ able range for N=N"} and the long period (twice as long as the packet transmission time) ‘
% vulnerable to their transmission. 3y
"

P,

In Figure 6.9, the optimized expected progress with CSMA is plotted for various values
of a, together with those for ALOHA systems without capture and with perfect capture. (For
proper comparison, the optimized expected progress with slotted ALOHA should be divided by
1 +a to include the propagation time in a slot.) It is seen that the performance of CSMA lies
between ALOHA without capture and ALOHA with perfect capture. With reference to Figure
6.6, CSMA’s performance turns out to be comparable to that of ALOHA with capture ratio
about 1.5 dB which corresponds to good FM. The degradation of the expected progress with
increasing a4 is due to the longer vulnerable period.
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6.5 Optimal Transmission Radil in an Inhomogeneous Density of Terminals

AT AT

So far we have considered only the Poisson distribution of terminals with the same spa-
tial density everywhere. However, it is of importance in our multi-hop packet radio studies to
extend the analysis to inhomogzneous structures. For example, how should the transmission

L -t
e

.
PSS - § DA S RIS, - § VISPV ATVEYY — § 9 Sl P i A

. power be controlled as one passes from a region of low density terminals to higher density ter-
,’-:'i minals and then back out again to lower density terminals; this corresponds to a kind of geo-
F: graphical bottleneck. Another configuration is what we call the ‘dumbbell’ configuration in 3

which we have high density regions (say, two cities) connected together with an extremely iow
density region (say, a desert). Here one inquires whether the low density region helps the
transmission or not. These are some of the motivations for our study of inhomogeneous
configurations of packet radi. terminals.

..]

Specifically, the configuration of terminals we consider in this section is a vacant strip
of width b in an otherwise Poisson-distributed terminal population with uniform average den-
sity A. Taking the x-axis peroendicular to the gap length, the average density of terminals at x
is given by

SES%:  § SO

[}

RN |

» -
LRSI

e

0 0<x<b

A elsewhere (6.19)

glx) A

YL - § LTS

We introduce the ‘intensity’ of the gap by

B A (6.20)

which is the average number of terminals that would be in the gap of length b if it were not for
the gap. The dimensionless guantity 8 will be used as a characteristic parameter below.,

4 4 F
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Figure 6.10 Three cases of the position of the receiver Q ( P: the transmitter, ////:
the area of possibly Interfering terminals) (a) x<b—R (b)
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In the following we evaluate the expected progress of a packet residing at the terminal
P on the left tank (x=0) and destined to cross the gap. See Figure 6.10 for the
configuration. We assume slotted ALOHA protocol and the transmission radius R (> b) for
all terminals. For simplicity, we do not optimize the transmission probability p but will use the
value p=0.i13 which has been found optimal for the case of homogeneous Poisson distribu-
. tion (see Section 6.2). We recognize the terminals beiny within a distance R of the receiver as
those which may cause conflict with our transmission. Then, our usual procedure yields the
probability of successful transmission to the receiver at x as

p(1—p) e~pn(x:R) 6.21)

L7 - }

s

1"
X
e
o
5
¥

s

s

where n(x;R) is the average number of terminals within a circle of radius R around the
receiver at x, given by :

ARZ!n—q(——;—)l —-R<x<b-R

n(x,R) = 6.22)

m’lq(%i‘—)w—q(—%)l b—R<x<0, b<x<R

where g (1) is defined in Eq.(6.7). The probability distribution function, F(x;R), of the posi-
tion of the receiver 1s given by

F(x:R) & Prob [ no terminal in (x,R) | R)

exp{—ARzlq(Tg—)'*'q(';f)—l;-]} ~R<x<0
- o o 6.23)
exp{-«)\R q(i)] : o<x<R

Using these expressions, the exp:cted progress of our packet is calculated as
R
Z(RY = p(1—p) [, e™*"RxdF(x;R) (6.24)

or, in a normalized form,

Z(N;BIVK = 2p(1—p) ()72 ‘ S =P exp| 2 lg (=) +m—g(-01-L g0} ar
T r m w
+ [ T Pexp| -2 g(r-0+n—g-01-Lig () +9 (0~ L) ar

+ f_'l_‘ ~1-¢ exp{ —-L:-['rr—q(—t)]—g-[q(r)'*'q(t)—g-]} d’l , (6.25)

where
N=AnR?: r=b/R=rB/N (6.26)
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Figure 6.11 shows the optimal radii N* and R* and the expected progress Z(N;8)vX
for various values of gap intensity 8. We see that, for fixed A

1.7 as -0
N=1o s g_m (6.27)
and
0.043 as B—0
Z(N)VA =10.050 (maximum) at about 8=1.0 (6.28)
0 as 8—oo

The results for narrow gaps reduce to the case with homogeneous density. As the gap width
increases the expected progress increases because some of the possibly interfering terminals are
removed by the gap. However, for too wide a gap, the transmission radius must be accordingly
lerger in order tu cross it, which causes more conflicts at the receiver; thus the expected pro-
gress decreases. It is interesting that the optimized expected progress achieves its maximum at
atout B=1. We can also see that, for fixed b

oo —0
RYb = [ A (6.29)
and
o —0
Z(R)/b = [ o e e (6.30)

Therefore, for large A, the optimal transmission radius is just large enough to reach the other
bank. However, the higher possibility of interference with the terminals behind the receiver
(i.e., those in the area x > b) diminishes the value of Z(R*)/b. For smail A since there is
almost no interference, the packet can proceed as far as an arbitrarily large transinission radius.

From Figure 6.11, we see that the existence of the gap such that 8 <2 helps the
transmission. Notice, however, that a gap has an effect on performance only when g8 >> 1.
Thus, a conclusion here is that, to cross the gap we should not use a large transmission power

with the same channel; rather we had better use a separate channel (or wire) to avoid possible
collisions.

T P Cr G pr Ly e D

6.6 Optimal Number of Neighbors for ALOHA with Capture

In this section, we extend the model of a partially connected packet radio network with
capture proposed by Fratta and Sant [Frat80] to the context of our optimization problem. The
reason for doing thi- is that the packet routing algorithm possibly implemented in each terminal
is more suitably handled with their modcl than with the aforementioned MFR which assumes
each terminal knows the position of an indefinite number of terminals within a distance R.
However, without a notion of transmission radius, their model has a drawback of having an
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N
N
5 unrealistically wide area of interfering terminals for the case of poor capture (large capture .
3 ratio). Therefore, the results obiained here should be applicable only to the case of good cap-
’ ture. y
- . - Y

¥ The present model assumes a slotted ALOHA transmission protocol with transmission

. . .
it e a

probability p in each slot, a Poisson distribution of terminals with homogeneous density A, and
an isotropic distribution of source-destination pairs. The concept of capture is described in Sec-
tion 6.2 with capture parameter . Every terminal is assumed to use the same transmission
power. We do not use the notion of transmission radius, which implies that a transmissicn over
a distance 7 is successful if none of the other terminais within the distance ar of the receiver
transmit in the same slot.

™ il ol
AR el
.

We now explain the routing strategy employed here. Each terminal is assumed to know
all the positions of its N nearest neighbors. Given a packet and its final destination, a terminal
transmits to the most forward terminal in the direction of the final destination among those N
neighbors whose positions are known. In case no terminals exist ahead, it transmits to the least
backward neighbor. We call this routing as MFN (most forward within N). MFN assumes
that each terminal keeps the positions of only a fixed number of terminals, lending itself to
easy implementation.
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3 Figure 6.12 The anguler position of the j-th nearest neighbor. o
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The routing algorithm at each terminal is formally stated as follows:

g j—N

n L: Consider j nearest neiginbors. If the jth nearest one is the most forward,

transmit to it. Otherwise, j—ji—1 and go to L.

This algorithm always terminutes in at most N cycles We can evaluaie the routing probability
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a;(N) that the jth nearest neighbor is chosen as the receiver when considering N neighbors.
To this end, let 8 be the angular position of the jth nearest neighbor measured from the direc-
tion of progress, as shown in Figure 6.12. Since the jth nearest neighbor is selected as the
receiver only when it is the most forward among j neighbors, its probability is given by

(1—;‘; | 9—sindcose | )/ ! -v<0Sw (6.31)

(Notice that the distribution of the positions of up to the j — Ist nearest neighbors is no longer
Poisson but uniform since we have specified j.) Unconditioning on 6 with the isotropic assump-
tion gives

¢, & Prob [ A terminal transmits to the jth nearest neighbor among j of them ]

=L [T 0-L(o-sinocos))1ap  j=12.-N 632
mw ki
Using the above definition of ¢,'s, we may finally write the routing probability as
N
a,(N) bl ¥ H - Ck) J- 1,2,"',N (6.33)
k= 4]
Clearly
N
z a,(N) - ] (6.34)
J=1

In Table 6.1, we show some values of a;(N).

Table 6.1 The routing probabilities a;(N)

J | N=1 2 3 4 5 6 7 8 9 10

1 11.0000 .5000 .3017 .1976 .1359 .0966 .0704 .0523 .0395 .0302
2 5000 3017 .1976 .1359 0966 .0704 .0523 .0395 .0302
3 3967 .2598 .1787 .1271 .0926 .0688 .0519 .0397
4 3450 2373 1687 .1230 .0913 .0689 .0527
h) 3122 2220 (1618 .1202 .0907 .0693
6 2890 .2106 .1564 .1180 .0902
7 27122015 1520 .1162
8 2571 1940 .1483
9 2455 .1876
10 2356
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From this point, we follow the derivation in [Frat80]. First, the probability density
function of the distance r; to the jth nearest neighbor is given by

=1
P,,(r) - %— et 50 6.35)
It follows that the mean distance to the jth nearest neighbor is
o (25-D!
Elr)] = PN TR (6.36)

where (2j—1)!! = (2j-1)-(2/=3)---3-1 and (2))!! = (2):(2j-2)---4-2. Particularly, the mean
disiance between the two nearest neighbors is given by

Elr]) =1/Q2VX) 6.37)
which (without the factor 4) we have used extensively to normalize the expected progress in

the preceding sections.

Next, let S; be the event that a packet transmitted to the jth nearest neighbor is suc-
cessfully received. As shown in [Frat80],

Prob (S| r)=r] = (1-p)(1~pg)/-le-rowr(a®-0) (6.38)
where

2 3.,

T~ 3o =0.391 a=1

7 :

L{ r+(ad-Deos™(E) - an / 1——‘-a2] 1<a<2 (6.39)

3 2 4

i az?

Unconditioning on r; with Eq.(6.35) gives
(-p)(1—pg)/1

Prob[S;} = (+alr—p) (6.40)
It follows that the throughput of transmission is given by
N
S(P.N;a) -Pz a/(N) PfOb[Sj] (6.41)

I=1

This completes our quotation from [Frat80]. Similarly, we obtain the expected progress as

p N
WNia) = b .
Z(pNia) = e 3. BN ELrj} Prod[5)) (642
where
N -
b(M & I] (-c)- L [ cosol1-L (o-sinscoss)~1d0  j=12.-N  (643)
kwj+l
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Our optimization problem is to find the muximum of Z(p,N;a)v/\ in the (p,N) plane.
In Figure 6.13, the optimal values of N, N°, and the maximum values of Z(p,N:a)Vx, Z'VA,
are plotted for various velues of capture parameter «. [t can be se=n that the expected progress
decreases rapidly as a increases, which does not agree with the result shown in Figure 6.6. This
comes from the present assumption that there is no fixed transmission radius. However, for
sinall a, the results that N* = 7 and Z*Vx = 0.05 agree with the previous results. Therefore,
we may conclude that 7 is suitable for the number of known terminals when the MFN routing
is adopted.

- mia m e e - m——— o o a ki

A s

6.7 Conclusion

We have solved for the maximum expected progress per hop (Z), provided by the
optimal transmission probability (p) and transmission radius (expressed in terms of the
number of terminals in the range, N), in some models of randomly distributed packet radio
terminals (with average density A ) under the assumption of heavy traffic (all terminals always
have ready packets). The quantity Z+/X has been used consistently as the dimensionless objec-
tive function for optimization problems with respect to p and N. Major conclusions about the
performance of each model are as follows:

T RREEETTR

4
1

The optimal transmission with slotted ALOHA without capture is attained by N=7.72
and p=0.113 which gives ZvA=0.0431. Therefore, each terminal transmits once in every
nine slots on the average with the transmission radius covering just about eight nearest neigh-
bors in the direction of packet’s final destination. The probability of success of such a transmis-
sion is nearly equal to 1/e. The expected progress per transmission is about two thirds of R/e,
where R is the optimal transmission radius ( N = A7 R?).

AL

22

FM -apture improves the performanc: of slotted ALOHA systems due to the more lim-
ited area of possibly interfering terminals arcund the receiver. The expected progress in a sys-
tem with peifect capiure (optimized with N=7.1 and p=0.17) is about 36% greater than that
in the system without capture. The probability of successful transmission is also higher than
1/e. A model which is more amenable to implementation (each terminal knows the positions
of only a fixed number of its neighbors) has shown similar results.

The slotted nonpersistent CSMA provides a nominal improvemaat in performance over
the ALOHA system (16% improvement in the optimized expected progress for the zero prope-
gation delay), which is not as large an improvement as we have obtained in the single-hop case.
The reason for this is the large area of ‘hidde':’ terminals (about hali of the interfering area)
which cannot hear the transmission, and the (ung vulnerable period (twice as long as ihe packet
transmission time) due 10 those terminals The performance of (siotted noapersistent) CSMA
is comparable 10 that of ALOHA with good FM capture (captuve ratio about 1.5d8). The !
degradation occurs as the ratio of propegation deiay 10 the transmission time increases. ‘
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As an example of an inhciogeneous terminal distribution, the effect of & gap cf width
] b in an otherwise uniformly Poisscn-distributed terminal population: on the outimal transmis-

sion has been considercd. The expected progress of a packet ;esidicg at the terminal on the
- bank and desrined to cross the gsp is evalnated with paramcies 8« h?, callcd gap intensity.
For fixed A, the existence of the gap helps the vrogress for 3 < 2, b:cause some of t4e possibly l
interfering terminals are removed by the 5cp. The maximum in the optimized expected pro-
gress occurs at about 8=1. Thus, to cros: most gaps wider than the average inter-terminal dis-
tance, one had better 20¢ use a large frenemiseion radius, but should more sensibly use a
separate channet ¢i wire.
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CHAPTER 7 .
Throughput-Delay Characteristics of Some
Elott. * *LOHA Multi-Hop Packet Radio Networky

A Markovian model is formulated to find the throughput-delay performance for
slotted-A.UHA multi-hop packet radio nctworks with fixed configuration of packet radio units
{terminals and repeeterss and fixed source-to-sink paths of packets. Improvements in perfor-
mance effccted by the adja;tment of transmission parameters {(suppression/acceleration) accord-
ing tc the statts of nusrby units and/or by having repeaters equipped with multiple buffers are
demonstrated. Ar cificient way io numerically solve a large Markov chain problem is also
shown in Appendix E.

7.1 Introduction

The packet radio network considered in this chapter is a ground-based minicomputer
communication retwork using a shared multiple-access radio channel. One of its potential
usages will be providing real-tims computer-based communication for packet radio-equipped
military users both in garrison and in the battlefield. Another application is to replace regional
wired packet-switching networks without the necc for cable extension.

Although some intensive experimental research on packet radio networks has taken
place at severai locations during the iast few years (e.g., PRNET in [Kahr78]), little theoretical
work about their performance evaluation seems to have been published so far. As compared to
the analvsis of one-hop droadcast networks for which extensive literature has appeared, one of
the difficuities in dealing with multi-hop networks resides in the fact that the issue of routing
comes iato play as in the wire-based store-and-forward networks. However, because of collid-
ing transmissions from multiple packet radio units, we have not found any exact solution —
whether in a product form or not — for evaluating the performance of a general class of multi-
hop packet radio networks. One of the reasons that a discrete-time queueing network (model-
ing the slotted-ALOHA system) does not lend itself to a product-form solution is that more
then on . event can. occur in a single renewal interval (Bhar80].

As for the approximate evaluation of the average packe: delay and the cptimai routing
with respect to it, some contributions may be noted. Leiner {Lein80] showed an approximate
way to get the delay at each link given its traffic requirement using Kleinrock's ZAP approxima-
sion {Klei77] for the throughput-delay curves for a variety of channel access protocols in
singie hop systems. Kung [Kung81] speculates that the average delzy is a convex function in
th> space over the traffic requiremerts on all links, on the basis of the ZAP aporoximation
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(K1ei?7] of the throughput-delay curves. Thus he adapts the flow deviation method, originally
developed in [Frat73] for wire-based store-and-forward networks, to the multihop packet radio
networks. Some other authors [(Boor80,SidiR1] create more or less idealistic assumptions (such
as zero propagation delay and perfect delay capture) to inhibit interference of transmissions and
discuss the resulting throughput and optimal routing. Some two-hop networks are analyzed by
Tobagi [Toba80a,Toba80b].

In this chapter, we take a Markov-chain approach to find the throughput-delay charac-
teristics for a general class of siotted-ALOHA multi-hop packet radio networks which consist of
a relatively small number of packet radio units. In Section 7.2 we describe our basi. model of
packet radio networks in detail. This is followed in Section 7.3 by the Markov-chain formula-
tion to calculate the throughput and average end-to-end packet delay for a given network, The
trade-offs between them are shown for two example networks.

In the following sections, we propose and analyze three ways (and their combinations)
to reduce the average packet delay for a given throughput requirement and to increase the max-
imum supportable throughput. In the Appendix E we show some computational techniques to
solve a Markov-chain problem with a large state space.

7.2 Basic Model

In this section, we describe in detail our basic model of packet radio networks. Con-
sider a network consisting of a fixed number of packet radio units, each having an omnidirec-
tional antenna and thereby being capable of either transmitting or receiving a packet but not
both simultaneously. We distinguish the two kinds of packet radio units: terminal and repeater.
A terminal is defined to be a unit which can be a source and/or a sink of packets but does not
relay any packets in transit. A répeater is defined to be & unit which neither generates nor
absorbs any packets but caly relays them.

We assume that every unit is within the transmission range of some other units but not
necessarily of all others; this hearing topology is given and fixed. Let us represent *he hearing
configuration by a matrix ( 4, ) defined by

1 : if units /i and j hear each other
By = hui =10 : otherwise

h]/ - l (7.1)

We also assume a given set of fixed paths for packets which connect pairs of specific
source and sink terminals via a number of repeaters. Thus packets originating at the source ter-
minal of a particular path are sent (with specific destination id for each link) in a store-and-
forward inanner through several repeaters slong a unique path down to the sink terminal and
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absorbed there. Lei these paths be numbered as k=1,2,2, .. Figure 7.1 shows two such net-
works which we will cal! natworks 1 and 2. (Notice that the paths in these networks are care-
fully laid out in order to prevent deadlock situations inherent in uncontrolled finite-buffer sys-
tems. For example, the revercal of direction of path ! in network 2 would bring about the so-
called indirect storc-and-forward deadlock [Gerl80].) We will use them as examples for evaluat-
ing throughput and average source-to-sink packet delay.

All units in the network are assumed to use the common radio channel band. The
reference tiine is slotted, and the slot size is such that it includes the transmission time of a
packet, its propagation delay. and the time needed to notify the transmitter of the results of
transmission (successful or not). This acknowledgement is assumed to be given for free. We
employ the slotted-ALOHA protocol by which we mean that the channel slot is usad or idle.
Also we neglect channel noise and assume no channel errors for single transmissions.

We now proceed to describe in more detail the properties of our terminals and
repeaters. Let us begin with a terminal. A terminai can be a source of at most one path (for
simplicity in our model) and/or a sink of multiple paths, and it possesses buffer space for a sin-
gle packet only. The packets received at proper sink terminals are consumed immediately so
that they do not claim any buffer space. Let us represent the state of terminal i, s;, by the state
of its buffer: that is, it is in the ‘empty’ state when the buffer is empty and in the ‘k-
backlogged® state when the buffer contains a packet which belongs to path k. Thus

0 : empty
k (#0) : k—backlogged (7.2

Notice that since a terminal can be a source of at most one path, every source terminal has

exactly two possible states. On the other hand, sink-only terminals are always in the empty
state.

A source terminal of path k in the empty state generates a new packet at the beginning
of a slot instantaneously with probability A(k), and in such a case it transmits the packet with
probatility 1 in the same slot. (Thus 1 —A(k) is the probability of no action in any given slot
when in the empty state.) Suppose that the destination of the first transmission from a source
terminal / is unit / (repeater or sink terminal). The conditions for this transmission to bs suc-
cessful are: (i) for all units which can be heard by J, including j/ and excluding /, that such a
unit does not tre. 1t in the same slot, and that (i) unit j is in the empty state. (The states of
a repeater are explained shortly.) If the first transmission is successful, the terminal remains in
the empty state for the next slot. If it is unsuccessful because either (i) or (ii) is not met (we

call thee= ‘collision’ and ‘buffer blockage’, respectively) or both, the terminal goes into the k-
backlogged state.

A k-backlogged terminal transmits its packet with probability p(k) in any slot and
delays action until the next slot with probability 1—p(k). The conditions for successful
transmission are the same as above (i) and (ii). Immediately following its successful transmis-
sion, a backlogged terminal swiiches to the empty state. In the cases of no action and
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Figure 7.1 Examples of networks (a) Network 1 — 5 terminals, 3 repeaters and 3
paths (b) Network 2 — 7 terminals, 5 repeaters and 4 paths
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unsuccessful transmission, it remsins in the same backlogged state for the next slot. We
assyme that a sink terminal receives a packet with success only on the condition of no collision,
irrespective of whether the buffer is empty or occupied by an outgoing packet. The successful

.=y oy

reception at a sink terminal does not affect its state. , i
".‘

Next we describe the operation of repeaters. As said before, a repeater does not gen- \

erate or absorb any packets but simgly relays them. Let each repeater be equipped with a single ) ‘
packet buffer. The state of repeater i, denoted by s,, is identified by the contents of its buffer, 4
just as for termirals. Thus, we bave the same representation: E
N

{ : empty :

k (=0) : k—backlogged (7.3) .

g

 FAP,

However, since a repeater can b: ussd b multiple paths as exemplified by the networks
depicted in Figure 7.1, the number of discinct states for a given repeater is equal to the numbct h
of paths v/hich pass that reocater pius one (the empty state).

A repeater in the empty state takes no action in any slot with probabdility 1. A repeater
in the k-backlogged state behaves just like a termninal in the k-backlogged state: i.e., in any slot
it transinits a packet according to a Bernoulli process with parameter p(k). The conditions for
successfu!l transmission from a repeater are similar to those from a terminal mentioned above.
We note that the successful transmission of a4 packet from a repeater in the k-backlogged state
changes its state into the empty state. On the other hand, the successful reception of a packet

belonging to path k at a repeater in the empty state changes its state into & the k-backlogged
state,

2 TS TR T LS AR " AL VT o i ol RN L

We note that the above-mentioned slotted-ALOHA transmission protocol is an exten-
sion to the multi-hop environment of the immediate-first-transmission (IFT) protocol referred
to by Tobagi [Toba80a].

7.3 Formulation

- T BT,

We now turn our attention to the formulation of the procedure to calculate the
throughput and the & :rage source-to-sink packet delay for networks such as described in Sec-
tion 7.2. Note that the packet transmission process at each unit in any slot is based only on its
current state and not on the past states. This memoryless property makes slot boundaries Mar-
kov points. Thus we follow the usual formulation of discrete-time homogeneous Markovian
systems.

PO

First, let us represent the state of the whole network in a given slot, s, by the Cartesian
concatenation of the states of all units in the network: s=(5),5,,"",5a), Wiere M is the total
number of units invu'ved. Also, represent the hehavior of the network for the slot, e, by the
Cartesian concatenation Hf the aciions of all units: e = (e,,e3,-,ex), Where
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0 : unit i does not transmit

¢ =] k(#0) : unit / transmits a packet of path k (7.4)

The behavior of the network is a siochastic phenomenon given the current state of the
network. Since each unit behaves independently of others, we may write

plels) A Prob[behavior=e|current statems] = ﬁ Q.(s;.e) 1.5

=l

where each factor Q,(s;,e;) for unit / is given as follows. For terminal / which is the source of
path &,

. -

1-A{k) : s =em=0 '
A(k) 1 os=0, &k (%0)
. Qlsned =1 1_p(k) : 5=k (0), =0 (7.6)
p(k) : s =e; =k (70)

For termingi i where no paths originate, Q,(s;.e;) = 1. For repzater i/,

i Yy

1 L Syme™- 0

Q,(s,.e,) =-{]- p(k) o=k (¢0). el-o a.n
% p(k) 1 sym=e =k (#0)

‘S.

- Given the current state s and behavior ¢ of the network, it is not difficult to determine
r the ste’2 of the system for the next slot, 8' = (s'},5'1,,5'a). For exemple, non-transmission at
e unit / does not affect the states cf any other units. The successful transmissiun from unit / to §
. unit / of a packet belonging to path k brings '
N
% s; . Jjisa sink terminal of path k

. S1=1k : jisarepeater '
i
; si=0 (1.8)
‘ The unsuccessful transmission from unit / of a packet of path k simply gives
s',' = k (7.9)

Thus by examining all possible events for each state, we can construct the transition probabili-

ties of our homogeneous Markovian system:

P(s'|s) & Prob[next state=s']| current state =s]

nd

- ) pleis) (7.10)

e such that it gives 8’
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Let us denote by w(s) the equilibrium probability that the network is in state s:
n(s) & Prob [state=s] 7.11)

Then we have the equilibrium state equations
n(s) =Y n(s) P(s'ls)  foralls’
)
I T on(s) =1 (7.12)

This system of linear simultaneous equations may be solved numericaily given values of A(k)
and p(k). We have some comments on the computational aspects involved in solving a large
system of linear equations of above type in the Appendix E.

Once the solution w(s) is obtained, we can compute the following quantities of interest.
First, the average backlog of packets along path k, Q(k), is given by

Q(k) = Y Q(s;k) w(s) (1.13)

where Q(s:k) denotes the number of k-backlogged units when the network is in state s. The
total average backlog, Q, is given by

Q=3 Q) (7.14)
k

Second, the throughput of path k, S(k), is defined as the average number of successfully
delivered psckets per slot from socurce to sink of path k. Since no packets disappear on their
way, they can be counted at the sink terminal:

S(k) =3 n(s) 3 plels) Skls,e) (7.15) )

where

1 : su.xcessful iransmission to the sink terminal
S(k|se) = of path k, given s and e (7.16)
| 0 : otherwise

Thus the total throughput of the network, S, is given by
§=Y Sk .17
I}

We call the maximum attzinable throughput with respect to changing the values of x(k) and
p(k) the capacity of the network. Lastly, the average packet delay of path k, D(k), is defined
as the average time, in slots, that a packet of path k takes to go from its source to sink termi-
nal. Applying Little’s result {Liti61] to each path, this is given by

D(k) =1+ g(%) (1.18)

Note that the first erm accounts for the first transmission from the source. Applying Little's
result 10 the whole network, the overall av.rage packet delay, D, is given by
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D=1+ % (1.19)
This concludes the formulation of our basic model.

We have calculated thesc quantities for networks 1 and 2 depicted in Figure 7.1, and
the esults are shown in Figures 7.2 {for network 1) and 7.3 (for network 2) in tke form of the
overall average pocket delay (D) (for the basic protocol) versus the total throughput (S§). We
have assumed throughout this chapter that A(k) = A and p(k) =p for all paths, not only for
simplicity but alsn for fairness among peths. The displayed curves are actually optimum
envelopes in the sense that given A the value of p is adjusted in crder to minimize D. (The
optimization procedure is based on the Fibonscci scarch method for a unimodal funclion
[Kues?3). The unimodality of D in p has been assumed.) The curves in Figure 7.4 show ihe
throughput-delay relations for individual paths in network 2. Note that these curves have been
obtained for overall optimal values of p, not subject to individual optimization.

Now let us look at the behavior for small values of . The throughput of each path is
nearly given by A, irrespective of the values of p, because collisions and buffer blockage are
rare, Also the average packet delays iur naths 1, 2 and 3 of network 1 are given by 1 +2/p,
i+2/p, and 1 +1/p, respectively, and thus the overall average packet delay for network 1 is
given by

Lia+dHra+d+a+ -+
3 p P p 3

Similarly, the overa'i average packet delay for network 2 for small X is given by

Lin+d+a+d+a+d+a+En =143
4 [ p p P 2p

Thus it is clear that g =1 brings the least delays 8/3 and 7/2 for networks 1 and 2, respectively.

Under moderate vaiues of A, we see from Figure 7.4 that the throughputs are rather
fairly distributed among all paths while the delays are nearly proportional to the individuel path
lengths.

For larger values uf A, we reach the maximum in throughput, the capacity. The capeci-
ties of networks | and 2 are about 0.16 and 0.19 packets per slot, respectively, for the present
transmission protocol. As the throughput approaches its maximum, the average packet delay
increases rapidly for & marginal increase in throughput.
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7.4 improvement by Transmission Suppression

In the basic protocol dcscribed in Section 7.2, we have assumed that the behavior of
each unit in any slot is based on its current state only (isolated strategy). Thus it may happen
that a unit transmits a packet to a unit having no available buffer, resulting for sure in failure.
if information about the buffer staie of the destination unit were available to the transmitter, it
could avoid this foreseeable wastage of channel capacity by suppressing the transmission and
make it available for others. We exploit this possibility in this section.

Sunpnse that repeaters with no available buffer broadcast a ‘busy tone’, in a different
channel, towards their neighbors at the beginning of any slot. (This busy tone should not be
confused with the one introduced in [Toba75] to solve the hidden terminal problem. The busy
tone in [Toba75] is emitted vy a recciver when it is receiving a packet.) It is assumed that the
hearing topologies on both channels are identical. Also suppose that the busy tones from mul-
tiple repeaters do not collide and necessary information is always captursd correctly by potential
transmitters instantar.eously. Knowing that the destination has no available buffer, a unit with
a packet will suppress its transmission with probability 1 (i.e., p is set to 0) for the current slot.
Otherwise the value of p is unchanged.

Thus the probability of behavior e given the current state s is expressed as

pels) = ﬁ Qi(s;,s;,€) (7.20)

=1

where / is the destination id of the transmission from unit / (which is unique given s;) and
cach factor Q;(s;,s;,e,) is given as follows. For terminal i which is a source of path &,

I-a(k) : s;=€=0,5=0
A(k) : 5=0, =k (0), 5,=0
Qi(s,s;.e) =1 1=pk) : 5=k (20), s,=¢e;=0 (7.21)
p(k) : s=e =k (#0), 5;=0
1 i 8570, =0

For terminal / where no paths originate, Q,(s;,s;,e;) = 1. For repeater i,

1 i s5i=0o0rs; 0, =0
Qi(s;5;.8) ={1=p(k) : s=k(#0), s =¢=0 (1.22)
p(k) . s,--e,-k(#O), S,_O

Since the above modification of transmission parameters is again based on the current
system state only, we still have the Markovian property for the network behavior. Thus the
formulation proceeds as in Section 7.3. With respect to a source terminal in the empty state
which has been forced to suppress its transmission, we can distinguish two models: (i) it then
goes into the backlogged state retaining the packet (retransmission model) ; and (ii) it remains
in the empty state dropping the packet (loss model). Since the delay due to buffer blockage at
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entry to the network must also be counted as much as one slot for a user, we opt for the model

. (i) in this chapter. If we were to =valuate the delay for only those packets thai are accepted in ;
} the network, we would employ the model (ii). Thus, in the case of transmission suppression as s
well as unsuccessful transmission from unit / of a packet of path k, the next state of uni* / will "

be S'/ -k, _;

; -
;‘ In Figures 7.2 and 7.3 we show the throughput-delay characteristics improved by the j3
! transmission supprcssion scheme for networks 1 and 2, respectively. We see that the capacities J
of the networks are greatly increased. A close comparison of what is happening at each unit >

and along each path between the basic protocol and the transmission suppression protocol for i
the same values of A and p has revealed that the present scheme gives rise to much fewer colli-
sions and thus much fewer backlogs with only slightly higher throughput. This results in much
lower average packet delay due to Little’s result. Also it has turned out that the utilizations
(fraction of time when the buffer is occupied) of units are much lower, especially for source
terminals. Thus, it seems that, in case of congestion, newly entering packets are likely to be
blocked at source terminals which prevent them from entering the network. Therefore, we
think that this transmission suppression scheme provides a natural flow control at the network
access level [Geri80], and speculate that the buffer-full coudition at entry repeaters could be a
good indication of network congestion. The fashion in which the buffer-fuli condition pro-
pagates to neighbors is analogous to the ‘backpressure bit’ scheme for the virtual circuit (hop
level) flow control employed in Tymnet [Gerl80).

In this section we seek another way to take advantage of information about the network
state. In addition to know!edge of the state of the immediate destination, let us assume that
each unit with a packet knows the states of all hearing neighbors of the destination. Then,
when the destination unit (which could be a sink terminal) and its neighbors (which must not
be a source terminal) are all in the empty state, it is foolish to flip a coin to decide whether to
transmit or not. Since we know for sure there are no other transmissions around the destina-
tion, we simply raise the value of p to 1 and with probability 1 transmit our packet. We call
this operation, ccmbined with the transmission suppression scheme described in Section 7.4, as
the transmission suppression/acceleration protocol. Of course the above-mentioned information
is not obtained for free. However it is interesting to exantine the resulting improvement in the

| throughput-delay performance as an ideal limit. The delay vs. thrcughput curves based on this
! pratocol are shown in Figures 7.2 and 7.3 for networks 1 and 2, respectively. As expected we
‘ see the increased capacity as well as the reduced delay for given throughput.
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7.6 Imprevemsnt by Multipie Buffers for Repeaters

So for we have assumed that terminals and repsaters are equipped only wiin single
packet bufters, and one of the conditions fcr successful iransmission is that the buffer of the
destination unit be empty (except for the final delivery te sink terminsls). Theivefore, some
impravement in throughput-delay performance is expected by letting repeaters have more than
one bu¥er. (Multipie buffers for terminals do ot help peifonirance in our model) In this
section, we ezamine this effect.

Let m be the number of buffers (cach being capable of contauiing a siagle packet) pro-
vided for esch repeater. The packets in buffers 1,2, -« form a queue waiting for transmissicn in
this order. We express ihe state of repeater /, s;, as

§, ™= (51(".81(2),'“.35("‘)) (7.23)
where

o jO : buffer / is empty
$" =1 k (0) : buffer / contains a packet of path k

(=12, m (7.24)
Note ihat the state s =0 for some / implies that 5, =0 for all /' such that / < /' < m.

Now a repeater having at Icasi one packet transmits oae in buffer 1 (say, of path k),
again according to a Bernoulli process with purameter p(k). The condition for the successful
transmission to a repeater is, besides no colligion, that there be at least one empty buffer at the
receiver. If the transmission is successful, the transmitted packet joins the tail of ihe queue
(i.e., it is placed in thc lowest-numbered available buffer) at the receiver, while at the
transmitter -(if it is a repeater) other packets, if any. are moved toward the head «f queue by
one position. If the transmission is unsucceseful the failed packet remains in buffer 1. in other
aspects, the transmission protocols are the same as before.

For networks with multibuffer repeaters, we can siiil formulate a Markov chain picblema
and solve it numerically to obtain the delay vs. throughput curves. fn Figure 7.5 we plot the
optimum delsy curves for m=1,2 and 3 for netwerk ! without adjustment of transmission
parameters. From this figure we see that the ccpacity of the network firr m=2 (0.2} packets
per slot) is ahout a 30% increase over the single-buffer case. This is also accompanied by a
reduced delay for a given throughput. However, the improvement by going from m=2 to
m=3 is not so outstanding as increasing m from 1 to 2. A similar cbscrvation has been mude
by Tobagi [Toba80a] for some two-hop networks, where he comments thet the lack of any
important improvement experienced by increasing m is mainly expiained by the fact that the
system, ai optimum, is mostly ‘channel bound’ as opposed to ‘storage bound.’
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The effect of the transmission suppression/acceleration scheme, described in Sections

74 and 7.5, in the case of multibuffer repeaters is demonstrated in Figure 7.6 for network 1 N

with m =2, Here the transmission suppression is in effect when all the buffers at the destina- ::3

tion are occupied. The transmission accelsration takes place when all neighbors of the destina- -

tion (which must not be source terminals) have empty buffers. In Figure 7.6 we still see son.e N

| improvement brought about by these schemes although they are not as large as in the single-
: buffer case shown in Figure 7.2. e
g

)

7.7 Conclusion

LA
Al a

We hove: analyzed the throughput-delay characteristics for siotied-ALOHA muiti-hop
packet radio networks where the hearing configuration of packet radio units (terminals and
repeaters) and scurce-to-sink paths of packets are given and fixed The problems are formu-
lated as discrete-time Markov chains and ther: solved numerically.

#aalee

e

Besides the basic mndel — characterized by isnlated transmission behavior and single-
buffered repenters — three ways to improve the throughput-delay performance have been
exploited. They include (i) transmission suppression when the destination’s buffer is occupied,
(ii) transmission acceleration when the buffers of all neighbors of the destination are empty,
and (iii) multiple buffers for repeaters,

AR

a

It has been shown that the transmission suppression scheme provides a natural flow
coatrol at the rutwork access level to prevent packets frora entering the ‘communication sub-
net." This brings sbout significantly lower delay for a given throughput, and achieves a much
higher maximum throughput. The transmission acceleration combined with appropriate
suppression gives further improvement ir: the throughput-delay trade-offs at the cost of necessi-
tating more information about the nctwork state.

With more than one buffer for repeaters we have fewer chances of failure of transmis-
sion due to a buffer shortage at destinations. It has been shown that increasing the number of
buffers from 1 to 2 offers more performance enhancement than going from 2 buffers to 3
buffers. The effect of transmission suppression/acceleration in the multibuffer case was also
demonsirated.

Although the Markov chain approach used in this chapter is not suitable for large-size
aetworks due to too nuch compuiational time and storage required, it may bc useful for exa-
mining the effect of any particular heuristic protocol in prototype (small} network models. Also
it can provide a benchmark against which simulation models are validated.
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Figure 7.5 Throughput-delay charactaristics for network 1 (basic protocol) with m
buffers for repeaters (m=1,2,3)

187

e T e L R Tk S It G LIRS . . E . - LI R e PSSR S P I
O NS .\."" A O ~ ~ [ AT '-:'- RO R ‘_‘-._".‘~.~_‘.
o\ R PR AL ER LR LRGN
ALV A 1h‘ " SIS, T



ARG WAL DLW, WA IE YA TR T A TR T8 R T U L e S ST, WL, T AT e L AT AT TN T AT S, R YR LTS ' A |

0.3

0.2

THROUGHPUT (PACKETS/SLOT)

0.1

S S S

(SL0718) AVTI( NVaN

Figure 7.6 Throughput-delay characteristics for network 1 with double-buffered
repeaters
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8.1 Application to Local Area Networks

Our study of performance evaluation for packet radio networks has close relationship
with its counterpart in local area computer networks such as ETHERNET [Metc76). In fact,
one of the three access protocois recommended by IEEE Computer Society Project 802 Local
Area Networks Standards Committee is CSMA with collision detection, whose throughput, out-
pui processes and packet delay have been extensively studied in this dissertation. Usually, a
local area network environment corresponds to a single-hop, fully-connected system {(such as
wa considered in Chapters 2 and 3) since every user shares common information on the chan-
nel state. However, the case involving some malfunctioning equipment can be viewed as a
hidden-user situation (such as we treated in Chapter 4) in the sense that some users ignore the
ongoing channel activity. Then, for example, the curves in Figure 4.4(a) for tisz throughput of
hidden-user CSMA may bs thougat of as showing the throughput degradation in the imperfect

- environment of local area networks.

N
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8.2 Considerations on the Model and the Methedology

In order tc show how modern mathematics fails to solve a simple probiem, consider as
an example a system of two pure ALOHA users. Let each of them independentiy alternate
between the transmission period of fixed duration and the idle perioi of exponentially distri-
buted duration. Suppose as usual that a transmission is successful if the complete transmission
time is not overlapped by the other user’s transmission. Although we can obtain the
throughput for this system (as in Eq.(2.8)), we have teen unable to find the higher moments
or the distribution for the interval between two successive successful transmissions (called
packet interdeparture time). Incidentally, this problem has its equivalent in a vehicle traffic sys-
tem [Yeo78). A complete knowledge of the distribution of the packet interdeparture time in
our system (corresponding the service time distribution in traditional queueing systems) is
prerequisite if we are to analyze the packet queueing delay. This is an example of a very simple
but fundamental problem for which we do not know the (exact) solution. We have many more
ditRicult problems in the performance analysis of packet radio systems.
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In Chapter 4 of this dissertation, we have shown an approximation approach to the
above-mentioned problem. Methodoiogicaliy, it approximates a point process (inter-event
times are dependent) by a rencwal process (inter-event times are independent and identically
distributed). By doing so, the extant theory of renewal processes is at hand to apply. A similar
trend can be seen in the analysis of general queueing networks [Sevc77,Kueh79, Whit82]. It is
this author’s opinion that this dircction is one practical way to attack the problem.

8.3 Suggestions for Future Research in Multi-Hop Systems ' |

N

The theoretical performapce study of wmulti-hop packet radio networks is still in the ?
carly stages, and almost all the important aspects of network operation are virtually untouched. |
Even the very first problem of determining an efficient and reliable channel access protocol in
general does not seem to have a clear answer. At present we do not know whether we should
consider adaptation from existing local area network protocols or invent something new for
multi-hop systems. A promising protocol may be the busy-tone multiple-access (BTMA)
{Toba75] with which coliisions at receivers are mostly avoided. However, the assessment of its
poteniial drawback, narnely the suppression of other transmissions which would coexist success-
fully withcut BYMA, has not been studied.

N
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Jiven a channel access protocol and a set of source-to-destination paths, the evaluation
of the average end-to-end packet delay at given throughput requirement is the next problem.
We prefer an analytic formula for the average delay rather than numerical procedures such as in
[Lein80,Lee82,Sliv82a-c] and in Chapter 7. Our proposed mear: delay formulas for single-hop
systems (in Chapter 5) is one such attempt.

After the anelysis of throughput and delay, the issues of routing and flow control will
be studied (in terms of performance). Only an abstract of the contribution by Humblet on the
iterative algorithm to find the optimal routinz is available [Humb82]. An attempt by Kiing
(Kung81] combining the ZAP approximation and flow deviation technique for optimal routing
appear to still need more validation with backup simuliation.

Finally, we must address the issues of mobile operation inherent in multi-hop packet
radio networks. So far, no theoretical work scems to have appeared on the effects of mobility
on the network capacity, let alone the packet delay. We have not identified what features
involved in the mobility are decisive to the network performance. The speed of a PRU may be
related with the probability that a station loses its track which induces re-initialization delay.
On the other hand, if the emission of ROP occurs too often, these packets will flood the net-
work, causing the degradation of effective throughput. It is of interest to investigate the trade-
offs involved in the speed of PRUs, the frequency of ROP emission and the density of moni-
toring repeater or stations.
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APPENDICES

A. Derivation ot Fq.(3.4)

Let F(x) be the z-transform of the distribution of D(/), the number of departures
from all users during [0,7]. The joint probability that during this interval user / attains
D(1) = k; departures (i=1.2,.-- M) given that D(7) =k is given by a multinomial distribution

k! 5 k&
mm ' (A1)

where k = ky+ky+ -+ ky, and gq; is the probability that a departure is achieved hy user J.
Thus, the conditional joint :-transform of D(¢) = [ D; (1), Dy(1), -, Dag(¢) ] is given by

:“
o
N
M
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™
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N
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A

(qiz,+ g2+ +oyzu )t (A.2)
and the unconditiona! joint z-transform of D(¢) is given by a compound distribution
: G(z) = F(Q|l|+q222+"‘+ Inin) (A.3)

where 2 = [ 2,.2:. .20 ).

New, from Eq.(A.3) and the definition of F(z), the means and covariances of D(7) can
be formally calculaied. First, the mean is given by

bm=36®) _. g’—r(—’ll.‘.. @D =12 M (A4
9z dr
where 1 ={i 1--1]. Next, fiom
i — . - 2 —
DRt Iy = £ER| ., - o2(BW- D0, (A
i

the variunce is given by
Ve ID{(D] & D,-(t)’»" b2

= g2 [D(N*-D(1Y} +¢,D(N - ¢q2D(N?

~ g ¥ar[D(N) +q,(1-¢g) D) i=1,2, M (A.6)

Alse, for i # j, from
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the covariance is given by

Cov[D,(n.D)(1)] & DN-D,(t)—-D,()-D;()

- qa; 1 DT~ DY ]~ a:9, D(0)?

- q.q, | Var[D(N]- D(9)) RN WREN " (A.8)
Eqs.(A.4), (A.7) and (A.8) give Eq.(3.4).

B. Derivatien of Eq.(3.22)

In an infinite population of pure ALOHA users, the duration of an unsuccessful
transmission perind F consists of an indefinite number (L, say) of packet interarrival times
whose durations are less than 1 (denoted by /', £@, ..., f(L)) terminated by a full length of
1; see Figure 3.2(b):

F-'f(l)+,f(2)+"'+ ,‘(L)+] (B.Y)

All £"7s are independent and identically distributed (let their generic representation be f with
its pdi”"s Laplace transform £°(s) ) as

=G
Pmb[f(tl-ll- 'M,; 0<<!

G [! - e—(:+6)l
546G) (-9 "'

L(s) = (B.2)

- 1 e G 1 e G
- e— - . Ve - . ——————
V=G 1o ¢ VeVl = & g

where G is the rate of arrivals. The number of such interarrival times L (with its distribution's
z-transform L°(z)) is independent of 7""s and is geometrically distributed as

Prob[L=n]l=(1-e9)" VeV nel2,

-G
A P&
L) 1-z2(1—¢79) '
L=eC: Var[Ll =e%(e-1) (B.3)

From Eqs.(B.1)-(B.3), we have
G e—(:+G) f1- e—(ﬂ»G)]
1-e ) [s+Ge 11+0] °

F(s) = e S L'[f(s)] = (
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“Lf+lm o, :

F=Ls+l G(1-¢9)

16 G -G

rz e’ _2e% e i

Vi (] = L Varls) + 7? Var[L)= B i ey (B.4) N

N

Eq.(B.4) is identical to Eq.(3.22). Py
N

C. Derivation of Eqs.(3.45) and (3.47; 4

s,
e’
ALk 4 _-2F

For the sake of brevity. let us call the start of transmission as the arrival of a packet,
and let time 7 = 0 be the arrival time of an idle-period-breaking packet. Let », and n, be the
numbers of arrivals during time intervals [0,c] and [c,a), respectively
(0 € my+n; € M—1). Note that during [0,9] each user behaves independently of all others
because (by definition of CSMA) he does not hear the transmission until time a passes. Our
objective is 10 find Prodb[Y < y | ny = 0] (successful case) and Prob{Y < y | m 2 1]
(unsuccessful case) for 0 < y < a, where Y is the arrival time of the last overlappiag packet;
soe Figure 3.4.

:g

We first consider the case of a siuccessful transmission which occurs with probability \
Probn =0] = e-*M-1) o o (see Eq.(3.43)). We consider the two subcases: case (i) ny; =0 ~
with probability e-¢(*~ (M- a4 case (i} 1 < 2; € M—1 with probability 1 — e~*(e=(M-D
Incase (i), we let ¥ = 0:

PmblYlen;-n;-O]-l 0<y<a (c.1)

In case (ii), definitely Y > ¢. The probability that »; arrivals fall in [c.y], ¢ < y < a, while
the other Ad — 1 ~ n; do not arrive during {c,a] is given by

M-1 — o—tly=c) 12 R {a—c}(M=1-n))
{ " l[l et )",

Unconditioning this expression on n; & 1, we have

0 0C<ySec
Prob(Y <y | n=0n1 | ) [1- e~ g e—z(o—c)]ll—\ — e—Rla=c)(M-1) <y<a
1 - e—x(l—c)(u—l) €y
(C2)
Further unconditioning of Eqs.(C.1) and (C.2) over the cases (i) and (ii) gives
e~ tla=cl M=) 0<y<ec
Prob | Y<y | n|-0] - [l—e‘-'(""")-i-e"(“‘)]”" D (C.3)

cS<y<a
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We next consider the case of an unsuccessful transmissior. which occurs with probabil- ‘

ity Prodb[n, 1) = 1~9y. For y € c, the probability that »; scrivals fall in [0,y] while none :
of M~ 1-n,arrive in (0,a] is given by .
a

M-} Y 2] -ra(M-1-nm)) 4

- l(l o) !

Unconditioning this expression on m 2 1, we have T

(11— e ® +e~)M-1_ j—ae(M-1)

ProblY(yI:n)ll- 1
i 4

0gysec (o!)}

LK KRS

For ¢ € y € a, assuming n, # 1 arrivals i [0,c] with probability

M-1 —pe (A _~ac(M=1-m)
l n l(l—e x)le v,

we consider the two cases: case (i) ny =G with probability e *“ ™" q4nd case (i)
ny» 1. In case (i), clearly

Prob[ Y<y ' n;—O. given Il|] -] ) (C.5

In case (ii), the probability that n, arrivals fall in [c.y] while none of M —1— n,— nj arrive
during [c,a] is given by

¥
:~1
:
a
)

2

M-1- Ill] (- _,(,_c)lnz c"'(“")(u"l"l"i)

o

Unconditioning this expression on n3 2 1 gives

—gly— —ala— —-l-n ~gla=~c)(M-1-nmy)
. [1—e 1lr—c) o o-ale c)l Yo, 1
ProblY<yln31, given )} = e

3
vo o
.y

(C.6)

Further unconditioning of Eqs.(C.5) and (C.6) over the two cases (i) and (ii) given n, = 1
yiekds

Prob [ Y € y | given m,] = [1=et0-0) 4 g=tla=cr | M=1=1 (o))

LT E P LI ERRNEN

3 Finally, by unconditioning Eq.(C.7) on m, 3 1, we get
. —— X g RO M= _ (a0 0 4 e\ M-}
H PoplY<ylm>p 1) = ot te ) - S (e P re ™) c<y<a
3 L4 (C.8)
: Eqgs.(C.3), (C.4) and (C.8) corplete the derivation.
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D. Determination of the Transnrission Rate for CSMA

This appendix is associated with Section 6.4. Here we derive the relation between
transmission rate p' and channel-sensing rate p for slotted nonpersistent CSMA. As in
[Toba?5!, we assume that

pP=pk (D.1)

where P, is the probability that the channel is sensed idle. Since the probability of an empty sict
is given by e~”'¥, the expocted value of the idle period I (see Figure 6.7) is

Ta T kae®N(1—e=*N) ae”"™ (D.2)
- k}_:,l kae —e = .
On the other hand, the transmission period is 1 +a. Therefore,
7 ae N
-— = - ; D.3
" 1+a+T 1+a-e"N (D.3)
Thus we have obtained an equation which determines p’ in terms of p:
,_ _ape’rV
P = Tra—e?N (D.49)
For a << 1, we have
'——— (D.5)

P = 1¥GTaN

which explicitly gives p'.

Using the optimal values in this case (N =5.3 and p'/a =(.20), we see that the actual
transmission rate is 41% of the sensing rate.

E. A Numerical Technique to Solve a Large Sparse Markov Chain

This appendix is associated with Chapter 7. Here we discuss certain computational
aspects of soiving a large system of linear simultaneous equations for a Markov chain. The
chain equations are of the form

N
w, - z my P,,' i-l,2.---,N (E.l)

=1 =

N

2 mwm - 1 ’ (E2)

iml
where P, is the steady-state transition probability from state i to /, and #, is the steady-state
probability of the system being at state / (i, j=1,2,-~, N). Note that one of the equations in
Eq.(E.]1) is redundant.

~~~~~~~
--------
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A fundamental method for solving the above type of system of equations is the Gauss Z:
elimination method [Gera78]. However, since this method requires O(N?®) operations and 0
O(N? storage cells, it is infeasible for systems with large N. On tlie other hand, it turns out ';::
in our problems that most elements of the matrix P = (P,) are null, i.e., P is a very sparse &
matrix. In Table E.1 below, we show the number of distinct states (N) and the percentage of E
nonzero elements in matrix P for some of the cases we have dealt with in Chapter 7. We note i
that the Gauss elimination method which loses this sparsity due to additions of rows of P can- -
not take advantage of the sparse matrix representation which saves computational time and o
storage. Thus we are led to an iteration method; specifically we have adapted the Gauss-Seidel »
iteration method [Gera78] to our problems in the following way. (Some other methods may be o
found ia [Wall74].) 1
Let {w (") be the nth iterative solution to the system given by Egs.(E.1) and (E.2). -4
First put E.:
? =0 i=23, N ﬂ
0 -] (E.3)
Choose k such that
k ﬂ(l | Pkk - 128‘)( P,,] (E.4)
Then, for n 2 1, for every i (3k),
,,(n+1) - _____[ z P,, ,.+1) + P/, u)] (E.5)
Jmi+l
and for i = k,
: k=1 N
; ,n.'(‘n+l) -] - z ”.I(n+l) — z .”.}n) (E ;)
i = Jmk+1

A sufficient cordition for this iteration to converge whatever {7/} may be used ini-
tially is given by

N
z P,,' < l l-], 2."',N (E.?)
I=1

Actually this condition is not always met in our problems. However, since this is a
| sufficient condition and not a necessary conditicn, there are cases where the iteration converges
) when this condition is not met. In fact, we have had convergence for most cases in our calcula-
tion. Our first selection of the index k is intended to approach the above sufficient condition.

Note that by using the Gauss-Seidel iteration we have only to store the nonzero values
of P. This saves storage (which provides fast computation in virtual storage systems) as well as
reducing the number of necessary operations. In fact, we estimate the latter as
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O(Number of nonzero elements in P) x O(Number of iterations)
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Here the number of needed iterations depends on the starting values {7 (®) and the criterion

for stopping the iteration. Using the initial valuzs 7{¥ =1 and 7@ =0 for 2 </ < N (state 1

- corresponds to the state that ali the buffers in the network are empty) and the stopping cri-
\ terion max;, | w("*V =7 (M| < 1074, we have obtained convergence with fewer than 100 itera- X
- tions in most cases. -
5
Thus we believe that the above meihod is quite time- and storage-efficient for our prob- ...‘
lems. As a matter of fact, for N =23456 (network 2, m=1), it took less than one minute to -

solve a system of equations of the form of Eqs.(E.1) and (E.2) on a VAX-11/780 at the UCLA
Computer Science Department. So it seems that a major time-consuming part in our calcula-
tion of throughputs and delays is now constructing the transition probability matrix P which
involves enumerating all possible events which can occur for every state of the network and
determining the resulting next state for each of these events.

e

.-
PRI}

Table E.1. The number of states and the sparseness of P for some network models depicted in
Figure 7.1. Suppression or acceleraiion of transmission is not employed. m = number of
buffers in each repeater.

cases number | nonzero elements in P
aetwork | m || of states | number | percentage
1 1 144 1190 5.74
1 2 1176 12424 0.89
1 3 7200 83412 0.16

- 2 1 3456 76377 0.64
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