Cluitt]
...............

Pl it Il

P

......................

IMAGE UNDERSTANDING
RESEARCH AND ITS
APPLICATION TO CARTOGRAPHY
AND COMPUTER—BASED
ANALYSIS OF AERIAL IMAGERY

Final Report
Covering the Period Sept. 5, 1979 to Sept. 30, 1983

September 1983

Contract Amount: $2,668,395
Effective Date: September 5, 1979
Expiration Date: September 30, 1983

By: Martin A. Fischler, Program Director, Vision
Principal Investigator, 415/859-5106

Andrew J. Hanson, Senior Computer Scientist
Image Understanding Testbed Coordinator, 415/859-4395

Artificial Intelligence Center
Computer Science and Technology Division

Prepared for:

Defense Advanced Research Projects Agency
1400 Wiison Boulevard

Arlington, Virginia 22209 DT‘ Vo
' LY

Contract No. MDA03-79-C-0588 . SCETA S !
DARPA Order No. 3862 . -
Program Code No.61101E

SR Project 1009 QVA

Approved for public release; distribution unlimited.

The views and conclusions contained in this document are those of the authors
and should not be interpreted as necessarily representing the official policies,
either expressed or implied, of the Defense Advance Research Projects Agency or

...................

>
% the United States Government.
o SRI International
Ll 333 Ravenswood Avenue
_-_—J_ Menlo Park, California 94025
Ll (415) 326-6200

Cable: SRI INTL MPK
| ) TWX: 910-373-2046

SO IV 121
Tl el o e L T I

L '..,..H,g sl

.
Dok b el ud

..........

-'i
=1

. s DT
. ,li B g l"ll'

¢ [
PSS PLI N

L R
. +

K
R



UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE (Whan Date Bntered)

REPORT DOCUMENTATION PAGE pEpEAD INSTRUCTIONS

. NUM . GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER
SRI Project 1009 Final Report pD-A/33 j,z)

4. TITLE (and Subtitie) ) $. TYPE OF REPORT & PERIOD COVERED
Image Understanding Research and Its 32%9&2‘);230 /83
Application to Cartography and Computer-Based S PERFORMING ORG. REPORT NUMBER
Analysis of Aerial Imagery

T AUTHONR(s) 8. CONTRACT OR GRANT NUMBER(s)

Martin A. Fischler

Andrew J. Hanson
MDA903-79-C-0588

9. ;;a;olan:w ORGCA;lZAT]l-ON NAME AND ADDRESS 10. ::gg%h:otk'(!asr?f"%ﬂ.‘o‘lgcT TASK
nternationa
333 Ravenswood Avenue DARPA Order No. 3862
Menlo Park, California 94025 Program Code No. 61101E
11. CONTROLLING OFFICE NAME AND ADODRESS 12. REPORT DATE
Defense Advanced Research Projects Agency | _September 1983
1400 Wilson Boulevard 13. NUMBER OF PAGES
L_Arlington, Virginia 22209 108
T'_Tsﬁ—"'b'l—é'&. WONITORING AGENCY WAME & ADORESS(/7 different frem Contreliing Office) | 15. SECURITY CLASS (of fhis repori)
DCASMA, San Francisco Unclassified
1250 Bayhill Drive T8a. DECL ASSIFICATION/DOWNGNADING |

San Bruno, California 94066
['¢. OISTRIBUTION STATEMENT (of thie Report)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the sbetrac: mtered in 3lock 20, i different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continwe on roverse side il necessary snd idontify by Block sumber)

Image Understanding, Computer Vision, DARPA/DMA Testbed,
Automated Cartography, 3-D (Stereo) Compilation, Feature Extraction,
Linear Delineation

20. ABSTRACT (Comlmn m reverse side if necessary end identily by block number)

——— % principal objective in this research program has been to obtain
solutions to fundamental problems in computer vision that have broad
military relevance, particularly in the areas of cartography and photo
interpretation. Now-completed research has been directed towards
developing automated techniques for stereo-compilation, delineation of
linear features, scene partitioning, image matching, and image to

database correspondence. __. , (CONTINUED ON NEXT PAGE)

DD ,'5n'3s 1473  toimion oF 1 wov e8 13 ossOLETE UNCLASSIFIED i

SECUYRITY CLASSIFICATICN OF THIS PAGE (When Date Entered) '

........ .«.-‘-.---<.- L e N -

-------------

PR ' " k

LNE IR ‘-'-' 0y S . - . S - K - - R

N DN N R = -’ ! ' ‘ A.-!! s .y A“‘mb :-';“\ _1--":-1 Sy DRV LA _— _..-.-_L..’ .-J_n -_mtal ‘-"..‘.‘ “' j
. la_mt - - Sl




§ 5
R

A

R

%’
ae

& ol

Sl aal

4

~a-a-4 W 8¢
Y R R e

s’
a-s

‘.
K Sy XV My By

! v
Lelaln

S T
o
Tatala

~ a4
ta

s

.
LS

4 Yo

LAY

'y
o

AONS A~
-8 a .‘J:‘J.J‘J ‘ A

-y

by ‘a2 la

L 4

\

\ LR -".L\ ‘."-1" LI ORI I DA R
L)

L)

ey &

S

il ..

. p o e g . .« . LNt e et 4 't Lot sl Swe v 4 30 et A0 A aiull Jedi M SR M 2 4
%3 R ! ) Mt i A A T T e T I T T T - N e . L - L

UNCLASSIFIED
SECURITY CLASSIFICATION OF TiS PAGK(When Dota Entered)

ABSTRACT (continued)

~ In addition to Q‘Jf'own research, we have designed and implemented an
integrated testbed system that incorporates results of research produced
throughout the Image Understanding community. This system provides a
coherent framework for demonstration and evaluation of the accomplishments
of DARPA's Image Understanding program, thereby facilitating transfer of

this technology to appropriate military organizationms.
o

4 - ; '
PSRV G

e e e - - P i
‘ Bccesai iy Yoy

[ .4 el

N

i
L.

UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE(When Date Entered)

B booBodindhocnd ol o> A i

RS

hd h - - et . . ! - . A"~' PR

o Vet S, A U I R .

xNlaeter
-

o .




il W | Ty

O g 9L AT

T

e ARALN

ol o S P X

‘Bia 3oy F]

-y

——

CONTENTS
ACKNOVIAE mm . . . . L] . L] L] L] L] L] . . 1
1 INTRODUCTION e s e s+ e e e & e e e e 2

ITI  RESEARCH PROGRESS AND ACCOMPLISHMENTS . . . . .+ .« . .
A. Three-Dimensional Compilation and Interpretation . . .

B. Detection, Delineation, and Interpretation of Linear
Features in Aerial Imagery . . . .« =+ « o+ .

C. Image Matching and Image-to-Database Correspondence . .
D. Image Partitioning, Intensity Modeling, and Material
Identification . . ¢ ¢« .« « ¢ ¢ o e« . . 5
III THE DARPA/DMA IMAGE UNDERSTANDING TESTBED . . . .« .« . . 6
REFERENCE s L] L] L) * . L] . Ll . L] . L[] L] 8

APPENDICES
A OVERVIEW OF THE IMAGE UNDERSTANDING TESTBED
B ON THE EVALUATION OF SCENE ANALYSIS ALGORITHMS

C THE RELAX IMAGE RELAXATION SYSTEM: DESCRIPTION AND EVALUATION

..1
R
Y
Y

Y

NI

m $ et e

i1

D WGPV NW)

s g e e T T T L T o T T e e e
Y '5, s i) _*.':...\. TS ‘,‘.-_.._..-_.. PR . . LI - T S e
X N, 3

ol .
- o AR S T PR L T ML T PO N T S T N
. ) Vi W b O IR R P AP I I S AR S T A I W A PR U SO W




I

-

o

Ta 3 sl o

PV 4,500

v
-

" COMMIRSELES

IR NI N,

$7

PASIMIRIDIN(Y - 9 AL

«~

[
]
]
4

ACKNOWLEDGMENT

Contributors to the SRI Image Understanding Program include the
following staff members: Stephen T. Barnard, Robert C. Bolles,
Martin A. Fischler, Marsha Jo Hannah, Andrew J. Hanson,
David L. Kashtan, Kenneth I. Laws, Alex P. Pentland, Lynn H. Quam,
Grahame B. Smith, and Helen C. Wolf.




“a G xR AT N T e T Vs Wa W a e Vet S g SN W T VA VN e P AN e Y T WLy vy~

?é 1  INTRODUCTION

5 Research at SRI International under the DARPA Image Understanding
Program was initiated to investigate ways in which diverse sources of
knowledge might be brought to bear on the problem of analyzing and

W e
—t

AL VR

interpreting aerial images. An initial, exploratory phase of research
identified various means for exploiting stored knowledge to support
4 processing of aerial photographs for such military applications as
: cartography, intelligence, weapon guidance, and targeting. A key
:. concept was the use of a generalized digital map to guide the process of
J image analysis. The results of this earlier work were integrated into
an interactive computer system called “"Hawkeye" [1].

Research subsequently focused on development of a program capable

ST 2PN

of expert performance in a specific task domain--road monitoring. The
primary objective of this work was to build a computer system (called
the Road Expert) that "understands” the nature of roads and road events;

it is capable of performing such tasks as

LALRY

* Pinding roads in aerial imagery.

Distinguishing vehicles on roads from shadows, signposts,
road markings, etc.

®* Comparing multiple images and symbolic information
pertaining to the same road segment, and deciding whether
significant changes have occurred.

S P

’,‘.

The general approach, along with technical details of the Road
Expert”“s components, are contained in the references [2-8]. We have
integrated some of these separate components into a system that
facilitates testing and evaluation, and have incorporated this system
into the DARPA/DMA testbed.

R s it e

Our more recent work on this now completed contract has addressed
problems in two distinct topic areas: :
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* MACHINE VISION RESEARCH on selected problems in the areas

of three-dimensional terrain understanding, linear—feature
analysis, image partitioning, and image description and
matching. This research program has been centered on the
concept that image interpretation, except in the simplest
situations, involves a form of reasoning ("perceptual
reasoning”™) that 18 characterized by the need to integrate
information from amultiple sources, which are typically
incommensurate and often erroneous or in conflict. We have
developed a number of new techniques, even complete
paradigmg, for effecting the knowledge-integration task.
These new techniques have been incorporated in the more
focused efforts discussed in Section 1I, which address
significant problems in scene analysis.

THE DARPA/DMA IMAGE UNDERSTANDING TESTBED. Section III and
Appendix A of this report describe the final status of the
testbed. (Hanson and Fischler [9] describe the purpose and
goals of the Testbed project in greater detail.)
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II  RESEARCH PROGRESS AND ACCOMPLISHMENTS

A. Three-Dimensional Compilation and Interpretation

The problem of stereo reconstruction is almost synonymous with the
problem of machine vision--use of imaged data to (geometrically) model a
sensed scene. A key concept in our approach [10-14] is the use of
global physical and semantic constraints (e.g., sun location, vanishing
points, edge detection and classification, skyline delineation) to
resolve local ambiguities that defeat conventional stereo—-matching
techniques in mapping cultural or urban scenes, i.e., scenes that
contain featureless areas and large numbers of occlusion edges, or

scenes that are represented by widely separated or oblique views.

When a stereo pair of images 1is matched, even with the best
possible use of available data (because of some of the problems
mentioned above, e.g., occlusion and featureless areas), we generally
can do no better than to compute a sparse depth map of the imaged scene.
However, for many tasks a sparse depth map is inadequate. We want a
complete model that portrays the scene”s surfaces accurately. To
achieve this goal, we must obtain the missing surface shape information
from the texture and shading of the images of the stereo pair. We have
made significant progress in understanding what is possible with respect
to surface interpolation using scene shading. Pentland (15 and 16] and

Smith [17] discuss some of our recent work in this research area.

B. Detection, Delineation, and Interpretation of Linear Features in
Aerial Imagery

We have developed a system, called the "Road Expert,” that can

precisely delineate roads in both high- and low-resolution aerial
imagery, classifying the visible objects that fall within the road
boundaries [2-8]. A demonstration version of the Road Expert has been
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installed on the DARPA/DMA testbed. We have investigated extensions of
the above work to the problem of delineating other types of 1linear
structures, such as rivers (18], and have recently made a significant
advance towards developing a completely autonomous system for

delineation of arbitrary linear structures [19].

c. Image Matching and Image-to-Database Correspondence

We have developed a new paradigm, called Random Sample Consensus
(RANSAC), for fitting a model to data containing a significant
percentage of gross errors, and have applied this paradigm to the
solution of both matching/correspondence problems [20] and partitioning
problems [21]. A RANSAC-based camera model solver has been developed
and installed on the testbed. We expect that RANSAC will be equally
applicable to a wide range of other model-based interpretation tasks
and, under a separate contract, are investigating its use for
recognizing and labeling kmown two- and three~dimensional scene
features; this latter work even deals with unusual viewing or

illumination conditions and partially occluded objects.

D. Image Partitioning, Intensity Modeling, and Material Identification

Our goal in this effort is to develop techniques for describing
(partitioning and labeling) the material composition of a scene from
available imagery. In order to recover information about actual surface
reflectances and physical composition, the problem of intensity modeling
must be addressed. We have developed methods for deriving absolute
scene-intensity information without calibration data (such as a step
wedge exposed on the image) based on knowing the identity of the
material composition of the surfaces at a few points in the image--this
capability is essential for the task of partitioning the image into
labeled regions of given material types [l0]. A new approach to the
partitioning problem that is based on the concept of "fractal textures
[22]" was developed, and work on this concept 1is being continued under

separate funding.
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II1 THE DARPA/DMA IMAGE UNDERSTANDING TESTBED

A distinct major focus of our program has been the establishment of
an IU testbed system at SRI International. The DARPA/DMA Image

P4
JRF 7 T W

)

Understanding Testbed constitutes a coherent body of research software

g 1v

running in a standard hardware environment. User documentation is

FIOREIER

available in four manuals: o
o
s * The DARPA/DMA Image Understanding Testbed User”s Manual ?
3 [23] ;
ff *# The DARPA/DMA Image Understanding Testbed Programmer”s :
ﬁ Manual [24] :
~ * The DARPA/DMA Image Understanding Testbed System Manager”s :
Manual [25]

* Managing the IU Testbed Under EUNICE/VMS ([26]. :

j Software modules contributed by seven different institutions in the
DARPA-sponsored research community may be demonstrated and examined on i
b the testbed. Detailed evaluations have been carried out for three of §
the contributed systems; the results are reported in the following N
documents: 3

* The GHOUGH Generalized HOUGH Transform Package: Description
and Evaluation [27]

!
3 * The PHOENIX Image Segmentation System: Description and
N Evaluation [28]
- * The RELAX 1Image Relaxation System: Description and
Evaluation [29]. :
% A detailed report on the testbed is attached in Appendix A. :
K Appendix B discusses our overall approach to the problem of evaluation. ;
Appendix C consists of the RELAX evaluation document [29] cited above. :
A The Testbed 1s now established as a technology transfer tool that ﬁ
: can be utilized by appropriate agencies to evaluate the applicability of
: the contributed scene analysis techniques. The testbed software system E
.

%
N
h
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} and 1its utilities are being prepared for export to university }
£ researchers in the IU program as well as to other U.S. government

agencies interested in establishing testbed copies. SRI has developed a

bndeabadadii hecoc o

:f testbed license agreement to help protect testbed contributors and

<+

1 restrict use of the software to appropriate research enviromments.

% 3
s To support technology transfer requirements, exact coples of the

allufidbad

entire system can be configured. SRI, under a separate contract, has

completed installation of a testbed copy (hardware and software) at the

. U.S. Army Engineer Topographic Laboratories (ETL) at Fort Belvoir, and ]
:h is continuing to support enhancement of the ETL research enviromment. A i
- Lisp Machine will soon be added to the ETL configuration. SRI has also |
é supplied Lisp Machines and Lisp Machine software to the DMAHTC and DMAAC ?
3 branches of the Defense Mapping Agency. SRI has been closely involved ;
;5 in efforts to ensure that the upgrade of the DMA AFES/RWPF facilities to :

the VAX-11/780 CPU can incorporate the Image Understanding Testbed
y capabilities, as well as support the Lisp Machines.

We believe that the testbed 1s a very effective vehicle for
conveying the results of IU research to government organizations
3 concerned with image interpretation and automating cartographic tasks.
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OVERVIEW OF THE IMAGE UNDERSTANDING TESTBED
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OVERVIEW OF THE IMAGE UNDERSTANDING TESTBED

September 1983

Andrew J. Hanson, Senior Computer Scientist

Artificial Intelligence Center
SRI International

I INTRODUCTION

The Image Understanding Testbed is a system of hardware and
software that is designed to facilitate the integration, testing, and
evaluation of implemented - research concepts in machine vision. The
system was developed by the Artificial Intelligence Center of SRI
International under the Jjoint sponsorship of the Defense Advanced
Research Projects Agency (DARPA) and the Defense Mapping Agency (DMA).

The primary purpose of the Image Understanding (IU) Testbed is to
provide a means for transferring technology from the DARPA-sponsored IU
research program to DMA and other organizations in the defense

community.
The approach taken to achieve this purpose has two components:

* The establishment of a uniform environment that will be as
compatible as possible with the enviromments of research
centers at universities participating in the IU progranm.
Thus, organizations obtaining copies of the testbed can
receive new results of ongoing research as they become
available.

* The acquisition, integration, testing, and evaluation of
selected scene analysis techniques that represent mature
examples of generic areas of research activity. These
contributions from 1IU program participants will allow
organizations with testbed coples to immediately begin
investigating potential applications of IU technology to
problems in automated cartography and other areas of scene
analysis.
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An 1mportant component of the DARPA 1IU research program is the
development of image-understanding techniques that could be applied to
automated cartography and military image interpretation tasks; this work
forms the principal focus of the testbed project. A number of computer
modules developed by participants in the Image Understanding program
have been transported to the uniform testbed environment as a first step
in the technology transfer process. These include systems written in
UNIX C, MAINSAIL, and FRANZ LISP. Capabilities of the computer programs
include segmentation, 1linear feature delineation, shape detection,
stereo reconstruction, and rule-based recognition of classes of three-

dimensional objects.

A. Documentation

The following documents relating to the IU testbed are now

available as SRI technical notes:

* "The DARPA/DMA Image Understanding Testbed User s Manual”
presents a user’s view of the testbed. It outlines the
general structure of the system and describes the use of
ma jor facilities.

* “The IU Testbed Programmer”s Manual” collects UNIX-style
"man” pages describing testbed programs, libraries, and

files.
* "The DARPA/DMA Image Understanding Testbed System Manager’s
Manual” contains information relevant to system

implementation and management issues.

* “Managing the IU Testbed wunder EUNICE/VMS" provides
specific details for managers and users of systems that run
the EUNICE/VMS emulation of the UNIX operating system.

The following reports evaluating major contributed software systems

are also available:

* GHOUGH: "The GHOUGH Generalized Hough Transform Package:
Description And Evaluation”

* PHOENIX: “"The PHOENIX 1Image Segmentation Package:
Description And Evaluation”

* RELAX: "The RELAX Image Relaxation System: Description And
Evaluation”
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Documentation describing the CMU-contributed graphics and picture-

file access systems is provided in the following separate CMU documents:

* CMU0O2: "Grinnell Display Software Support”
* CMUOO3: "CMU Image Format and Paging System”
* CMUOO4: "Image File Naming Conventions.™

B. Hardware Configuration

The principal elements of the IU testbed hardware configuration are
a DEC VAX-11/780 central processing unit, with its peripherals, and
several Symbolics Model 3600 Lisp Machines. The SRI testbed VAX is a
four-megabyte system with one tape drive, four 300-MB disk drives, one
414-MB Winchester drive, and 32 teletype 1lines. The VAX interfaces
directly to a varlety of terminals. Graphics capabilities are provided
by Grinnell and DeAnza display systems, both with 512 x 512 resolution
and full color support. Several kinds of pointing devices, such as
"mice” and digitizing tablets, are available. Other peripherals include
a Versatec ll-inch printer/plotter with 200-point/inch resolution (which
functions as a phototypesetter) and an Optronics C-4100 color image
scanner with resolution selectable from 12.5 to 400 microns. The
testbed system also supports an ARPANET network 1l1link with network
address SRI-IU.

Each Lisp Machine has 2-MB of memory and a 180-MB disk drive. A
10-Mbit/second Ethernet network connects the Lisp Machines to one
another and to the VAX. Color graphics systems and additional disk
drives may eventually be added to enhance the capabilities of the
testbed Lisp Machine environment.

C. Operating-System Software

The Image Understanding Testbed system may be run under either the
UNIX* operating system or under the VAX/VMS** operating system. In

* UNIX 18 a trademark of Bell Laboratories.

** VAX/VMS is a trademark of the Digital Equipment Corporation.
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principle, all testbed applications software can be run on either UNIX
or VMS/EUNICE* systems, provided that appropriate system—specific

hardware device drivers are available.

A "32V,” or higher, UNIX license is required to operate the testbed
under either system; in addition, a EUNICE license is needed to run the
testbed under VAX/VMS.

The testbed currently uses the Berkeley VAX/UNIX 4.lc BSD system
software distribution with support for the IP/TCP networking protocols;
4.2 BSD will be supported when 1t becomes generally available. UNIX
device drivers are supplied by Berkeley for the Versatec printer/plotter
and for ARPANET devices; a UNIX driver for the Grinnell display system
has been provided by CMU. No Optronics scanner driver is available
under UNIX at this time.

Under the VAX/VMS operating system, UNIX is emulated by the EUNICE
system. This combination of operating-system support permits
compatibility with both UNIX and other VMS/EUNICE environments. VMS
device drivers are currently available for ARPANET devices, the Grinnell
display system, the Versatec printer/plotter, and the Optronics image
scanner. See the document “"Managing the IU Testbed under EUNICE/VMS”
for further details.

D. Lagguages

The principal high-level programming languages on the testbed VAX
are UNIX C and FRANZ LISP. MAINSAIL, an ALGOL-like language, is
available under both UNIX and VMS, but 18 currently used only on the SRI
EUNICE/VMS testbed system. Other LISP dialects that may be used on the
testbed include ISI VAX INTERLISP and MIT NIL VAX LISP. FORTRAN and
PASCAL compilers are available under both UNIX and VMS, but are not used
in any contributed software. On EUNICE/VMS systems, the DEC C-language
compiler can be used instead of the UNIX C compiler for some
applications; although the DEC C compiler generates exceptionally
efficient code, substantial changes may be required to compile and run
code written originally for a UNIX C system.

* EUNICE 1s a proprietary software product of SRI International.
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Graphics functions on the testbed Grinnell display are fully
supported in C; the testbed software ig based on the CMU Grinnell
graphics package. Supplementary testbed graphics capabilities are
available for the DeAnza 1in MAINSAIL. FRANZ LISP and MAINSAIL programs
may access the Grinnell by means of the C-language Grinnell graphics

package.

Lisp Machine LISP is of course available on the Lisp Machines,
which have now been integrated into the testbed system.

II  CONTRIBUTED SOFTWARE

A. Overview of Applications Software Contributed to the Testbed

Besides SRI International, the institutions contributing software
systems to the DARPA/DMA Image Understanding Testbed are Carnegie-Mellon
University (CMU), the Massachusetts Institute of Technology (MIT),
Stanford University, the University of Maryland, the University of
Rochester, and the University of Southern California (USC). Modified or
reimplemented versions of some routines have also been provided by a

DARPA project at Hughes Aircraft Corporation.

Software modules integrated into the testbed include main programs,
program systems, 1libraries of user utilities, graphics routines, and
image access routines. Each of the designated testbed contributor sites
has defined and delivered contributions to the testbed system. Among
the research contributions are four modules from SRI and two from CMU;
also running on the testbed are one contribution each from Rochester,
Maryland, and USC, as well as a major system in FRANZ LISP from
Stanford. MIT has provided a system in Lisp Machine LISP that runs on
the testbed Lisp Machines. CMU has also furnished utilities, graphics,
and picture access packages, while SRI has implemented an extended

picture format and many additional utilities.

A summary of the currently operational research software

contributions is given in Table I.
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Table 1

SUMMARY OF TESTBED RESEARCH CONTRIBUTIONS

3OS PLIV-L0LN

INSTITUTION CONTRIBUTION LANGUAGE

i CMU Picture access and display packages C

¢ PHOENIX segmentation system Cc

X Stereo/correlation system c
j MARYLAND Relaxation package c i
X
& 3
' MIT Stereo reconstruction system LISP MACHINE =
1 LISP -
b ROCHESTER Generalized Hough transform system C .
: -
N SRI Road expert MAINSAIL .
RANSAC MAINSAIL by
® CAMDIST camera modeler c -
SHOWDTM terrain map utility C -
g STANFORD ACRONYM 3-D model-based vision system FRANZ LISP %
b .
o usc Linear-feature analysis c 3
The following subsections summarize the status of each of the By

currently integrated contributions. -

PP P S A i

1. Carnegie-Mellon University Contributions

(1) CMU Grinnell Graphics and Image Manipulation Packages

PR -t
)

Date received: August 1981.

AN

Responsible party: David McKeown.
Language: C (Berkeley UNIX) running on the VAX.

e

* » % »

Documentation: For complete documentation, see
- CMU002: "Grinnell Display Software Support,”




(2)

- CMUOO3: "CMU Image Format and Paging System,” and

- CMUOO4: "Image File Naming Conventions.”

UNIX "man” entries providing high-level descriptions
are available under the topics "cmuimglib,” “gmrfrmlib,"”
and "gmrlib.” For testbed-based extensions to the CMU
capabilities, see "dsplib,” "frmlidb,"” "imgfrmlib,"”
"imglib,” "imgnmelib,” "piciolidb," and "piclib.”

Description: These packages provide basic access to the
functions of the Grinnell display system, as well as the
capability of accessing image data files independently of
the display system.

Remarks: A number of minor modifications were needed to
make the CMU package work with the SRI  Grinnell
configuration. The present code will support any CMU
configuration or the SRI testbed configuration. The CMU
image access package has also been integrated into the
testbed environment; a new, extended testbed picture format
has been implemented. Finally, there are several other
general utilities of various sorts which have been supplied
by CMU; see Section III.A.

PHOENIX Segmentation Package

* » » ¥

Date received: December 1981.

Responsible party: Steve Shafer.

Language: C (Berkeley UNIX) running on the VAX.
Usage: Invoke the command

phoenix inimage -o outimage -f featl [feat2 ...]
[-1 file | -I file]
[-e] [-8] [0 file -r reg -R reg ]

Documentation: A "man" entry for PHOENIX is available under
the topic "phoenix.” Testbed documentation is provided in
"The PHOENIX Image Segmentation System: Description And
Evaluation.” See also "Recursive Region Segmentation by
Analysis of Histograms,” a CMU preprint by S. Shafer and
T. Kanade.

Description: PHOENIX performs image segmentation by
recursive region splitting. This segmentation package uses
the Ohlander histogram—partitioning method to segment color
imagery. Each pixel {n the input image is assigned a
segment identification label according to the image
characteristics and the parameters selected. Segmentation
is carried out hierarchically, with higher-level regions
segmented into subregions. Segmentation ceases in a given
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oY
Vj region when the program criteria for significance of the
% next level of segmentation have not been met.
i * Remarks: This system has a sophisticated user interface and
o a checkpoint mechanism.
&3
e
Eﬁ (3) Stereo Reconstruction and Correlation Package
]
¢ * Date received: September 1981.
2 * Responsible party: Charles Thorpe.
*sl
f; * Language: C (Berkeley UNIX) running on the VAX.
‘;3 * Usage: Invoke either of the two commands
X correlate [-nqros vm t i ffilename -ffilename]
o stereo
;5 and answer the prompts for additional program input
.3 parameters.
o
-~ * Documentation: "man" entries for CORRELATE and STEREO are
2y available under the topics "correlate” and "stereo.” See
5? also "Obstacle Avoidance and Navigation in the Real World
X by a Seeing Robot Rover,” Ph.D. Thesis by Hans Moravec.
(EJ * Description: This is a C version of the Moravec correlation
o and stereo reconstruction package written originally in
‘ SAIL at Stanford. The package consists of two portions:
. CORRELATE selects a set of “interesting” points 1in one
3 image, using the Moravec interest operator, then attempts
% to locate the corresponding points in a second image by
52 using an efficient hierarchical correlation matcher; STEREO

- uses the same method as CORRELATE to find corresponding

points in a series of up to 9 images, then employs the
o Moravec method to assign a stereo depth value and
confidence level to each match point.

-

Q * Remarks: This package implements all the basic capabilities
X of the original Moravec SAIL sgystem, plus a number of
- enhancements introduced by Charles Thorpe.

b

L)

‘ﬁ 2. University of Maryland Contributions

j: Relaxation Package

%1 * Date received: Final version received 9 July 1981.
&

,; * Responsible party: Bob Kirby (author: Russell Smith,
by revised by Joe Pallas).

'
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* Language: C (Berkeley UNIX) running on the VAX.
2 * Usage: Invoke the command

relax

2.

or invoke various elements of the package 1individually.
The 1individual programs making up the system include:

B3
L

)
POV AN

defcom defnbr imgprb prbimg relax relaxpar setup.csh

* Documentation: A "man” entry for RELAX is available under

'{ the topic "relax." Testbed documentation 1is provided in
oo "The RELAX 1Image Relaxation System: Description and
N Evaluation.”

_5' * Description: This relaxation package takes an initial set
- of probabilities that a pixel belongs to each of a set of

n classes and 1iteratively adjusts them according to the
. probabilities of neighboring pixels. Two options are
: provided: an additive Hummel-Zucker-Rosenfeld relaxation

- algorithm and a multiplicative Peleg relaxation algorithm.
e A utility is provided for generating a two-class set of
~ probabilities based on the luminance values of an image;
” the inverse operation 1s available to generate a grey-scale
image from the reassigned probabilities, so that the user
L may monitor the relaxation process visually.

y * Remarks: A mwmulticlass method of generating probability
assignments corresponding to luminance values has been
added for test and demonstration purposes.

- 3. MIT Contributions

Marr-Pogglo—Grimson Stereo System

~ Received: February 1983

s

¥: * Responsible parties: Mike Brady, Eric Grimson, and Keith
5 Nishihara.

* Language: Lisp Machine LISP.

. * Documentation: Current documentation consists of comments
:j in the programs themselves. Additional documentation is
~ planned by MIT.

- * Description: This system uses zero-crossing matches at
- several scales to compute disparity values between stereo
3 pairs. Additional consistency checking is available as an
"4 option.

4 * Remarks: This system makes use of an extensive package of
}j Lisp Machine vision wutilities, some generated at MIT and
i: some revised or newly developed at SRI. In particular,
9
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routines for reading and writing 8-bit 1images in testbed
format have been provided; images may be read and written
on the local Lisp Machine file systems, or may be read and
written across the local network to the testbed VAX. The
testbed Lisp Machine utility systems have been modified for
use with the Symbolics 3600 Lisp Machines and now run in
that environment. Convolutions are currently done in
software. To enhance performance, it would be desirable to
have convolution hardware on the Lisp Machines.

University of Rochester Contributions

Hough Transform Package

Date received: May 1981.
Responsible parties: Dana Ballard and Bill Lampeter.
Language: C (Berkeley UNIX) running on the VAX.
Usage: Invoke the command

ghough

and answer the prompts for program input parameters.

Documentation: A "man" entry for GHOUGH is available under
the topic "ghough.” Testbed documentation is available in
"The  GHOUGH Generalized Hough Transform Package:
Description And Evaluation.”

Description: This program takes a geometric-shape template
and attempts to find matching shapes in the image, using
the generalized Hough transform technique. The matched
shapes may differ in displacement, rotation, and scale from
the supplied template. The most likely values of location,
rotation angle, and scale are printed out and the
reoriented templates are displayed over the image.

Remarks: The CMU graphics package has been used as a basis
for incorporating full interactive graphics into this
system for both template generation and picture processing.
Several improvements have been made in the user interface
as well as in the efficiency of the code. The package was
extended to handle multiple instances of an object.

SRI Contributions

(1) Road Expert
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fk * Date received: January 1981.
,:{: * Responsible parties: Lynn Quam and Helen Wolf
( * Language: MAINSAIL running under EUNICE on the VAX.
oW
L * Usage: While connected to the /iu/sri/road/cmd directory,
o start up the MAINSAIL system and invoke the TRKACQ module.
i; * Documentation: A "man” page is available under the topic
R "road,"” along with demonstration instructions in the user”s
i manual.
1§§ * Description: This package acquires and tracks linear
‘ﬂ}j features, such as roads, in aerial imagery. Tracking is
“’ done automatically in imagery with a known ground truth
[ data base. Once a road has been identified and tracked, a
. separate subsystem 1s available to analyze road surface
- anomalies and to assign them to such categories as
TN vehicles, road surface markings, and shadows.
AN
?? (2) RANSAC Image-to-Data-Base Correspondence Package
N * Date receilved: January 1981.
RS * Responsible parties: Martin Fischler and Robert Bolles.
ZE * Language: MAINSAIL running under EUNICE on the VAX.
C; * Usage: While connected to the /iu/vision directory, start
s up the MAINSAIL system and invoke the INTMOD module.
o * Documentation: A "man" page is available under the topic
. "ransac,” along with demonstration instructions in the
p. - user”s manual.
);i * Desrription: This package selects a best fit to an array of
ahe control points that may possibly contain gross errors. If
v such errors are present, RANSAC offers significant
;ﬂ; improvements over 1least—-squares fitting techniques. A
jq typical application 1is to compute the camera model from a
o given set of landmarks in aerial imagery.
%

(3) CAMDIST Camera Model System

Date received: March 1983 1
Responsible party: Marsha Jo Hannah
Language: C (Berkeley UNIX) running on the VAX

* *» * »

Usage: Invoke the command I

camdist [options]

Paf
o 11




e d

a7

SVERT VIR

Aty Y

R VR R YT

§:

R R LN

'

at e el

. [ N IR A B AR S I A ATt St St e i st St it s Sttt .

with desired options.

* Documentation: A "man” entry is available under the topic
"camdist.”

* Description: CAMDIST provides a facility for performing a
generalized least-squares solution for the relative
position and orientation angles between two cameras, given
a series of points in the two camera views, and/or for
using this information to calculate the distances to these
points. Wild points are automatically edited out. Errors
are propagated from the image plane points through the
camera model to derive errors for the assigned distances.

(4) SHOWDTM Terrain Model System

Date received: February 1983
Responsible party: Marsha Jo Hannah
Language: C (Berkeley UNIX) running on the VAX

* ¥ » *»

Usage: Invoke the command
showdtm [options]
with desired options.

* Documentation: A "man” entry is available under the topic
“"showdtm."

* Description: This is an interactive program for displaying
a digital terrain model and producing either a peésfipectiwe
grid plot or a perspective range image of a poviion of a
model. When invoked with no arguments, SHOWDTM will prompt
for the name of a terrain model (an image in testbed
format), then wait for commands. If the name of an image
file 1s specified, the program will cpen that file, then
wait for commands. If an 1nitial command string is
specified, the program will execute each of those commands,
then wait for more.

6. Stanford University Contributions

ACRONYM System

* Date received: March 1982.
* Responsible parties: Tom Binford and Rod Brooks.

* Language: FRANZ LISP running on the VAX. An extensive
macro package 18 used to preserve most of the original
MACLISP code.

12
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* Usage: While comnnected to the directory /iu/acronym/sys,
invoke “acronym”. Connect to the models directory using
(chdir “../models), invoke (PARSE model-file-name), and
proceed with the desired ACRONYM process.

* Documentation: Some basic instructions are contained in
/iu/acronym/info and are accessible by invoking the command
file info.com; this command starts up an EMACS INFO system
with a special ACRONYM node. Other information is
available in /iu/acronym/doc. A “"man” entry for ACRONYM is
available under the topic "acronym.” See also "ACRONYM:
The Facts,” a partially completed Stanford University
document by Rodney Brooks. A more complete set of
documentation will eventually be supplied by the Hughes
Aircraft ACRONYM-based vision project.

* Description: ACRONYM takes a scene that has been reduced to
a set of two—-dimensional ribbons and searches for instances
of three-dimensional models that have been supplied to the
system as data. This 1s a rule-based system that allows
great flexibility in interpretation and scene-prediction.
Models can also be defined in a very general manner by
using generalized cones, constraints, and subclass
definitions.

* Remarks: Reduction of an 1image to a list of ribbons must
now be done by hand, starting with a corresponding file of
line segments generated by a program such as the Nevatia-
Babu line finder. While some test imagery is available
with the ribbon reduction already carried out, the testbed
ACRONYM system would profit from the addition of an
automated ribbon-reduction module. Such a module has been
promised by the Hughes Aircraft project.

7. University of Southern California Contributions

Nevatia-Babu Line Finder
* Date received: June 1981 (SAIL version); June 1982 (C
version from Hughes Aircraft).

* Responsible parties: Ram Nevatia at USC; Julius Bogdanovich
at Hughes Aircraft.

* Language: C (Berkeley UNIX) running on the VAX.

* Usage: Counect to the /iu/usc/tst directory and run the
following programs in sequence:

«./bin/convolve

../bin/thrin R
+ «/bin/psmaker ]
../bin/1linkseg 3
o
B
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The output on seg.dat may be put into a device-independent
display format by invoking ../bin/segdisp; the testbed
graphics utility can be used to show the resulting
display file.

A
"

« 0A~ "
p o

A
»

Documentation: See the Hughes Aircraft document "°C”
VERSION OF THE NEVATIA-BABU LINEFINDER.” A brief “man”
entry is available under the topic "line.”

e
N

Sty

¥

* Description: This package extracts linear features from an
(N image and produces a data base of line segments. The
N testbed C version supports 5 x 5 convolution masks
" configured to 1identify edges oriented at 30-degree
intervals. The edges are then linked together into chains
o and broken into straight-line segments.

* Remarks: The C version of this package lacks the parallel-
- line (APAR) and supersegment (SAP) extraction routines
. present in the SAIL version. It would be wuseful for
purposes of comparison to have these capabilities
- available. Support for using a variety of convolution
- masks would also be desirable.

> B. Demonstration, Test, and Evaluation of Testbed Modules

% The final stage of the testbed ©project at SRI was the
demonstration, testing, and evaluation of the contributed software
modules. Our purpose here was twofold:

* To provide information that would be useful for assessing

: the relevance of software techniques represented in the
fa testbed.

* To establish a model for evaluation of comparable IU
software.

-, Each module supports a standard demonstration of its capabilities.

The degree to which testing and evaluation can be carried out

meaningfully depends on the flexibility of each individual program.

Some can run on completely arbitrary images, while others require %

A
IO

e
At arat o4

extensive supporting data that cannot be easily assembled for arbitrary g
e images. Furthermore, some contributions have been extensively ]
. documented in existing literature, while others have required additional 5*
- modifications and documentation regarding their operation in the testbed X
;- environment. Accordingly, we have divided the contributions into the i

following two general classes:

V5008
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(1) DEMONSTRATION ONLY. Several major stand-alone systems
need customized data bases to function correctly. When
tools for construction of such data bases are not
available, the modules will run only on a limited set of
images, thus restricting the nature of the evaluation
that can be carried out. Such systems are not
appropriate for systematic evaluation over large numbers
of images because of the operational difficulties of
setting up the required contexts. These systems are
available for demonstration on limited data sets.
Documentation of these systems on the testbed includes at
least a "man" page and demonstration instructions in the
user’s manual. Some have additional manuals or are
discussed extensively 1in the literature. Implementation
details are generally undocumented, so users concerned
with implementation methods must examine the software
directly.

(2) DETAILED EVALUATION. Several modules that can readily be
exercised on a wide variety of imagery have been
subjected to rigorous investigation. Thorough evaluation
reports have been prepared that describe the parameters,
performance, strengths, and weaknesses of each of these ~
modules. The detailed evaluation reports include the Sy

following: ]
* General description of the module and 1its 2;

sclentific context. D
* Scientific principles of operation of the Z:?

algorithm. -
* Program user documentation. i:}
* Performance, strengths, and weaknesses. ;i
* Suggestions for modifications. »
* References and bibliography.

.
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The following table summarizes the evaluation status of each of the

y
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contributed testbed software modules.
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' Table 2 i
5:- 1
o 1
.::'; EVALUATION STATUS OF EACH CONTRIBUTION L
i ]
:"" b
CONTRIBUTION EVALUATION OR
t v DEMONSTRATION ;
3 1
vi
< CMU PHOENIX DETAILED EVALUATION
- Stereo/Correlation DEMONS TRATION
o6 MARYLAND Relaxation DETAILED EVALUATION ‘
= MIT Stereo (Lisp Machine) DEMONSTRATION
‘ ROCHESTER Hough Transform DETAILED EVALUATION
f STANFORD ACRONYM DEMONSTRATION
B SRI Road Expert DEMONSTRATION
5 RANSAC DEMONSTRATION
CAMDIST DEMONSTRATION
N SHOWDTM DEMONSTRATION
Y
4 UsC Linear Features DEMONSTRATION
o C. Summary of Evaluation Results
o) -
d ::1 The following modules were evaluated in detail:
* GHOUGH generalized Hough transform shape-finding system.
i * PHOENIX segmentation system.
,:‘- *# RELAX pixel-level relaxation system.
o
- In the evaluation process, we attempted to uncover characteristics
T of each system that normally become obvious to the user only through
:. extensive experimentation. Summaries of the reports are given below:
o7
n
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N
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1. GHOUGH

GHOUGH uses the generalized Hough transform method to find
instances of a predefined template shape 1in an image. It allows the
location, scale, and angular rotation of the target object to be
determined. The system has also been extended to detect multiple

instances of the same shape in a single image.

The following templates were used in testing the program: a
lake, a right angle, a circle, and an ellipse. Several interesting
artifacts of the template parameterization were observed. An exampie
was the quantization of template angles resulting from the use of
discrete lattice points to compute the orientation of line segments in
the template. Very dense templates generated excessive noise compared
to sparser outlines because neighboring pixels were related only by
angles that were multiples of 45 degrees. This significantly increases
the observed noise in the estimated object parameters. Several
variations of the implementation strategy have been noted that would

reduce such effects.

Other significant characteristics of the algorithm were
observed during attempts to locate multiple instances of circular or
elliptical storage tanks in a variety of aerial imagery. A powerful
feature of the Hough method is 1ts ability to discern incomplete and
occluded shapes. On the other hand, no single choice of parameters
would serve to locate accurately each and every one of the circular
tanks that are obvious to the human observer; the blurred nature of some
of the photometry and other characteristics of the tanks (e.g., rounded
tops and shadows) required that special choices of parameters and
templates be made for detection of any individual tank. Thus GHOUGH was
found to be very wuseful 1in detecting unique, photometrically
distinguished or partial shapes, but needed higher-level information to
make effective parameter choices when the available imagery was less

distinctive.
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2. PHOENIX

PHOENIX 1is an Ohlander-style segmentation package that uses
histogram analysis to carry out a hierarchical segmentation of color
imagery. Several options are available to control the number and type
of the segmentation cuts performed on each histogram as well as to

select criteria for determining the significance of the segmentation.

The user interface for PHOENIX is based on the CMU CI command
driver, which allows a wide range of subroutines to be called in an
interactive and user-controlled manner. Information about each segment
of a processed image can be printed and/or displayed on the graphics
system as desired. Switches and flags are available to control graphics
and other output from the program. A particularly useful feature is a
checkpoint system that can save the current state of a segmentation

process and read it back in at a 1later date for more detailed

examination or additional processing.

A number of fundamental properties of the PHOENIX system have

been noted. The best performance is obtained for color imagery in which

objects of interest have distinct colors and for which the histograms of E#
one or more spectral bands have at least two distinct peaks. -4
Significant region identification in deeper 1levels of the hierarchical .

process also relies on the existence of more than one distinct peak in

the histograms of the parent regions. Textured monochrome images often

fa . al o

lack these characteristics.

PHOENIX can be utilized to advantage on imagery to carry out
color-based region identification if the image digitization has a rich
histogram structure. Transformations of the color space may have

significant effects 1in adapting PHOENIX to specific segmentation

- e e Ve e e, e e
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problems. Given appropriate original or transformed imagery, one can
use the output of PHOENIX for higher-level tasks that require 1image ]

segmentation information.
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3. RELAX

RELAX 1is a package that supports both the Hummel-Zucker-
Rosenfeld and the Peleg pixel-level relaxation algorithms. To use the

D
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relaxation technique, one first assigns an initial set of probability
values to the image pixels. For image-enhancement applications, there
is a utility that converts a photometric image into a matrix of
probabilities. A set of compatibility coefficients is then computed to

T p 8 ¥ ~
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support the relaxation computations. Finally, a number of relaxation
iterations are performed to yield a new set of probability assignments.
For image-based problems, the inverse of the original conversion utility
can be run to generate a displayable grey-scale image representing the

computed probability values.

The various steps in the application of the RELAX package have
been integrated into a flexible user system that 1is based on the CI
command 1interpreter system. We note that, for demonstration purposes,
two~category relaxations allow fairly straightforward conversion between
the imagery and probability structures. The usefulness of relaxation is
highly dependent on the mapping from the initial imagery to the
probability domain. Thus it is difficult to evaluate relaxation methods

meaningfully in an abstract sense.

The RELAX system”s ability to improve noisy imagery and to
facilitate the extraction of image information depends strongly on the
nature of the Iinitial data and the probability assignments. The most
effective way to use this system would be first to identify a subarea
containing only one object of interest against a bland background, then
to run RELAX to improve the signal. Alternatively, one could use an
application-dependent preprocessor to assign probabilities based on
criteria more complex than the values of individual pixels. This system
produces excellent results 1f sufficient information is available for a

meaningful assigmment of category probabilities to the pixels of the

original image, but may result 1in undue amplification of noise areas 1if
the probabilities and compatibility coefficients are not chosen

;
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judiciously.
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III  TRANSPORTABLE FEATURES OF THE TESTBED ENVIRONMENT

One of the objectives of the testbed program has been to lay the
foundation for a system that could be transported to other similar
research environments. This transportability would allow other sites to
make use of existing testbed code without having to develop their own
versions; it would also make it possible for other sites to carry out
their own evaluations and improvements of basic testbed contributions to

meet their specific needs.

These objectives have been largely met. Each contribution to the
testbed system can be tested and demonstrated with minimal modifications
on UNIX or EUNICE/VMS VAX systems with Grinnell display devices. Many
utilities have been acquired from contributing sites or developed
locally by testbed personnel. A new and general testbed image file
format has been created that supports all of the image types we have
found useful in integrating contributed software. A modified version of
the CMU image access package supports all essential image retrieval and

access functions.

There are also several desirable objectives that remain to be
achieved at this time. For example, graphics and image display on the
testbed are supported entirely by an extemsion of the CMU Grinnell
display package. This is a large body of software whose existence
allowed basic testbed demonstration and testing objectives to be met in
a timely fashion. However, the package is manifestly device-dependent,
so each application program carries with it the device dependence
inherent in wusing the Grinnell display package. It would be desirable
to adopt a uniform device-independent graphics standard to support the
testbed demonstrations on whatever devices happen to be available at a

particular site.

Another objective 1is the establishment of a standard set of
utilities for registering multiple images to a ground truth data base.
Some progress has been made in this direction by the SRI RANSAC system,
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the CAMDIST camera calibration system, and by the CMU "Browse" system
(wvhich 1is not yet ready for transport to the testbed). Further

.
J TR

DNORCNN

( systematization of such image generation data as time of day, lighting
;' characteristics, photometric parameters, and camera characteristics
;fj would also be desirable. The systematic application of IU techniques to
;:3 cartographic tasks can only achieve 1its full potential when such

information is available for all imagery used as source data.

UNYAT S ON

In the following subsections, we present a summary of the basic
capabilities that are supported 1in the testbed system and are
i potentially transportable to coples of the testbed. ii

';' A. Utility Programs

Among the generally useful utility programs available on the

testbed are the following:

LN -

j (1) CI. This is a command interpreter contributed by CMU.

- It allows a variety of subroutines to be 1linked into a

2] top-level command processor and invoked with arguments

3 provided interactively by the user. Extensive help and
utility facilities are supplied.

. (2) 1ICP. This 1is a command interpreter for the C language

contributed by SRI. It is very similar to CI, except
e that its treatment of arguments and local variables is
- more general. ICP, for example, is able to invoke system
. or user subroutines directly, while CI must have an

argument-parsing interface written for each routine.

(3) DOC. This 1is a CMU utility for generating program
documentation (UNIX "man” entries) without having to know .
details of the TROFF phototypesetting system. All -
information the program needs to generate a syntactically -
correct "man” entry can be supplied interactively.

a3
= (4) CONVERT. This program supports color transformations, ;ﬂ
;\ e.g., from red-green-blue to Y-I-Q or hue-intensity- .
. saturation spaces.

(5) INVERT. Inverts a matrix of picture data to put the top =

row at the bottom, etc. This program can be used as a .
- template for writing more general geometric or —
o photometric transformations.

j (6) NORMALIZE. This CMU routine normalizes a grey-scale
o image to produce a new output image with desired
. compression or clipping. SRI modifications allow grey-

scale stretching as well. =*

.
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(7)

(8)

(9

REDUCE. This CMU routine extracts a subwindow of an
image or rescales an image by an integer sampling factor.

SHAPEUP. The original CMU routine bearing this name has
been entirely rewritten to support conversions among many
image formats.

VIEW. This wutility is a data file 1listing program,
analogous to the UNIX "od” octal dump program. It
displays files that contain integer or floating—-point
two~dimensional data arrays, and is particularly useful
for viewing compatibility and probability files produced
by the RELAX system.

B. User Interface Systems

The following

made available to users of the testbed:

(1)

(2)

3)

TESTBED DEMONSTRATION DIRECTORIES. Complete
demonstration facilities have been set up in the testbed
demonstration directory, /iu/testbed/demo. Each of the
contributions is represented by a series of
subdirectories supporting various informative
demonstrations of program capabilities. Ground truth
data for comparison with program output is also available
in some cases. The command files supplied 1in the
demonstration directories provide detailed examples of
program invocation; from these examples a sophisticated
user can deduce the fundamental operating procedures for
each program. Detailed written documentation of program
usage is available in the evaluation reports for selected
contributions.

VAX EMACS INFO. An INFO macro package has been developed
at the SRI testbed to support an extended version of the
TECO EMACS INFO system. This system 1s a chain-linked
documentation reading and generation system that utilizes
the basic window-oriented features of the EMACS editor to
access, search, and display text information. On-line
testbed documentation is available through the INFO
system. This provides a well-structured and convenient
mechanism for access to the on-line documentation of the
system”“s functions and capabilities.

LEDIT and LTAGS. Intercommunicating modified versions of
of EMACS and FRANZ LISP have been implemented on the SRI
EUNICE/VMS system to support Lisp-Machine-1like
capabilities for developing FRANZ LISP programs. LEDIT
allows the user to copy any defined function from a FRANZ
LISP image into an EMACS editor buffer, modify it, and
then reload it into the FRANZ LISP process without
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changing any other part of the FRANZ LISP environment.
Files with many functions can be edited in EMACS and the
functions of interest marked for loading when the user
returns to FRANZ LISP. The LTAGS package works in
concert with LEDIT in EMACS, allowing the user to display
any desired function in his window for editing by simply
giving the first few characters of the function name; the
system automatically keeps track of which files contain
which functions. The system service capabilities needed
to support the intercommunications involved in LEDIT are
not now available on UNIX; they therefore require the VMS
operating system.

(4) ARGLIB. This 1is a set of utility routines for parsing
program parameters and intevcogating the wuser for
additional values.

(5) PRINTERR error package. This is a testbed package that
supports flexible and user-friendly reporting and
handling of error conditions.

| SRS LY

C. Picture Data Base System

The testbed Picture Data Base System (PICDBMS) 1s a FRANZLISP-based

system that interacts with a directory of test imagery to allow the
entry and retrieval of 1image characteristics from an 1image data file.
Following the CMU picture file conventions, each image 1s assigned a
named directory (e.g., /iu/tb/pic/chair) that contains the picture data
(e.g., 4red.img, 4blue.img, 4green.img) along with collateral data
files. PICDBMS contains utilities for creating or editing a "pic.dat”
file in each picture directory. This data file, containing data
formatted for easy LISP readability, includes picture descriptions,
plcture characteristics, and a list of data base keys. Typical data
base keys that are currently supported include the 1labels listed in

parentheses below:

IMAGE TYPE AND MULTIPLICITY: (bw color stereo multiple)

SCENE DOMAIN TYPE: (indoor cultural natural)

CONTENT CHARACTERISTICS: (point linear area)

VIEWPOINT: (aerial ground).

Other types of data can be supported as the need arises. Sets of images

* * ¥ »

can be retrieved by asking for images corresponding to a set of keys;
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both AND and OR conditions are supported in the data base key

o0 interrogation.

{.: Additional facilities of PICDBMS include a browsing utility to

C;é display lists of images provided by the keyed data base retrieval

:i? subsystem. Images too large to fit on one Grinnell screen can have any

iaj desired subwindows displayed in sequence.

:“ IV PLANS

Y

) The future of the Image Understanding Testbed program at SRI will

;E; be closely tied to the SRI 1IU research efforts, as well as to the

f;j evolving characteristics of testbed copy systems to be installed at ETL

"i: and potentially at other DMA sites. The general applicability and

AH transportability of the IU programs and utilities will continue to be

Eié enhanced as a by-product of the emerging needs of our research efforts.

.:é We anticipate that the recent incorporation of Lisp Machines into the

e environment will result in a substantial movement toward LISP-based IU

" application programs.

;25 The major shift in emphasis in the testbed enviromment at SRI will

'Eﬁj be from low-level image-processing code towards increasing reliance on

'f rule-based expert systems to guide the selection of low-level processes,

:}{ the parameters to be wused, and the interactive interfaces between the

kfj computer system and the human analyst. We foresee development of a

323 substantial capability for supporting expert systems that will make it
easier to apply IU research results to the solution of cartographic

§}3 problems.
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ON THE EVALUATION OF SCENE ANALYSIS ALGORITHMS
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On the Evaluation of Scene Analysis Algorithms

Kenneth 1. Laws, Computer Scientist

Artificial Intelligence Center
SRI International

1. Introduction

This paper describes software evaluation methods devel
oped at SRI International to evaluate contributions to the
ARPA /DMA Image Understanding (TU) Testbed. Examples
of evaluation results are also presented.

The primary purpose of the JU Testbed is to provide
s means for transferring technology from the DARPA-
sponsored JU research program to DMA and to other
organizations in the defense community. The approach
taken to achieve this purpose has two components:

o The establishment of a uniform environment as com-
patible as practical with the environments of research
centers at universities participating in the U research
program. Thus, organizations obtaining copies of the
Testbed can receive a continuing flow of new results
derived from on-going research.

o The acquisition, integration, testing, and evaluation
of selected scene analysis techniques that represent
mature examples of generic areas of research sctivity.
These contributions from participaats in the IU re-
search program will allow organizations with Testbed
copies to begin the immediate exploration of appli-
cations of U technology to problems in automated
cartography and other areas of scene analysis.

Evaluation of contributed scene analysis techniques has
thus been a major thrust of the Testbed effort. Develop-
ment of the evalustion methodology has been s related goal.
Software evaluation is difficuilt, and few independent eval-
uations of [U software have been published. Analysis of
an algorithm alone, even if feasible, would neither guar-
antce correct implementation nor quantify performance on
realistic problems. Simple tabulations of pixel classification
ertors (as in Yasnoff, et al. [1]) would not be meaningful for
complex scene anslysis tasks. Comparative evaluation us-
ing several slgorithms or software packages on one set of
test scencs (as in Ranade snd Prewitt (2]) was not practical
for testing single algorithms. We have chosen s more sub-
jective approach based on: (1) careful analysis, (2) tests
on simple and complex natural scenes, and (3) our own
experience in image analysis. This is similar to the method
advocated by Nagin, ¢f ol. [3].

...................
........
................
............
..........

.......

...........................

In this paper 1 describe my experiences with the initial
software evaluation efforts on the JU Testbed. I was specif-
ically involved with the evaluation of the GHOUGH object
detection system [4] from the University of Rochester, the
PHOENIX segmentation system [5] from Carnegie-Mellon
University (CMU), and the RELAX relaxation package [6]
from the University of Maryland. Many other software
packages have been contributed to the Testbed, but have
not been as extensively evaluated.

2. Evaluation Purpose

There are many reasons for evaluating software packages.
Managers, systems personnel, and users all have different
perspectives and different requirements. These imply many
different questions that must be answered by a thorough
evaluation effort. Some of the major questions are:

e Acquisition — Should the software package be ac-
quired and further evaluated for local applications?
What are its capabilities? Can it be extended?

o Implementation — What operating system support
is required? How much memory does the package
need? How much time does it take to run? Does
the implementation correspond to the documented
slgorithm? Does performance match theoretical pre-
dictions? How well is the code structured and com-
mented? Is the documentstion adequate?

e Application — Is the package suitable for a particular
application? Is the user interface adequate? How does
the package perform? Can it be integrated with other
packages?

We have attempted to snswer these questions in our eval-
uation reports. The first section of each report introduces
the package at a management level, answering questions
about the tasks for which the algorithm is suited. Subse-
quent sections are written for system implementers snd for
users. The final sections document performance on evalua-
tion tasks and make suggestions for future improvements.

An evaluation effort may have subsidiary effects on the
software, the Testbed, and the personnel involved:

o Adaptation — The evaluation effort has spurred sev- .
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eral authors to polish or document their software be-
fore releasing it ‘o the IU Testbed. Several contri-
butions had to be transiated into the C language be-
fore submission; the software thus became available
on new classes of systems. Such “packaging” can be
a significant step in the life of a software system.

o Validation — The processes of translating, installing,
and evaluating contributed software have often led to
the discovery of programming bugs and occasionally
bugs in the algorithms. Where bugs are not found,
there is greater assurance that such bugs do not exist.

o Training — We, the evaluating personnel, had to
learn to use the software and to understand the theory
behind it, thus extending the knowledgeable user
community. We have documented this understanding
and sre otherwise commaunicating it to others.

o Documentation — Submission of software for evalu-
ation has often spurred initial documentation of the
package. Any weakness in this documentation were
brought to light as we learned to use the package. We
have then filled in the gaps and have added any nec-
essary overview, literature survey, operating instruc-
tions, performance examples, and suggestions for im-
provement.

We have also placed notes to future implementers
and users in the source code and in the op-line
man page documenting the Testbed version of the
contribution. (These man pages are included in
the Testbed programmer’s manual [7].) We believe
that such channels of communication between users
scattered in space and time ate essential for the
continued growth of the software.

o Augmentation — We generally had to modify the sub-
mitted code to use local graphics and user interface
routines, to instrument the code with additional dis-
plays or printouts of internal variables, and to rewrite
portions of the code to eliminate trivial restrictions
or to make the package more efficient for particu-
lar tasks. The dividing line between evaluation and
new development is not clesr, but it is clear that the
evaluation effort often lesds to improvements in the
software. The Testbed environment also had to grow
to support the contributions, and many idess from
the contributions have been adapted for use in other
software.

3. Ewvsluation Structure

The tasks involved in evaluating a cootribution are
reflected in the structure of the evaluation report. We have
developed this structure for recording and communicating
the results of our investigations.

The introductios to s report summarizes the nature of
the reviewed software package, the computer languages or
system facilities needed to support it, and the contributions
of various people in designing, creating, and maintaining it.

o e

The succeeding background section describes the package
from a management viewpoint. Generally this is one of the
last sections written becsuse it requires knowledge gained
from the entire evaluation effort. First there is a general
description of the package, including its purpose, inputs,
processing steps, and outputs. Then typical applications
and usage scenarios are described, including preconditions
and the domain of applicability, relation to preprocessor
and postprocessor programs, applications that have been
documented in the literature, and potential spplications
that we or other researchers have suggested.

The background section also describes potential exten-
sions and related applications. Potential extensions are ap-
plications that might be feasible if the package were modi-
fied or extended, used in a nonstandard fashion, or incorpo-
rated as an element of a larger system. Related applications
are generalizations or variants of the standard applications
for which other techniques seem to be more appropriate.

A descriptive section then documents the algorithm in
detail. We begin with its historical development to intro-
duce vocabulary and to put the major technical jssues into
perspective. Literature references are cited to give credit
where credit is due, to aid researchers in finding the full
range of concepts that have been explored, and to provide
managers and implementors with contscts for further in-
quiries. The section closes with 3 detailed statement of the
algorithm, including further discussion of design options

" and references to the literature as appropriate.

The next section is a brief implementer’s guide describing
the structure of the contributed software and the Testbed
locations of its source files, executsble files, on-line doc-
umentation, and demonstration files. This is information
needed to install and run the package or to modify snd
maintain it. We bave included here a description of the
SRI modifications to the contribution.

A program documentation section then serves as a users’
guide to running the package and invoking all of the al-
gorithm features. We have given instructions for both in-
teractive and batch (or background) execution, including
documentation of all command-line invocation options, in-
teractive commands, controlling variables and flags, and
status variables. Sometimes we bave also found it neces-
sary to give a detailed description of the program’s exe-
cution phases, complementing the theoretical description
of the algorithm in previous sections. This section of the
evaluation report could be omitted in cases where existing
documents provide adequate and unified documentation of

the program.

Our report can now document the evalustion proper.
We have divided the evaluation section into two parts:
effects of parameter settings and performance statistics for
representative tasks. A subjective summary may also be
included.

The purpose, intended effect, and legsl values for each
parameter and control variable were specified in the last
section. In this section we probe more deeply, determining
the true eflect of each parameter on system performance
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and documenting interactions (either constraints or syper-
gistic effects) with other parameters. The end resuit is »
set of rules for setting the parameters in various process-
ing situstions. We also comment on the usefulness of the
control features and give suggestions for improving them.

Next we document the performance of the system on se-
lected scene analysis tasks. (Selection of the tasks is dis-
cussed later in this paper.) We describe the test protocols,
including the input images and the parameter settings- that
we found optimal for the tasks. We present subjective and
objective performance measures and summarige the appar-
ent strengths and weaknesses of the algorithm and the soft-
ware implementation.

Subjective trials are difficult to document. We ran
bundreds of trials on dozens of images. Often s trial
designed to investigate one effect would turn up something
else as well. It is impractical to illustrate each of these
findings in the final report. (Many are of the form “Note
how the edge detector found this weak edge but missed
that much stronger one.”) We have therefore attempted
to summarize our findings and present only the relevant
information.

In the next report section, we suggest substantial mod-
ifications to the algorithm or the implementation. Some
of these are of potential, but uncertain, immediate benefit
and some are extensions into task areas far beyond those
considered by the original author. We also mention known
improvements to the contributing institution’s continuing
software development that have not been incorporated into
the more stable Testbed version. Many suggestions are de-
rived from the work of other researchers, in which case we
supply the appropriate references. Other suggestions arise
from our own evalustion effort.

Our evaluation report concludes with a summary of
the major technical concepts and of the strengths and
weaknesses of the contributed algorithm and software.
Appendices may give further information about the task
domain, the algorithm, or the software package that is too
detailed for the main body of the report but is not readily
svailable elsewhere.

4. Evaluation Methodology

We have focused our evaluation efforts on the topics of
greatest utility. Issues of applicability and of parsmeter
effects and interactions have been given highest priority; is-
sues of resource utilization have been given Jower priority,
because they are dependent on the algorithm implements-
tion and supporting hardware.

Some of the most difficult evalustion issues have to do
with the theory behind the algorithm. We have attempted
to summarize the theoretical basis of each contribution,
but evalustion of the theory is generally impractical. The
best we could do is to document other approaches to similar
tasks and to note strengths and weaknesses of the algorithm
as reported in the literature or found in our own work. For
this reason we have included an extensive literature survey
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in each of our evaluation efforts.

Fair evaluation of a contribution required that we choose
particular tasks for it to perform. Some delicacy was
peeded in making these choices. It would be unfair
to evaluate the software on tasks for which the author
considered it unsuited. It would also be pointless to use

.only tasks that had been well documented in the literature;

the essence of evaluation is the learning of something new.
We have tried to choose tasks that are well within the
contribution’s domain and yet of fundamental interest to
sutomsted cartography and scene analysis.

The GHOUGH object detection system came with in-
structions for finding a distinctive lake in an serial scene.
We chose the finding of circular objects in serial scenes and
right-angled corners in oblique scenes as additional tasks.
The PHOENIX segmentation system came with a test case
of segmenting an orange chsir from a white background.
We chose skyline analysis as a realistic task. The RELAX
probabilistic relaxation system was set up for noise clesn-
ing of an infrared image of s tank. We chose gradient edge
detection and segmentation of vehicles from roads as ad-
ditional tasks. In each case, the imagery was rich enough
that performance on auxiliary problems (e.¢., nonpurposive
segmentation) could be subjectively evaluated.

For each task, we selected suitable imagery, ran dozens
of trials to establish optimal parameter settings, and doc-

-umented the results. If little documentation and operat-

ing information came with the package, we spent much of
our time learning and recording this information. If doc-
umentation was adequate and few parameters had to be
explored, we were able to spend more time recording oper-
ating characteristics and performance statistics. Economic
constraints limited the depth to which any task could be
evaluated, but we were able to provide an adequate foun-
dation for future researchers with specific problems.

The first step in evaluating any package was to get
it working on a simple test image — usually an image
provided by the suthor. This process occasionally took
considerable effort; we chose to rewrite the entire 1/O
structure and user interface for one program, for instance.
This integration effort was essential to the development of
the Testbed, but did raise a thorny issue: to what extent
should we fix perceived deficiencies and to what extent
should we simply document them? One rule of thumb was
that we would fix or extend the code in sny manner required
o carry out an evaluation on reslistic tasks.

The next step was to test the software rigorously on one
or more simple images. The idea was to become familiar
with the workings of the program and with the options
available to the user. This step also helped identify software
bugs or misunderstandings about the intended functions of
the program. We strongly recommend the use of generated
or well understood problems as one pbase of the evaluation
eflort.

Investigation of parameter interactions was one of the

most difficult evaluation tasks. Analysis of simple imagery
permitted us to concentrate on internal variables instead
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of interactions with a complex environment. Even 30, the
“search space” of possible interactions was immense. The
PHOENIX program, for example, has 14 major threshold
values to control image segmentation, in addition to various
control strategies and interaction options.

One could navigate this complexity by using aa intelligent
driver system to monitor thousands of runs, modifying
parameter settings each time to optimize some performance
criterion. While such an approach is feasible {8}, it would
have provided only a superficial understanding of why the
identified parameter sets were optimal combinations. We
chose instead to analyze the program structure, experiment
with carefully chosen parameter values, and study the
execution (as opposed to s single result) of esch computer
rup. Often we bad to disable features of the program in
order to study one festure in isolation.

The final experimental step was to evaluate the software
for realistic tasks on “natural® imagery. This proved to
be exceedingly difficult because the space of input imagery
was impossibly large. If a program could detect circular
tanks in one image, for instance, would it be able to detect
them at different image resolutions? With different levels of
contrast and blur? With strong shadows and highlighting
present? With occlusions, unusual edge alignments, or
texture effects present? Would it be able to distinguish real
targets (possibly camouflsged) from decoys and destroyed
targets?

Such questions go beyond the scope of this initial evalu-
ation effort. We tried our best, however, to get a “feel” for
each program's capabilities. We varied pertinent imagery
variables and carefully noted the effects. Anomalies were
checked out by instrumenting the code or by experimen-
tation on simple images. We believe that this intelligent
experimentation is at least as useful as extensive statistical
validation would be.

Unfortunately we were not able to devise rigorous per-
formance metrics for tasks such as “target detection.” We
carefully tuned the analysis system for each problem and
reported the best performance that could be obtained. (We
tried to avoid tuning the system for each image, however.
A single parameter set or operating procedure was devel-
oped for each task.) The results are necessarily subjective
and would vary slightly for other tasks, other imagery, or
other experimenters.

5. Evaluation Examples

It is difficult to convey the scope and variety of our
evaluation results in a short paper. The PHOENIX
report alone is more than 80 pages long, with 25 pages
devoted to petformavce evaluation and suggestions for
future development. 1 will illustrate the evaluation results
by presenting short excerpts from the reports. Different
reports will be used to illustrate different points about the
nature of the evaluation effort.

5.1. Theory

We have documented the theoretical basis and the imple-
mentation of each coptribution from several perspectives.
We have provided theoretical justifications and mathemat-
jeal notations where appropriate, and have then related this
information to the parameters and commands of the soft-
ware packages. Sometimes it was quite difficult to extract
this information from the technical literature.

The RELAX system, for instance, could be regarded as
s general method for local modification of constraint and
compatibility information stored in the nodes of s rectilin-
ear graph. The initial label probabilities at the nodes may
be derived from image pixel intensities and the final label
assignments may be mapped back to pixel intensities, but
the iterative relaxation technique is independent of image-
domain considerations. Much of the theoretical work on
relaxation has abandoned the rectilinear image plane and
bas dealt with constraint relations on srbitrary graphs with
varying numbers of neighbors for each node.

For the evaluation, we extracted the updating equations
actuslly used in the software package and expressed them
in terms common in the theoretical literature. The RELAX
package includes both the Hummel-Zucker-Rosenfeld addi-
tive updating scheme and the Peieg multiplicative updating
scheme. Here is part of our description of the former.

The goal of the relaxation algorithm is to update the
values of the probabilities associated with & node to
reflect the compstibility of neighboring labels. The
(¢+1) update of the kth label value is calculated from
the previous time (¢) update by

W) = +% t '-'i(h,k')w“’(k')}
mY vy

.(H-I)(x ) = "'m(x.) (l + q.'(')(x.))
P = e PO (T4 ¢(N))

where j indexes the m neighbors of node ¢. r;;(\s, \)
is the compatibility coefficient for node i with label
s and peighboring node j having label . ¢,()\;) can
be though of as the assessment by the neighboring
nodes that node § should be labeled )\, while p;(\a)
is the assessment by node ¢ as to its own label. These
two sssessments are combined to produce an updsted
probability, pi(\s).

The compatibility coeflicients may be negative if the
labels are incompatible, positive if the labels are
compatible, and zero if they are independent. While
it is possible to define the compatidility coeflicients
in terms of conditional probabilities, it is overly
restrictive to do so. The compatibility coefficients
for the Hummel-Zucker-Rosenfeld rule are based on
information theory; mutua! information defines the
compatibility coeficients and provides s mechanism
for calculating them:
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K EnAslpe () Parameter Strict Mod. Mild
3 . 1) SEPdhalp(N) depth 4 ) 20
N = g 10 e)- Tah) epltmin 20 « »
' where k and ! range over the n labels, § ranges over all maxmia 3: ,:, ,,:
w nodes of the graph, and j specifies the particular shearea 100 ) s
neighbor (e.g., upper-left) of the s-th node. For each relares 10 2 1
node i, r;j(As, M) is equal to r;(\s, Xi) clipped to be in height ‘: "o' 10
the closed interval [-1,1]. :""'m“ 2 5 3:
In the report we have discussed the meaning of these isetamax 2 3 3
terms and methods of estimating or setting the numeric sbescore 925 700 000
values, as well as the effects of relaxation in various image relecore ot bt o
analysis tasks. retaia . 0 ©
5.2. Analyses Table 1: PHOENIX Segmesatation Parameter Sets
The following are a few results from the performance more powerful when combined with the area heuris-
analyses oo the PHOENIX and GHOUGH systems. Space tis. With mild or moderate smoothing, maxmin
limitations prevent a full description of all of the terms passes clusters of cutpoints in the noise regions be-
used, but the examples should give some feeling for the level tween major pesks. This is fine if the clusters can be
of understanding that a thorough evaluation may require. thinned by the absares and relarea heuristics, but
The PHOENIX segmenter is s moderately complex sys- 8 poor selection may be made if they are left for the
tem with 14 user-settable variables that control the seg- intsmax heuristic.
mentation process itself. The original coatribution came ; SR TR )
with very little guidance about setting these parameters to :::ep;::’ l::::::; vt:ll.:yl:.ul? ?E(m::‘t::t :l:'t;hotiynt
schieve reasonable 'segnfenu;lqns. Ong of our evaluation bin beight is an adequate measure, whereas width
tasks was the creation of such information. and depth relative to the meighboring peaks are
We began by finding a set of parameter values that would also important. PHOENIX can only incorporate
segment simple scenes of large objects down to the level of such knowledge by smoothing the histogram, and
major subregions. We called this 8 “moderate” segmen- the amount of smoothing required depends on bow
tation. Then we deveéloped s set of parameter values for separated the pesks are.
very coarse segmentation using “strict” heuristics to disal- . .
low most potential region splits. Finally we developed s set _ The next step in the PHOENIX evaluation was investiga-
of values for complete or overly permissive segmentation  tiop of 8 skyline delineation task. One of the test images,
using “mild” threshold screening heuristics. 5"“‘.;." shows a ::7 ‘k;;“llpe against » elor:’dyc::y. A.fter
Each column in Table 1 lists one of these parameter sets. cacriding segmentation ormance on recuced versions
The user need only select the extent of segmentation desired of this and other images, we reported the following:
and load the corresponding parameters. We thus reduced .
the 14 parameters to s manageable single decision that is e ootno e o run on e Tullresolution
relatively independent of the image content. Additional ( te b ) t" orsien lm.;lcew e .tnth even h"-
fiexibility is possible by switching parameter sets during a Saly tho red. croes. o bt ;“""“ o iy
segmentation run to control the fineness of segmentation °‘° Y Lhe red, green, an "h“m'ﬂ':':’ planes '.;.': bu’
within particular image regions. it was necessary to use the euristics. L e be t
. ; ] approach would be to start the segmentation with
It will occasionally be necessary for the user to deviste mild thresholds and then return to strict or moder-
% from the recommended parameter settings. To make this ate ones for segmenting the subregions. Instead, we
¢ possible, we bave evaluated esch parameter individually. avoided such special interference and ran the segmen-
¥ Here is part of the maxmin parameter description: tation to completion using mild heuristics. The full
X . . . ron (which, with the ‘v’ flag set, generated 10,000
: Mazxmin is the minimum scceptable ratio of apex lines of printout) required 33 minutes of CPU time:
i height to higher shoulder for an interval in the
bistogram. An‘:’ interval failing th'uhun i:h PHASE REAL CPU
with the neighbor on the side of the higher shoulder. .
The test is then repeated on the combined interval. Hictogram ot i
The overall effect on a set of cutpoints is to eliminate Threshold 0:10:00 0:03:47
those that are on the sides or tops of major peaks. 2::: :g:s; :Iln:
Maxmin is s powerful heuristic. With strict smooth- ' 281 W
ing aad all other heuristics disabled, maxmis alone is Segmentation 1:18:18 0:32:34
able to produce reasonable segmentations. It is even The final segmentation into 1182 regions (including
R T T T S T N T T T A S A




pearly every window of every building) was much bet-
ter than the original attempt, but still had difficulties
distinguishing a glass-surfaced building from the sky
that it reflected.

Later test runs showed even better performance when
color transforms were used in addition to the three original
color planes. Based on our experience with these tests, we
were able to suggest operating procedures for the use of
PHOENIX in similar tasks.

. The evaluation of the GHOUGH object detection system
was similar. Because GHOUGH had fewer parameters, we
were able to spend more time analyzing system performance
on reslistic tasks. One thrust of this effort was to develop
an understanding of specific operational characteristics, as
in the paragraphs below.

The requirement of sharp edges does not imply thst
smooth, continuous object boundaries sre required.
The program is quite tolerant of noise in the outline
snd is able to find irregular, incomplete, or discontin-
uous shapes. The circle template, for instance, often
responds to forest clearings, tree tops, road intersec-
tions, and curved embankments, as well as to square
buildings and to image “hot spots.” The irregulari-
ties in these image structures spread the vote cluster
in the accumulator, but the local maximum may still
be above the general noise level.

Shadow edges usually fit the requirement for strong,
sharp edges. It is often easier to find s shadow
than to find the object that cast it. This may be
s useful cueing technique, but must be used carefully
to avoid reporting objects at incorrect locations. A
similar problem exists with high-resolution imagery:
the position reported for a part of an object (e.g., the
circular top of a storage tank} may not correspond to
the position of the whole object.

These characteristics mean that the program is best
suited for three tasks: locating industrial parts in
high-contrast imagery; counting numerous, obvious,
similar objects such as storage tanks, barracks, or
microscopic particles; and precisely positioning a
template when an approximate location is cued by
the user or by snother system. Even for these
applications, the program must be supervised and its
output edited. Other applications will require further
development of the technique.

Sometimes our results were quite unexpected, as when we
found that increasing the number of points in the search
template definition had no effect on execution time saod
could actually decresse target location accuracy. Execution
time was unaffected because each edge in the image votes
for only the best matching témplate edge (or set of edges),
regardless of the number of similar or nearby edges in
the template. Performance could be degraded because
the template points were entered at discrete points on s
Cartesian grid, and close spacing of the points caused severe
quantization of the relationships between them.

We were able to quantify system performance on repre-
sentative tasks. Some of the domaia-independent equations
sre given below. (The terms are fully explained in the eval-
uation report.) We have attempted to base the formulas
on important characteristics of the GHOUGH slgorithm,
although the coefficients had to be estimated empirically.

Edge time = .00036{window points) + .0053(edges found)
+ .0001%(accumulator entries) + (additional paging time)

Anelysis time = 10™*(scarch volume)
X (.08 + 2.6log(1 + sccumulator demsity))
+ (odditionel paging time) + 0025(mazims found)

Mazimas = 023(search volume)l’3(1 + sccumulstor density)® — 1

Noise == 2.04(search volumel***(1 + sccumulator density)®® — 1

Such formulas would be very helpful in designing an
improved version of GHOUGH. Even more exciting is the
possibility of building an expert image analysis system that
would include GHOUGH as s component. The knowledge
base of such a system would record predictive formulas and
other operating characteristies in a form that could be used
by both humans and machines.

Some of the GHOUGH parameters are dependent on
image content. These were very difficult to quaatify, but
we attempted to document the dependencies well enough
that users could adapt our findings to their own imagery.
The following is our discussion of GHOUGH performance
as a function of the edge-detection threshold.

The number and density of edges detected in an
image are sigmoid (s-shaped) functions of edge
threshold similar to camulative frequency histograms.
GHOUGH operates best when 10% to 209 of the pix-
els are classified as edge points, although it will usu-
ally work well at any edge density sbove 6%. Some
typical threshold values to achieve specified edge den-
sities are:

Sceae Type %N 12% 2% 0%
Clowdy sky 42 35 - 20
Aerial terrain 100 120 80 40
Aetial targetarea 200 180 120 00
Low-aaglewrbas 300 200 140 00

Forest cover %0 22 100 100
Aetial urbaa 720 000 480 340

In general it is better to use too low a threshold: this
will increase chances of finding target edges while
only slightly increasing noise level, and the edges
found sre likely to be the most relisble ones. The
main drawback is that low thresholds increase the
time required to 811 the accumulator with votes. A
reasonable starting guess is s threshold of 120.
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As we experimented with the sofiwste packages, we
poted a great many characteristics that could be improved.
The preceding GHOUGH edge-threshold semsitivity, for
instance, led us to suggest that an adaptive edge detector
be used. Our suggestions have covered everything from
the algorithm to the characteristics of larger systems that
might incorporate these routines.

5.3. Summaries

We have also tried to summarize our findings, drawing on
our experience with other image analysis systems. Each of
the reports ends with such a summary. For the PHOENIX
system, our observations included the following:

The PHOENIX segmentation system is one of several
exutmg systems for recursively segmenting digital

. Its major contributions are the optional use
of mnltnple thresholds, spatial analysis for choosing
between good features, and a sophisticated control
interface. Some of the strengths and weaknesses of
the PHOENIX algorithm are listed below.

PHOENIX, like other region-based methods, always
yields closed region boundaries. This is not true
of edge-based feature extraction methods, with the
possible exception of boundary following and zero-
crossing detection. Closed boundaries are the essence
of segmentation and greatly simplify certain classifi-
cation and mensuration tasks.

PHOENIX is & hierarchical or recursive segmenter,
which means that even a partial segmentation may
be useful. This can save s great deal of computation
if efforts are concentrated on those regions where
further segmentation is critical. If PHOENIX is to be
driven to its limits, otber methods of segmenting to
small, homogeneous regions may be more economical.

PHOENIX is relatively insensitive to noise. Thresh-
olds are determined by the feature histograms, where
noise tends to average out. This contrasts with edge-
based methods, where the local image characteris-
tics can be highly perturbed by noise.

PHROENIX has no notion of boundary straightness or
smoothness. This may be good or bad depending on
the scene characteristics and the snalysis task. It
easily extracts large homogeneous regions that may
be sdjacent to detailed, irregular regions (¢.g., lakes
adjscent to dock areas or sky above a city); such tasks
can be difficult for edge-based segmenters.

PHOENIX tends to miss small regions within large
ones because they contribute s0 Jittle to the composite
histogram. It is thus poorly suited for detecting
vehicles snd small buildings in serial scenes, although
there may be ways to adapt it to this use. It alvo tends
to misplace the boundary between a large region snd »
small one, thus obeeuring roads, rivers, aad otber thin
regions. Boundaries found by edge-based methods are
less affected by distant scene properties,

''''''''''''''
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PHOENIX may also fail to detect even long and
highly-visible boundaries between two similar regions
if the region textures cause their histograms to over-
iap. Edge-based methods are better able to detect
local vaziations at the boundary.

Since perfect scgmentation is undefined, PHOENIX
must oversegment an image in order to find all region
boundaries that may be of use io any higher-level
process. It is left for a segmentation editing step
to merge segments that bave no usefulness for some
particular purpose. Without having such a step, or
indeed even a purpose, it is very difficult to evaluate
the segmenter output.

6. Conclusions

Our evaluation efforts have documented s great many
suggestions for improving the evaluated software. We
bave tried to be as quantitative and rigorous as possible,
but the results are necessarily subjective. Often we have
functioned as restaurant or theater critics do, reporting
our impressions of the contributions. These informed
opinions, combined with our more rigorous documentation,
should provide a good basis for more specific evaluation
efforts directed at particular task scenarios and production
environments. Qur evaluation reports and the SRI Testbed
environment make the contributed programs available as
benchmark systems and as research tools.
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Foreword

P

The primary purpose of the Image Understanding (IU) Testbed is to pro-
vide a means for transferring technology from the DARPA-sponsored IU
research program to DMA and other organizations in the defense com-
munity.

The approach taken to achieve this purpose has two components:

(1) The establishment of a uniform environment that will be as com-
patible as possible with the environments of research centers at
universities participating in the IU program. Thus, organizations
obtaining copies of the Testbed can receive a flow of new results
derived from ongoing research.

e it

(2) The acquisition, integration, testing, and evaluation of selected

scene analysis techniques that represent mature examples of generic

areas of research activity. These contributions from participants in

the IU program will allow organizations with Testbed copies to

immediately begin investigating potential applications of IU technol-

% to problems in automated cartography and other areas of scene
ysis.

The IU Testbed project was carried out under DARPA Contract No.
MDA903-79-C-050@. The views and conclusions contained in this document
are those of the authors and should not be interpreted as necessarily
representing the official golicies, either expressed or implied, of the
Defense Advanced Research Projects Agency or the United States govern-
ment.

This report describes the RELAX relaxation package contributed by the
University of Maryland and presents an evaluation of its characteristics
and features.

Andrew J. Hanson

Testbed Coordinator .

Artificial Intelligence Center 1

SRI International ;
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Abstract ;

RELAX is a system of routines that modifies the probabilities associated ]
with labels attached to the elements of a two-dimensional array. These 4
modifications reflect the compatibility of each element's labels with those f
of its neighbors. The initial probability assignments are usually derived h
from local property values in the neighborhood of each pixel. The final
assignments may be used for object detection or segmentation, or may
be mapped back to image intensities to achieve noise suppression,
enhancement, or segmentation.

The relaxation package was contributed to the ARPA/DMA Image Under-
standing Testbed at SRI by the University of Maryland. This report sum-
marizes applications for which RELAX is suited, the history and nature of
the algorithm, details of the Testbed implementation, the manner in
which RELAX is invoked and controlled, the type of results that can be
expected, and suggestions for further development.
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Section 1

Introduction

The RELAX package is an interactive system of routines for mapping digital image data
into a probability network, modifying the probabilities to reflect local constraints, and
mapping the information back to the luminance domain. It is currently configured for
image enhancement and object detection, but has many other applications.

Code modules and test data for the RELAX system were provided by the Computer
Vision Laboratory at the University of Maryland (UM). The UM relaxation routines are
configured as a set of stand-alone programs collectively called GPSPAR: General-
Purpose Software Package for Array Relaxation. This package was originally written in
the C language by Russel C. Smith and Joseph A: Pallas at the University of Maryland.

The current RELAX program is a command interpreter that interactively invokes the
GPSPAR routines. This version of RELAX was constructed for the ARPA/DMA Image
Understanding Testbed at SRI International by Kenneth Laws. The underlying com-
mand interpreter is the CI subroutine provided to the Testbed by Carnegie-Mellon
University (CMU).

Many of the user-interface and image access routines were also contributed by CMU.
Particular credit is due to Steven Shafer for the Cl command interpreter and related
string manipulation routines, to David Smith for the image access software, and to
David McKeown, assisted by Jerry Denlinger, Steve Clark, and Joe Mattis, for the Grin-
ncil display software. Kenneth Laws at SRl adapted this C-language software for
Testbed use and interfaced it with the University of Maryland contributions.

No changes were required in the relaxation algorithm itself. The information in this
document should thus be considered supplementary to the material cited in the UM
references.

This document includes both a user's guide to the RELAX system and an evaluation of
the algorithm. Section 2 explains the nature and use of the system in the context of
typical applications. Section 3 surveys the historical development of the technique and
presents the current algorithms in detail. Section 4 describes the Testbed implemen-
tation of this package and suggests some possible improvements. Section 5 instructs
the user in the mechanics of using the RELAX software. Section 8 documnents the per-
formance that may be expected in various circumstances and presents the results of
evaluation tests. Section 7 outlines a number of suggestions for improving the algo-
rithm. Section 8 is a very brief summary. Appendix A shows how to invoke the RELAX
routines in the manner of the original GPSPAR package submitted by UM.
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.3 Section 2

# Background

o

¥

o This section presents a management view of the RELAX program. The relaxation algo-
X rithm is briefly sketched. Typical applications and potential applications requiring
k- further development of the algorithm are discussed, and related applications for which

other algorithms are better suited are noted.

2.1. General Description

The RELAX package for digital image enhancement and analysis is based on a class of
algorithms for iteratively modifying vectors of probability values associated with the
pixels of a two-dimensional array. This competitive-cooperative relaxation process
strengthens compatible relationships and suppresses incompatible ones.

$ ST Oy

The RELAX algorithms also illustrate methods of propagating global interpretations
and constraints through a network by local updating of the node interpretations.
Such operations show promise for implementation on parallel arrays of processors
and other advanced architectures.

An extensive literature connects the basic relaxation methods with numerous appli-
cation areas. Much of the literature discusses relaxation on arbitrary graph struc-
tures rather than rectilinear data grids. The RELAX package, however, is aimed
specifically at image-based applications.

LM AP ALA g

2.8

The user starts with an array of values or a digital image, typically a luminance image
or the output of an image-processing operator. The value at each pixel (or a set of
values from a neighborhood of each pixel) is converted to a vector of probabilities;
each probability reflects the likelihood that the pixel should be assigned a particular
semantic label. This conversion process depends on the user’'s goals and the pixel
classes that are relevant to those goals. In some formulations of relaxation, usually
using different rules for adjusting the vectors at each pixel, the vectors can be
regarded as representing fuzzy-set memberships [Zadeh85, Kandel78] rather than
probabilities. In this report, for simplicity, we shall regard the vectors as probability
vectors and and call the vector-valued image a probability image.

P B S T W

Next the user selects a relaxation method, a neighborhood size, and a set of compati-
bility coefficients. The compatibility coeflicients are typically generated automati- -
cally from the initial probability image. This will be discussed in more detail in Sec- I
tions 3 and 5.

Y A
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The user then initiates one or more "‘relaxation steps,'’ adjusting the probability vec- ‘4
tor at each pixel in accordance with the compatibility relationships and the probabil- o
ity vectors at each of its neighboring pixels. The definition of ''neighbor'’ is supplied o
by the user; it must be the same for each pixel.

8 SURLAAMUALRY

The resulting probability vectors are typically mapped back to the luminance domain
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-* so that the user may observe the effect of the relaxation. This is not strictly neces-
! sary; a halting criterion based on the probability domain may be employed. The final
{ probability image may or may not be mapped back to a luminance image, depending

on the needs of the user.

ey Relaxation is a philosophically attractive procedure that seeks a globally consistent
AP interpretation through local processing. Relaxation is still in the early stages of
ol development and needs further research to determine the nature and range of its
L future applications.

S 2.2. Typical Applications

The RELAX program may be used in any application requiring noise suppression or
22 feature reinforcement. The results of an image operation, such as edge detection,
- can be ''smoothed’ and detection reinforced. These effects, useful in themselves,
may be precursors to further analysis.

~'8
e
‘:_}j The RELAX package is primarily adapted to specific applications by the mapping
Y functions that convert luminance images to probability images. Very few such map-
:}3 pings are currently available with the package. Those that have been provided are

suitable for the following purposes:

A * Requantization--Reduction of the number of gray levels in an image typi-
e cally introduces visible false edges in areas of smooth gradient. Relaxation
may be used to pull pixels near the quantization threshold intc the next
higher or lower gray level. This will reduce false contours and act as a seg-

mentation technique if the relaxation tends to group pixels that are within

the same imaged object. (Adding a random dither signal to the image
- prior to requantization would also reduce false contouring, but would
degrade the image and any subsequent segmentation of it.)

o * Histogram Sharpening—-There have been several schemes for iteratively
o replacing pixel values by some function of neighboring values in order to

sharpen the peaks of the image histogram [Rosenfeld78, Peleg78b,
BhanuB2]. Repeated applications can be used to merge smaller histogram

2 peaks into larger ones until only a set number remain. (This differs from
A requantization in that the resulting gray levels need not be equally
= spaced.) Histogram sharpening is sometimes used as a precursor to image
\.-‘ segmentation or compressior.

- * Smoothing—-Relaxation can be used to smooth image regions to reduce
noise artifacts. The smoothing can be done without blurring region edges
o if adjacent regions are mapped fairly well into different a priori labels.
e (Edge-preserving smoothing without such conditions requires speciai-
purpose techniques that test region homogeneity before applying the com-
patibility correction. A median filter works this way.)

* Edge Enhancement—Relaxation can be used to sharpen region boundaries
while smoothing the interiors. (Here, too, special-purpose algorithms that

A include decision logic might have better success than a linear summation
e of compatibility constraints.) Relaxation can also be applied to a gradient
et image to enhance extended discontinuities and suppress noise spikes.
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* Linear-Feature Enhancement—This is essentially the same as edge
enhancement, although more sophisticated feature detectors and
classification operators might be involved.

S, Y
k.

;; * Detection—It is a small step from enhancing a feature to detecting it.

s Relaxation can help by reinforcing detection of groups of similar pixels
while suppressing detection of isolated noise points. Other methods may
be ullore advantageous for detecting objects larger or smaller than a few
pixels.

ety ey 2
4. B A b

* Pixel Classification—-The source class to which a pixel is assigned may be -
adjusted by using the classifications and arrangement of its neighbors. :
Iteration of this process can reduce the eflect of texture on classification.

The RELAX package supplied by the University of Maryland contained a

3 demonstration of two-class segmentation by thresholding, using an

infrared image of a military tank. Segmentation by pixel classification into

muitiple classes using relaxation is described by Eklundh et al.

[Eklundh80]. The anomaly detection experiments documented in Section 6

are also related to pixel classification.
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2.3. Potential Extensions -

The following applications might be feasible if the RELAX package were modifled, used K
in a nonstandard fashion, or integrated into a more sophisticated system.

ISP P Al

* Clustering—Clusters of points in a metric space can be detected by allowing
each point to ‘‘gravitate' toward its neighbors. This is the spatial analogue
of histogram sharpening. It requires a graph-based relaxation algorithm
instead of the image-based RELAX updating algorithm. S

AT A

* Semantic Labeling—Relaxation can be used to derive consistent sets of
names or interpretations for regions in a scene. This also requires a
graph-based relaxation method. A similar application is the identification
of mixed pixels, noise regions, and border slivers in segmented images.

Such applications have been described in numerous papers, and there have been
numerous other applications of relaxation techniques to image processing
[Rosenfeld77b, Rosenfeld82, RosenfeldB3].

WML

2.4. Alternative Approaches

This section describes applications that are similar to RELAX applications, but which 3
differ in some fundamental fashion. While the difficulties with applying RELAX might b
be overcome, other techniques would often be more appropriate.
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* Noise Suppression—Despite the applicability of relaxation to smoothing, the
updating algorithms in the RELAX package have no underlying model of :
image and noise characteristics. Image noise can be more eflectively A
’ removed by flltering techniques based on the noise statistics. ‘

4
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:‘: * Restoration—Similarly, blur and other degradations are best removed by

) techniques that model the degradation process. The RELAX package can §

f be used for limited classes of image enhancement, but usually at the cost '

of introducing less visible degradations elsewhere.

NI

ealsiansce

As a rule, relaxation methods work best in those applications requiring ‘“‘gravita-
tional” or "fluid flow" solutions, such as histogram sharpening or image smoothing.
They might also be useful for enhancement applications that can be cast as ‘‘reverse
fluid flow'’ problems. They generally do not work as well as model-based restoration
. or analysis methods when there exist underlying models of the scene and the image
- formation process.
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This section presents the history of relaxation for image processing and a detailed o
; statement of the algorithms used in the RELAX package. The historical information is <
. intended to clarify the major issues in iterative image processing and to guide the
3 reader to the relevant literature.
'l
3.1. Historical Development
{
1 Relaxation methods are iterative procedures designed to seek adequate solutions to
H roblems that defy analytic analysis. Relaxation advances toward a solution state
' fc.y,, a fully segmented image) step by step, instead of solving for the optimal fixed-
; point solution (as is common in the image restoration literature). Either the user
) stops the process or an automatic halting criterion is invoked when the remaining
L errors are sufficiently small. The operation is similar to hill climbing, combinatorial
H optimization [Kirkpatrick83], or stochastic approximation approaches.

! Relaxation methods have long been used in physics and engineering, particularly in
3 computational fluid dynamics, aerodynamics, and thermodynamics. Systems of ordi-
) nary and partial differential equations are commeonly solved by approximate numeri-
cal methods. Some finite-element techniques propagate local constraints through a
field in a single pass; other techniques are iterative.

Relaxation techniques may have entered the image-understanding literature through
constraint satisfaction networks used to label line drawings [Guzman88, Waltz72,
Haralick79]. The early procedures assumed all possible labelings for each adjacent
line pair in the scene, then eliminated incompatible label pairs. Convergence was
: v:g' rapid, but these methods had no mechanism for handling probabilities or uncer-
. tain evidence.

. Constraint networks were later generalized to many image-understanding and
expert-system applications [Montanari74, Hart77, Rosenfeld77b], particularly to the
: consistent labeling of scene regions [Yakimovsky7?3, Barrow?78, Freuder?8, Fau
5 gerasB1]. This movement merged with the development of iterative techniques for
g texture segmentation and identification [Troy73], image region growing and merging
: [Brice70, Yakimovsky76, Zucker?8), image smoothing and enhancement [Davis77a,

Lev7?], histogram modification [Rosenfeld77a)], edge detection [Eberlein78,
s Schachter?8] linear-feature enhancement [Riseman??, Zucker7?, VanderBrug77].
; curve segmentation [Davis77b). shape matching [Davis77c], and other applications.

. The result, generally called relaxation labeling, is a set of iterative probabilistic
' approaches that consolidate many applications in the above areas. Probabilistic

labeling, continuous relaxation, and stochastic labeling are other names for these
H techniques. All involve the application of local constraints to vary the weights (or
' degrees of belief) of semantic labels attached to the nodes of a graph Iteration of
the iocal adjustments, either in sequence or in parallel, are presumed to drive the
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network closer to a global optimum or to a fixed point of the relaxation (i.e., a state
unaffected by further iterations).

The original relaxation labeling algorithm was proposed by Hummel, Zucker, and
Rosenfeld at the University of Maryland [Rosenfeld76, Hummel78] and was further
developed by a number of other researchers [Peleg78a, Zucker78a, Zucker78b,
Yamamoto79, HaralickB0, Hummel80, O'Leary80). This method makes use of additive
updating formulas. A later approach, based on multiplicative updating. was also
developed at the University of Maryland [Kirby80, PelegB0al].

Many researchers have offered evaluation and discussion of the limits of relaxation
processing [Kirby80, KitchenB0O, O'LearyB0, RichardsB80, FeketeB8i, Diamond82,
NaginB2, Haralick83]. Faugeras and Berthod have suggested an alternative relaxa-
tion labeling philosophy [Faugeras60a, Faugeras80b], and this in turn has been criti-
cized [Hummel80].

The papers cited above generally discuss relaxation in the abstract, although
numerous applications have been developed [RosenfeldB82, Rosenfeld83]. The original
papers on the Hummel-Zucker-Rosenfeld and Peleg methods [Rosenfeld76, PelegB0a]
still constitute a good introduction to the philosophy of relaxation.

3.2. Algorithm Description

While the RELAX program provides a stand-alone implementation of relaxation, there
are other ways <! implementing it. Often the relaxation algorithm is so integrated
with other techniques that it would be difficult to isolate the ''relaxation part” of a
procedure. Relaxation is a _hilosophy; no one algorithm embodies its alternate for-
mulations. The two procedures included in the RELAX program (Hummel-Zucker-
Rosenfeld, or HZR, and Peleg) are representative of the algorithms used in most
applications of relaxation.

3.2.1. General Approach

Most image-based relaxation procedures comprise the four stages listed below; in
rare circumstances one of the stages may be skipped. The stages are essentially
input, construction of the relaxation operator, relaxation per se, and output. Each
stage significantly influences the effectiveness of the overall relaxation procedure.

The four stages of the relaxation process are as follows:

* [mage-to-Probability Mapping

An operator is applied to the image array to convert the luminance
values (or local property values, etc.) to probability vectors. Each pixel
is assigned a vector representing an arbitrary set of semantic labels.
Numeric values of the vector elements may be probabilities, likelihoods,
or other measures of belief in the applicability of the corresponding
labels at that image point. It is this mapping that adapts the relaxation
paradigm to a specific application. The RELAX package currently con- K
tains illustrative mapping functions for image smoothing and edge detec- ]
tion applications. The user will generally have to supply new mapping g
routines for these or other applications.
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N * Compatibility Computation

Coefficients of compatibility between labels on neighboring pixels are
,_ computed, usually, from the weighted frequencies of label adjacencies in
- the original probability image. These coeflicients essentially define the

local relaxation operations that will be applied to the probability image.
The RELAX package contains one routine for estimating HZR coefficients
Xl and another for Peleg coeflicients; the values may also be supplied manu-
iy ally.

* Relazation Updating

The compatibility coefficients and updating rule are used to modify the
probability vector at each pixel in turn. The values in each vector are
adjusted by a weighted sum or product of values at neighboring pixels to

N enhance compatible combinations and suppress incompatible ones. The
.; user may call for one or more passes of the relaxation operator through
=3 the probability image; current methods do not have halting criteria to

determine when the updating should terminate.

7 * Probability-to-Image Mapping

Relaxation methods may be designed to derive one or more numbers per
pixel; these may be image luminances, edge probabilities, object likeli-
3 hoods, segmentation maps, or other interpretations. The user must sup-
S ply a mapping procedure to convert the multivariate probability image
o to this form. Routines currently in the RELAX package can produce
- binary and gray-level luminance images useful for edge or object detec-
tion as well as for image enhancement.

o] We shall now present these stages in detail.

3.2.2. Image-toProbability Mapping

R Luminance images used as input to a relaxation procedure must first be converted
into probability image form. The method supplied in the RELAX package imgprd
.. command is described here. 1t is a linear mapping of image brightness to a vector
- of probability values representing our belief that the pixel belongs in particular
luminance ‘'level slices.”’ This mapping might be suitable for image binarization or
requantization, noise suppression, and object detection applications. It is provided
only as an example and as a mechanism for verifying the correct operation of the
relaxation updating software; other mapping functions will be needed for other
applications.

Among the arguments to imgprd are the low and high gray-level values and the
number of labels to use. Pixel values are clipped to lie within the specified range
and are then mapped to vectors of probability values between 0.0 and 1.0. The
mapping function depends on the number of labels, as discussed below.

o For binary output, the label probabilities may be thought of as positive and nega-
o tive support for the hypothesis that a bright object is the pixel source. These are

: represented by two floating-point numbers per pixel, p[0] and p[l , where the
Yy indices represent the two classes or pixel labels. The first value, p;0], represents
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£ our belief that the pixel is from a light *'object’* area; the second, p[1]=1.0-p[0], .
our belief that it is from a dark background population. The lowest pixel value in J

" the specified range thus maps to p[0]=0.0 and p[1]=1.0; the highest to p[0]=1.0
- and p[1]=0.0. Linear interpolation is used for intermediate pixel values.

‘ If the user requests more than two labels, the labels may be thought of as level
| slices and the vector elements as probabilities that a pixel should be assigned to
o one of these levels. The lowest pixel value maps to p[0]=1.0, the highest to
- p[mazimum label]=1.0. Linear interpolation between the bracketing labels is used
for intermediate pixel values. At most two labels will have nonzero probabilities
with this conversion scheme.

o Bk Cauacca s Cala g

- 3.23. Competibility Computation
., ‘)

A compatibility coeflicient must be specified for each combination of a label at the
. central pixel with each label at each neighboring pixel. The values of the

aaascandinli B b tato i ue

i coefficients depend on the updating method to be used and also, as a rule, on the

3}3 initial probability image data.

‘~‘ The neighborhood of a pixel is usually taken to be the set of pixels in a small sur-
. rounding square, with the size of the square selectable by the user. Neighborhoods

. restricted to only horizontal or vertical neighbors or that include nonadjacent pix-
s els are sometimes required; the defnbr routine allows such arbitrary neighbor-
. hoods to be defined.

W ) SRR

Compatibility coeflicients used for the Hummel-Zucker-Rosenfeld relaxation
scheme are different from those used for its Peleg counterpart. In the additive
HZR scheme [Hummel78, Peleg78a, Yamamoto79), coeflicients are negative if the
labels are incompatible, zero if they are independent, and positive if the labels are
compatible. Coefficient values are restricted to the range [~1.0, +1.0]. They typi-

:; cally range from —0.1 to about 0.5 when computed with the RELAX hcompat routine.
4
:3‘ In the multiplicative Peleg scheme [PelegBOa, Haralick83], all the coefficients are
3 nonnegative. Coefficients are less than unity if the labels are incompatible, unity if

they are independent, and greater than unity if the labels are compatible. They
typically range from near zero to about 5.0 when computed with the RELAX pcom-

OV =y LN SN LW

-‘w. pat routine.

N Compatibility is a loosely defined term, and no definition to date has been entirely

< satisfactory EHaralickBS . The HZR compatibility coefficients are based on informa-
tion theory [Peleg78a, Yamamoto79], the corresponding Peleg coefficients on con-

N ditional probabilities [PelegBOa]. Both methods utilize the a priori probabilities of
X labels at an arbitrary pixel, as measured in the initial probability image, to esti-
mate the compatibilities.

A Suppose we have a graph whose nodes are each to be labeled with one of the possi-
™ ble labels A\, Ag. . . ., Ay. . ... Ay. Further suppose that some measurement asso-
- ciated with each node has allowed us to state the a priori probability of that node
o being labeled with each of the possible labels. For node i we have p;(A,),

- k=1, - - n, as the probability that node i has label A,.

‘} It we were to label the ith node with the label A;, and if the graph showed that the
i ith node and the jth node are adjacent, then we need to determine whether the
- label Ay on the ith node is compatible with the labels on the jth node. We specify
'S
'?:" 9
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this compatibility with the coefficient ry;(A; A;), which states the compatibility of
label A, on the i1th node with the label A\; on the jth node.

For the HZR scheme, compatibilities may be calculated from the quantity

wz‘:p‘(k;)ﬁ,(h) k=1, - -.mn
;P‘(At).gp‘(h) l- 1' PR 'n

(W) = o

where i ranges over all w nodes of the graph and j specifies the particular neigh-
bor of the ith node. For each node i, the compatibility with its jth neighbor is then

-1 it ry(AeN) < -1
rgeN) =1 (% N) it —1<7; (N N) S +1
+1 if +1 <7y )

Note that the RELAX package currently uses the same values of the compatibility
coefficients for all values of i, i.e., for each pixel postion to be updated.

For the Peleg scheme, the compatibilities may be calculated from the quantity

wEp Moy \) et
'j(&-hl) = l=1,--n
Ay EpN)

where i ranges over all w nodes of the graph and j specifies the particular neigh-
bor of the ith node. For each node i, the compatibility with its jth neighbor is then

rg(Ae.N) =75(A A)

SR T e

Note that these Peleg compatibilities are in the range [0,w].

It may sometimes be desirable to use ensemble statistics to compute the compati-
bilities. Only experience with a particular application allows coeflicients to be
chosen rather than calculated by formula.

3.2.4. Updating Formulas
The relaxation updating computations can now be presented in more dstail.

The goal of the relaxation algorithm is to update the values of the probabilities
associated with a node so as to take into account the compatibility of neighboring
labels. A number of different schemes have been proposed to do this updating. The
earliest was the HZR scheme [Rosenfeld78], in which the (¢ +1) update of the proba-
bility values is calculated from the (¢) values by the following rule:

10
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% For node 1, 7
B OO ) 1+9)
P(“")(M) = P (M)[ L (M)] k=1,---.n
PN 1+q(N)]
AmA,
q(“)(xi) = -,]"‘—2 21‘“()\..)\')}),(‘)()\') k=1, ' n
I |x=n
where j indexes the m neighbors of node i, and ry(A:.A) is the compatibility
o coefficient for node i with label A, and neighboring node j with label X'
The Peleg relaxation scheme [PelegB0a], also included in this package, uses the
updating rule
(¢) $)
A0 = ':T? o] (Ak)q“( () k=1,---mn
§ P Ngf (N
A=y
th)(A.) = Ag rv(h.x)p’(t)(x) k=1, n
1

where j indexes the m neighbors of node i. (Actually, a slightly more general form
of the )Peleg scheme is implemented in the RELAX system; see Section 5.2 for
details.

" tlndal X

In both of these schemes, g;(As) (or gy(A:)) can be thought of as the neighboring
node’s assessment (by node j in the case of gi;(A,)) that node i should be labeled
Ax: Pi(As) is the assessment by node i that its own label should be A;. These two
assessments are combined to produce an updated probability.

Other forms of the updating rule based on optimizing measures that are functions
of terms like the above p's and g's, have been employed [Faugeras80a,
Faugeras80b, HummelB80]. While the development of these forms rests on a firmer
foundation than that of the rules above, these newer rules also have defects
[O’LearyB0, PelegBOb). Substantial theoretical work needs to be done to
comprehend the nature of relaxation and to lay the groundwork for eliminating
rule deficiencies in the future.

e Rt R

The foregoing description has been couched in terms of the probability, likelihood,
: certainty, or favorability of assigning a particular label to a node. It is useful to g
think of the associated numeric value as the probability that the node has the e
label, but there are theoretical problems with this interpretation. We shall adopt o]
the convenience of referring to such values as probabilities—but it should be kept in

mind that, strictly speaking, this may not be correct. i 1‘

-
Relaxation is an updating rule for improving the initial assignment of labels by o
enforcing compatibility with neighboring labels. Unfortunately, compatibility is a
poorly-understood notion. One does not know when a rule will converge, or, if it :-21
does, what its rate of convergence will be [Zucker78a]. Nevertheless, reiaxation wE
has been successfully applied to a number of different problems. Relaxation o
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captures the ideas that we should be able to label objects so that they are compati-
ble with their neighbors, and that we should be able to do this through local pro-
cess [Ullman'?'Qﬁ. Relaxation requires a solid theoretical base [Hummel78, Hum-
mel80] to define its domain of applicability.

3.2.5. Probability-to-image Mapping

When the relaxation system is used for object cueing, the matrix of p[0] values may
be the desired output. In other cases, it may be desirable to map the probability
vectors back to luminance gray levels so that the output car be displayed. This
mapping is typically the inverse of that used to convert a luminance image to pro-
bability form. The RELAX package prbimg routine is the inverse of the imgprd map-
ping described earlier.

Inversion of the image-to-probability mapping is complicated by the fact that the
"probability’’ vectors for a pixel are not always normalized and need not sum to
1.0. The inverse mapping function supplied by the University of Maryland uses
different resolutions of this problem in the two-label and multilabel cases.

The prbimg routine will convert a two-label probability image to a gray-scale image
whose values quantify the ''strength of belief” in the p[0] hypothesis represented
by the stronger of the two probabilities. Thus, p[0] values are converted directly to
pixel values; p[1] values, if stronger, are subtracted from 1.0 before conversion to
pixel values. The gray-level interpolation inherent in this procedure produces an
image quantized to an arbitrary number of gray levels, usually 258.

A mult label probability image will be converted to a gray-scale image with values
representing the label, or luminance-level slice, with the highest probability. Thus,
a strongest p{mazimum label] maps to the highest pixel value and a strongest p[0]
maps to the lowest; intermediate labels map to intermediate gray levels. There is
no interpolation between gray levels, so the output image is quantized to the
number of labels used.

12
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N Section 4
N Implementation
S
B “:
e This section documents the SRI Testbed implementation of RELAX. It is intended as a
guide for system maintainers and for programmers modifying the RELAX system. The
:';j' terms used in this section are either defined elsewhere in this report or come from the
7 supporting operating systems. The SRl Testbed uses the EUNICE operating system,
e which is a Berkeley UNIX! emulator for VAX computers using DEC’s VMS operating sys-
i tem. All of the relaxation software will also run on a pure UNIX system.
: "é: The RELAX package is currently compiled as an interactive driver program. The driver
:} invokes other programs for most of its work, although it does call subroutines directly
-5 to enable conversion between intensity and probability formats. The computational
A algorithm is very little changed from the original University of Maryland version, but
i the command interpreter, help system, and supporting image-access and display utili-
-~ ties are all new.
; The main program and related flles are in directory /iu/tb/src /relaz. Major subdirec-
{ tories are
cvulhdriib - probability image subroutines;
defcom - defcom source code;
defnbr - dafndr source code;
! demo - shell script for the tank demo;
o help - help system text files;
S imgprd - imgprbd source code;
o prbimg - prbimg source code;
~ relaz - relar main program source code;
o relazpar - ralazpar source code (used by setup);
b src/hummel - hcompai and hrelaz source code;
X8 src/peleg - pcomnpat and prelaz source code.
<
R
e Compiled versions of these main programs are kept in Au/td/bin. The Hummel and
R Peleg operators are not kept in compiled form, since they are intended to be custom-
: ized for each application
’ Culhdrtib is a library of subroutines for manipulating the floating-point probability flles.
. (It is expected that someday this function will be absorbed by the Testbed image-
o’ accessing code.)
‘ The imgprd and prbimg programs simply parse their command-line arguments and
D pass the information to subroutines. The RELAX driver likewise parses commands
e given to it and invokes the same subroutines. These subroutines are currently stored
v in directory /iu/td /ib Avisionlib, specifically in the relazlib subdirectory.
:::' 1UNIX is a trademark of Bell Laboratories.
.
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Implementation

Source code and help flles for the Ci driver are in Zu/tb/lib /cilib. For extensive docu-
mentation, type ‘man ci’’ or run ‘‘vtroff -man /iu/tb/man/man3/ci.3c'"". The Cl driver
uses command-line parsing routines in cilib /cmuarglib and in
Ztu/th /b /sublib /asklib; both of these may someday be replaced by the Testbed
argument-parsing routines in sublib /arglib.

Other utility routines contributed by CMU have been distributed to
Aiu/tb Nib /dsplib /gmrlib, Afiu/tb/lib fimglib, and Aiu/tb Nib /sublib, and are docu-
mented for the man system in /iu/tb /man/man3. Some of these have been modified
or rewritten for the Testbed environment: the image access code, for instance, reads
Testbed image headers in addition to CMU image headers. Other routines in these
directories were developed at SRI.

To recompile one of the relaxation routines, e.g., imgprb, just connect to the appropri-
ate source directory and type ‘‘make’’. You may type ‘‘male -n'' to see what will hap-
pen if you do this. Additional options are documented in the header of the makefile.
To compile and install the entire system, run the make program in /iu/tb /stc/relaz.
For more flexible maintenance options, see the header sections of the corresponding
makefile files.

The hcompat and hrelax programs and their Peleg equivalents are normally compiled
interactively by using the setup command of the RELAX package. Implementation of
this capability requires that the source file locations of these flles be known to the
RELAX program. This program must therefore be modified and recompiled any time
the relaxation source files are moved.

RELAX demonstrations have been set up in subdirectories relazx and tank of
siu/testbed/demo. Just connect to the appropriate directory and run the demo com-
mand. Afterwards you may want to run the cleanup script stored in that directory to
delete the relaxation output files.

The UM code represents an interesting style of programming and usage. Two points
should be noted:

* Each routine is compiled as a separate program. Commands are passed to a
command interpreter or to the UNIX shell to invoke the programs in the
proper sequence. One benefit is that any routine can be altered without
recompiling and linking the entire system. (Another possibility, not imple-
mented here, is to pipe the routines together so that each feeds its output to
the next. This would eliminate many of the intermediate files now being
created by the system.)

One of the steps in a relaxation sequence can be the construction and compi-
lation of a special-purpose relaxation operation. This is currently done by
the setup routine, which uses an include file built by re to tailor the
heco and hrelaz programs {or their Peleg equivalents) to the desired
neighborhood definition. Such operators can run faster than general-
purpose ones that use run-time evaluation of conditionals to control execu-
tion logic.

We have attempted to retain this style of programming while still packaging the relaxa-
tion system in a form similar to that of other major software systems on the Testbed.
We have retained the concept of separate compilation so that the shell script in Appen-
dix A will execute properly on the Testbed. Those who prefer such a system are free to
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make use of it.

o A,

|

We have also written an interactive driver package, known as RELAX, for invoking the
routines in a more structured environment; this allows for easy incorporation of cus-
tomized syntax, argument defaulting, global status variables, help functions, and other
“intelligent'’ session control features. (Very few such features are now implemented,
but ;.he possibilities can be seen in other Testbed software using the CI driver mechan-
ism.

Various problems were encountered in integrating the original package with the U
Testbed and in documenting the result. Sometimes it was easier to change the user
interface slightly than to document an inconsistency. Among the changes made in the
original system are the following:

KALL' PSP

* Name Changes -

The program to convert images to a probability format was originally named
tnit, and the program to convert them back again was named display. We
have changed these names to imgprd and prbimg, respectively. The main
programs now invoke subroutines to do most of the work; we have called

L
9
these imgprbsub and prbimgsub. =3
4

* (Conversion to Testbed Formalts

The original imgprb and prbéimg routines accepted images no wider than 512 .
pixels. We have removed this restriction. The pixels were also limited to 8 o
bits, or 2566 gray levels. We have extended this range to the 38-ti% pixels -
currently handled by the Testbed image access software. Testbed images of '1
unusual pixel lengths, e.g., 3 bits, are supported directly, as opposed to the
UM practice of padding them into B-bit flelds with a “significant bits per
pixel’ specification to recover the dynamic range information.

R
* Generalization to Multiple Labels *ﬂ
.7

The original version of imgprd assumed that only two labels were to be used,

although the rest of the package did accept more than two labels. We have g
extended the mapping algorithm as described in the previous section. The -]
mapping to multiple labels was chosen to be the inverse of the mapping back v
from muly.ple labels that was already immplemented in prbimg. 4

Prdimg accepted a ''number of labels'’' argument, but then ignored it, since
this information could be more reliably obtained from the header of the pro- N
bability flle. The demonstration shell script supplied with the original pack-
age erroneously omitted this argument in calls to the routine. This has been
fixed by eliminating the interactive argument.

¢ e e e .
efe e,
PN
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2 :
-:i * Defaulted Arguments 1'

The main programs are able to count the number of arguments passed to d

them and to substitute defaults for any missing arguments. We have 5

retained this capability in the RELAX driver program. The invoked subrou-
T tines, however, must be supplied with a fuli set of arguments. We have
adopted the convention that a negative minimum or maximum range

x

fine if the true image range was specified, but would generate probabilities
that were negative or greater than unity for gray levels outside this range.
The result of the inverse prbimg mapping on such a file was a sawtooth func-
tion. We have corrected this by clipping all probability values to the 0.0-1.0

range. _'

fl; specification passed to imgprbsub or prbimgsub will denote that the full -1
8 dynamic range of the picture file is to be used. The user should specify non- ¥

negative values if stretching and clipping are desired. e

1
* Input Qipping i
3 The imgprd routine originally stretched imagery to the specified gray-level J
: range, but did not clip to this range. The mapping to a probability image was 4
;

* Word Size Conversion

The original package was written for a PDP-11 computer, for which the C
language uses 16-bit integers. Our installation is on a VAX 11/780 that uses
32-bit integers. This difference is important in the writing and reading of
neighborhood and compatibility file headers, since the 1/0 statements
specified the number of bytes to be transferred. We have rewritten these
sections to use the C sizeof() construct, which is guaranteed to be valid on
any type of machine. The relaxation data files, however, cannot be
transferred between machines with different integer sizes unless further
standardization is implemented.

RS TI

Salara

The need for additional changes became apparent during our software evaluation
effort. Many of the needed improvements have to do with the command interpreter or

3

;'r..!. o
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Y] the package philosophy rather than the relaxation algorithms. We suggest the follow-
. ing implementation changes:

q * [nitialization Capability

& .
o The program should be able to run a startup file. This would allow the user -
:j to customize the package to his own preferences and tasks. Additional flexi- .
~ bility should be built into the command driver so that it could take advan- -
Y tage of initial profile information to set default neighborhood sizes and file 1
: names. -
i :
1 .
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Implementation

* Redefinition of Probabilities

The imgprd two-label mapping should be reversed to match its multilabel
mapping interpretation. The prbimg inverse mapping should offer an option
as to whether two-label probability files will be mapped to gray levels or to a
binary output. Possibly a separate routine should be provided for each map-
ping and inverse mapping function instead of combining many functions in
one routine.

* Defcom Improvement

The defcam routine for interactively defining compatibility coeflicients is
very tedious to use. It is often easier to construct a file containing the
coeflicients and then pipe it into defcom, using the command interpreter’s
<" facility for acquiring command input directly from a text file. If
coefficients are provided in this manner and a neighborhood file is not
specified, an inconsistency arises: the neighborhood size must be included at
the start of the piped coeflicients, even though they would not be needed if
the coefficients were entered interactively. This should be changed so that
the routine reading the coeflicients does not expect to read the neighbor-
hood size as well. :

* Run-Time Argument Passing

The command interpreter’'s "<’ mechanism for invoking script files should
accept arguments. The UNIX shell languages provide a good model for the
type of argument macro expansion capability that is required.

* Automatic Checkpointing

If automated iteration is ever added to the RELAX package, there should be
some easy method of saving a checkpoint output every few iterations. Relax-
ation is such an expensive technique that a user should not have to start
again from scratch if the system crashes or if processing has gone past the
optimum point and begun to degrade the image.

¢ File Name Flezibility

Part of the checkpointing problem is due to the current ''hard-wiring' of the
names prb.img and compat.dat into several of the routines. This causes the
hrelaz and prelaz routines to overwrite the prb.img flle, making it difficult to
repeat an iteration (e.9., with different parameters) or to recover after too
many iterations. It is also difficult to remember exactly which iteration or
processing Sequence generated the current prb.img flle. Although the
UNIX/EUNICE hierarchical flle system and the EUNICE multiple flle-version
facility alleviate some of these problems, the best solution is to allow arbi-
trary file names to be passed to the processing routines. An intelligent sys-
tem for constructing default file names could also be helpful.
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Subroutine Implementation

The RELAX routines are currently implemented as stand-alone main pro-
grams that can also be invoked from the RELAX driver. This differs from the
subroutine-based implementation that is common to all other Testbed
software. Although the main-program approach works, it is difficult to
integrate with the rest of the Testbed. Our directory hierarchies and archiv-
ing techniques are based on libraries of subroutines rather than on clusters
of main programs. It would be simpler to maintain a system that has a uni-
form programming philosophy.

As an example, consider the compilation of the hArelaz routine. Orcinarily,
each main program in the Testbed is accompanied by a makafile script that
“remembers’’ all the include files and libraries needed in compiling the rou-
tine. If hrelar is to be created by the sefup.csh script provided by UM, the
compilation command must be in that script. If it is to be created by the
RELAX program, the compilation command must be compiled into that code.
Thus, changes in the structure or location of the include files and libraries
must now be implemented by changes in several types of source code. While
this is not difficult, it is certainly more trouble than updating a single type of
file used consistently throughout the system.

The chief reason for using main programs rather than subroutines is that
optimized relaxation operators are compiled for each specific task. This
exchanges extra compilation time for reduced execution time—which seems
reasonable, given the length of time currently required to run a relaxation
step. Separately compiled subroutine modules could be linked into the
driver package at run time, although this UNIX capability is not easily acces-
sible or commonly used.

The shell languages do provide convenient mechanisms for sequencing pro-
grams, but they are better suited for batch execution than for interactive
use. Furthermore, they are general-purpose and hence lack the focused
environment, vocabulary, defaults, and help facilities that a dedicated com-
mand driver can offer. Command interpreters can invoke either main pro-
grams or subroutines, but are somewhat easier to write for the subroutine
case.

Another benefit of subroutine-based implementation is control of interpro-
cess communication. Programs invoked by shell scripts can communicate
only via files. (Communication by means of shell environment variables is
also possible, but not commonly done.) File passing is rather awkward, since
it requires each main program to open, read, and parse every flle. It also
tends to clutter the environment with superfluous files; these can be deleted
by commands at the end of a shell script, but must be removed by hand if
the session is interactive or is aborted.

A more traditional subroutine-based programming style would allow com-
munication by means of global variables and passed arguments as well as
files. Display devices would also be under better control. since the device
status can be remembered and maintained by the driver program, and each
routine need not reallocate or reinitialize the display to be sure of getting a
usable configuration.

In addition, the data files could be opened once, passed around, then closed
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or deleted. Permanent flles need be created only for permanent data, and
the user need not specify the flle names as arguments to every routine.

A final advantage of the subroutine approach is that there is less system
overhead. The current approach requires that a UNIX (or EUNICE) process
be created to run each command, since this is the only way to invoke a main
program. The overhead in creating a process is much greater than that of
calling a subroutine, and, in fact, may require several seconds of real time.

* (Qperator Libraries

As mentioned above, one advantage of the University of Maryland approach is
the run-time compilation of customized image operators in order to reduce
total execution time. The actual speedup achieved in the current RELAX
package is rather small, but the technique could be extended for larger
gains. Perhaps the greatest speedup could be achieved by using replicated
in-line code instead of iterative constructs. For research purposes, of
course, such optimizations are seldom worthwhile.

The run-time compilation of such routines is not a problem. It can be done
as a separate program step, possibly invoked interactively by interrupting a
session (with ~Y), compiling, and then resuming. It can also be done by
using the ''system'’ subroutine to call the compiler from within another pro-
gram.

Since compilation is an expensive step, it might make sense to keep the
most useful operators in a library of executable files. Nothing in the current
RELAX package prevents this from being done, but neither are there any
features to facilitate it. At the very least, a naming convention should be
devised so that the operator names can be remembered.

* Speedup

The current relaxation updating algorithms are exceedingly slow. (They take
about three CPU minutes for one pass of a 3x3 operator through a
128 x 128 image.) This is probably due to an inefficient scheme for accessing
the floating-point label probabilities. Further investigation is needed to
determine the requisite time for this type of processing.
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Section 5

Program Documentation

This section constitutes a user’s guide to the RELAX package as it is implemented on
the SRI Image Understanding Testbed. As with any reference manaual, it has occasion-
ally been necessary to refer to terms before they are defined and discussed in detail.
The first-time reader may find a preliminary scan through the section helpful. Addi-
tional information is available online, as described below.

5.1. Interactive Usage

There are typically five steps in applying relaxation to an image:

* Compilation of the updating routine

* Image-to-probability mapping

* Estimation of compatibility coeflicients

* Relaxation updating iterations

* Probability-to-image mapping.
Display steps are usually interspersed so that one can watch the progress of the
enhancement. Other techniques are sometimes required, such as edge detection or

manual entry of neighborhood and compatibility data. All of these processes can be
invoked from within the RELAX package.

The RELAX package currently takes no command-line arguments; just type ‘'relax"
and begin an interactive session. The following sample session displays some of the
capabilities of the underlying CI driver language.

relax
RELAX, Versiom 1.0
>
This invokes the program. You need not specify the full directory path name for the
executable file if the path is given in your UNIX .cshrc shell startup file. (If you have

no startup flle, you may have to specify fu/tb /bin/relax or some other full path
name.) The system then responds and waits for commands.

> @
defcom peompat
defnbr prbimg
erase prelax
hcompat quit
hrelax setup
imgprb help
insert




Program Documentation

An "'*' command lists all available commands. The help command is provided by the
CI driver; all others are specifically related to the relaxation system. Typing '‘help’’
will give further information on the Cl command interpreter and the help subsystem.

by semicolons.
to exit.

command [ arg ...

foo*

foo® =

that begim with "foo".

variable [ param ...
Display a variable value.

variable [ param ... ] = value
Assign a variable value.
may sppear anywhere.

? topie <or> help topiec <or>

push_level

level.
commands before quitting.

! command

shell process.

€ commandfile

comment

setup.txt file in the relaxation system help directory.

e1
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X > help
3; Coumand names, variable names, and help topics
:$ may be abbreviated to any unique prefix. Several

instructions may appear on the same line, separated
Use ~0 to abort typeout and ~2

Execute a command with the specified arguments.

List commands that begin with "foo".
Use just "°*" to list all commands.

List the names and values of variables

Some variables
may require subscripts or parameters.

The equals sign (=)

help *
Print help message related to topie.
is ambiguous, list the names of matching topics.

Creates a nev level of the CI driver with the same
commands available as there were at the preceding
The user may execute any combination of

Fork a shell and execute the UNIX command. If
Do command is givem, just create amn interactive

Read commands from "commandfile”.

Accept a comment line; take mo action.

As an example of the online help facility, we can print out the contents of the
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> help setup
setup (hi{p{ nlabels [ncols nrows}

Setup is used to create programs for relaxation operations
on images. Both a compatibility operator and a relaxation
oaerntor will be compiled. Either Hummel -Zucker-Rosenfeld
(h) or Peleg (p) relaxation formmlas may be chosen; the
corresponding programs will be hcompat and hrelax or pcompat
and prelax. The default is "h”. You may elso specify the
number of class labels (default 2) to be used and the size
of the relaxation neighborhood (default 3 x 3).

Running the setup command with default arguments produces a param file that is
compiled into the hrelax and hcompat programs. The pararm file is then deleted and
the executable programs are left in the current directory.

> setup
Creating the Humme)] -Zucker-Rosenfeld relaxzation package

Creating the "param” file
Compiling bhcompat ...
Compiling hrelax ...
Removing the param file
Setup completed.

A UNIX directory listing command shows the new executable programs and a demon-
stration command file that was created previously.

> 1ls

hcompat.exe hrelax.exe tank. cmd
[continuing]

Here we use the command flle to run a relaxation sequence. If the file were not in
this directory, RELAX would search for it in directory /iu/tb/src/relax/demo.
RELAX then echos the commands and performs the indicated actions just as if they
had been typed from the terminal.

> <tank.cmd

The image is first converted to two-label probability form. It has no pixel values
below 13 or above 49, so stretching and clipping are requested. (This speeds conver-
gence and improves the appearance of the output image.)

> : Convert the image to probability form.
> imgprb /siu/tb/pic/tank/bw.img 2 13 49

Next the compatibility coefficients are needed. They are computed from the pixel
relationships in the original image. They could also be entered by hand with the
defnbr and defcom commands. The program echos the hcompat request, with the
default file names fllled in.

> : Compute the compatibility coefficients.
> heompat
heompat prb.img compat.dat

Y

....................
.........................
.......
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3
3 The original image is now to be reconstructed and displayed in an upper-left area of
Y, the screen This reconstruction, which shows the input after stretching and clipping.
7 also serves as a check on the imgprd and prbimg processes.
'_E > : Display the (stretched) original image.
. > erase
4, > prbimg outpmtO.img
- > imsert outputl.img 100 348
~ Now eight relaxation steps are to be run. Each will produce an output image; these
5‘1 images will be displayed along with the original in a 3 x 3 pattern.
S|
o > : Display eight relaxzation steps.
_:.‘ > hrelax
X hrelax prb.img compat.dat

> prbimg outputl. img
> insert outputl. un. 224 348

> hrelax
hrelax prb.img compat.dat

> prbimg output2. img
insert output2.img 348 348

: > hrelax
W hrelax prb.img compat.dat
- > prbimg outputld. img
;-{ > insert output3. in' 100 224
o
X > hrelax
hrelax prb.img compat.dat

- > prbimg output4. img
% > insert outputs.img 224 224
: > hrelax
) hrelax prb.img compat.dat
) > prbimg outputS. img

> insert outputS.img 348 224
;'. > hrelax
\1 hrelax prb.img compat.dat
\.J > prbimg outputl. img
o insert output8.img 100 100
-

> hrelax
N hrelax prb.img compat.dat
X
o d > prbimg ocutput?. img
- > insert output?.img 324 100
“~
5 > hrelax
- hrelax prb.img compat.dat
< > prbimg output8.img
oo > insert output8.img 348 100
::j End of command file. 3
w.g b
N X
pas The quit command is now given to return the user to the operating-system level.

o
pre

LN XA
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7
.::3 > quit
g
5.2 Commands
3 :‘: The following commands are currently available within the RELAX system:
i \‘:
3 defcom compatfile relaxtype nlabels [neighborfile]
’ Defcom is an interactive program used to install manually computed com-
- patibility coefficients for each neighbor of a point. The arguments specify
k) the file to which the coefficients are to be written, whether a Hummel-
- Zucker-Rosenfeld (*'h'*) or Peleg (''p’’) relaxation is desired, the number of
labels in the relaxation process, and, optionally, a file that specifies a non-
ol standard neighborhood.
) defnbr neighborfile ncols nrows
w3 Defnbr is an interactive program used to define a nonstandard neighbor-
A hood for each point. The ‘'neighborfile’’ argument specifies the file to
~3 which the neighborhood definition is to be written. The number of columns
4 and rows that contain the neighborhood must also be specified. The pro-
X gram will ask which is to be considered the center point and whether each
-~ neighbor is to be considered as part of the neighborhood.
‘- .
A erase
> Erase the display. Note that the display is not allocated or locked, so it will
\.: remain clear only if no one else transmits data to it.
S
hcompat prbfile compatfile [neighborfile]
5 Computes the Hurnmel-Zucker-Rosenfeld compatibility coefficients for the
= robability file (default prb.img) and stores them in a compatibility file
% ?compat. dat). You may specify a neighborhood file as created by defnbr.
* The hcompat program must have been compiled previously: see setup. It
you would like to specify the compatibility coefficients by hand, see
. defcom.
%ﬂ hrelax prbfile compatfile [neighborfile)
Performs one Hummel-Zurker-Rosenfeld relaxation operation on a proba-
S bility file (default prb.img), using compatibility coefficients in compatfile
g (compat.dat). You may specify a neighborhood file as created by defnbr.
.4: The hrelaz program must have been compiled previously: see sefup.
ﬁ imgprd inimg nlabels minval maxval
¥ Convert an image to a probability format with the specified number of
: labels. The image will be clipped (stretched) using minval and maxval as
'l the outer gray-level limits: omit. these or specify -1 if the full input range is
n to be used. The flle prb.img will be produced as output. At present it isa
_,,,i floating-point data flle, not a true picture flle.
N
} :; insert picname mincol minrow
g Insert the picture into the display at tre specified lower-left pixel position.
>~
v
y 24
$
w3
>
7
'f-”.-':t-’:ii—:3:-'I;2-:Zf2~;3-:-‘.-':-‘.~:1:-:-‘.-:"'_33:11 T N N N _ A «
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pcompat prifile compatfile [neighborfile]
Computes the Peleg compatibility coefficients for the probability file
(default prb.img) and stores them in a compatibility file (compat.dat). You
may specify a neighborhood file as created by defnbr.

)

.t
'y

SRR R LA

The pcompat program must have been compiled previously: see setup. If
you would like to specify the compatibility coefficients by hand, see
defcom.

Y

7 e

prbimg outname minval maxval
Convert a probability file to a luminance image format with the specified
output range. Omit minval and maxval, or specify -1 to use the full (B-bit)
dynamic range of the output image. The input flle is assumed to be

prelax prbfile compatfile [n neighborfile] [s nsets size1 ...]

Performs one Peleg relaxation operation on a probability file (default
B prb.img), using compatibility coefficients in compatfile (compat.dat). You
.‘} may specify a neighborhood file as created by defnbr; precede it with the
’

2

et e B¥le e,

letter n.

e You may also specify the grouping of label values into sets. Previously, in
: Section 3.2, we stated the Peleg updating rule as

P e )
2 PN (N)

where the denominator is the sum over the set of all labels. Actually, this
. sum can be limited to a set of labels, rather than summing over all labels.
o~ The sum is carried out over the set to which the label A; belongs.

AU = 8

" 1 P )7 (Ae)

PO = T

2 ] (N g ()
: J_;..ln Nad'(N)

o
L)
1 Label sets are specified by the command option [s nsets sizel ...}, where
4 nsets specifies the number of different sets and sizel, size2, ..., the number
4 of labels in each set. The sets must consists of consecutive labels, e.g., {s 3
2 4 3] specifies that there are 3 sets of labels; the first set contains the 2
lsabels 0“.l ;nd 1; the second set labels 2, 3, 4, and 5; and the third set labels
» , 7. and 8.

k:l'.. -n

X

Although the added flexibility of this label set grouping is available, its use

. is not recommended. The numbers computed by this method are no
' longer probabilities and the behavior of the process cannot be predicted’.

- The prelaz program must have been compiled previously: see setup. :
& ]
1'2 1Azrie]l Rosenfeld, personal communication, 1983. 1
i ,
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quitn E
Quit the current level of the CI driver. At the top level this will leave 3
RELAX. The argument n may be provided to quit more than one level. -
Specify -1 or some large number to abort all levels of the driver and exit 4
from the program. 4

3
: :1 setup thip} nlabels [ncols nrows]
] Seilup is used to create programs for relaxation operations on imnages.
' Both a compatibility operator and a relaxation operator will be compiled.
Either Hummel-Zucker-Rosenfeld (h) or Peleg (p) relaxation formulas may
A be chosen; the corresponding programs will be hcompat and hrelar or
j pcompat and prelaz. The default is ’h’’. You may also specify the number
; of class labels (default 2) to be used and the size of the relaxation neigh-
s borhood (default 3 x 3).

HPRPNI WY PO )

A
Y

Z 5.3. Batch Execution

3 The RELAX program offers two methods of invoking prestored commands. The first is

4 the interactive invocation of CI command files, as illustrated earlier. The second is to
drive the entire RELAX session from an operating-system script. A UNIX shell script
invoked by, e.g., “runrelax pictire.img 10 195", might look like the following:

i

This is file "runrelax”.

ot el

#
4
# Argument 81 is the gray-level image.
# Ar{nnmntl 82 and 83 are the optional low and
# igh clipping values.

relax <<t

: Make 3 x 3 neighborhood, two label,

: HZR coefficient computation and .
: relazation programs.

setup h 2

e A b e

: Display the original image, $1.
erase
Q insert 81 100 348

J

: Transform the picture into a probabilistiec image.
imgprb 81 prb.img 2 82 $3

: Compute the compatibility coefficients.
heompat prb.img compat.dat

'y : Apply the relaxation operator.
¢ hrelax prb.img compat.dat

Jf : Display the smoothed image.
prbimg prb.img ocutputi.i
insert outputl.img 224 34

]

echo "Finished."”

-

Note that the shell substitution mechanism can be used. This is an advantage over
interactive use, in which no substitution of variables is currently impiemented.
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To save the typed terminal output, you should pipe the standard output into a file.
The UNIX method for doing this is to add >session.log to the relaz command within
the script or to the UNIX command line that invokes the script. You may also use the
UNIX script or tee commands to route the typed output simultaneously to a file and
to your terminal. (UNIX output buffering generally prevents you from interacting
with a program while the script is being created. The EUNICE operating system does
not have this limitation.)

The actual submission of this shell script is described in the UNIX programmer's
manual. You should run it in foreground mode if you want to interact with the pro-
gram. If you rum it in background mode, be sure to pipe the output into a log file so
that it won't appear on your terminal. You can monitor the log file during execution,
using the cat or tail -f |formerly tra} commands to make sure everything is running
smoothly, although the UNIX buffering mechanism prevents you from monitoring in
real time. You can also halt the process or reconnect it to your terminal if you wish.

...................................
..................................
.....................
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Section 6

Evaluation

This section documents the performance of the Hummel-Zucker-Rosenfeld and Peleg
relaxation algorithms on a variety of imagery and in several scene analysis tasks.
Although we have chosen realistic tasks, our goal was not the full exploration of relaxa-
tion techniques for these applications. Rather, we have chosen tasks with simple map-
ping functions to and from the probability domain so that we could better assess the
actions of the probability-updating functions.

We could devise objective performance measures for particular tasks [FeketeB81], but
the relationship of such measures to subjective scene analysis performance would be
difficult to quantify. Linear-feature extraction, for instance, must be rated differently
when we desire only prominent features (e.g., for stereo image matching) or closed
boundaries of regions than when we desire extraction of all detectable discontinuities.

We could also compute performance measures for restoration of images to which we
have added blur or noise, but we would need models of the imagery and degradations
occurring in realistic scenarios. If such models were available, other methods of image
restoration would almost certainly be more effective than heuristic relaxation. Furth-
ermore, any comparison of relaxation output with ground truth would necessarily
depend on the function used for mapping the initial image to the probability domain.

We have therefore chosen a subjective evaluation procedure. We compare the relaxa-
tion output with the probability input after each has been mapped back to the lumi-
nance domain. This type of comparison is valid for almost any task. It measures
whether the relaxation operation has made the image more useful for the intended
application.

The particular scene analysis tasks we have selected are discussed below. For any task
and type of imagery. we still must choose the

* Image-to-probability and inverse mappings

Size (and shape) of the compatibility neighborhood
Method of computing compatibility coefficients
Relaxation scheme (HZR or Peleg)

Number of relaxation iterations.

We shall explore these choices in the following subsections and then summarize our
conclusions.

e & 4 @

6.1. Task Selection

The RELAX package supplied by the University of Maryland contained a demonstra-
tion of noise suppression on an infrared image of a military tank. The nature of the
image, a single bright tank centered against a dark background, made this also a
demonstration of object detection and of segmentation in a noisy image. We have
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) used this image (and the implied tasks) extensively in learning to run the RELAX '7.-*
X package and to understand its functioning. Two other test tasks we have selected are
# edge linking and anomaly detection.

A e

Edge linking is the enhancement of linear features in an image by strengthening con-
3 nected edge elements and suppressing isolated or conflicting ones. A set of edge
operators is first passed over the image; they return, for each pixel, the probabilities
that scene edges at various orientations are present. (We shall treat no-edge as a
label also.) The relaxation stage strengthens the probabilities of edge labels that link
‘'‘nose to tail’” with the edges at neighboring pixels while suppressing other edge pair
orientations.

.“‘-i A T

Anomaly detection is the identification or enhancement of isolated blobs against a
fairly uniform background. An image operator first classifies pixels as either back-
ground or anomalous according to the statistics of the background and the gray level
of each pixel. Relaxation then reinforces the classification of a pixel if its neighbor-
ing pixels are similarly classified. This two-label operation may also be viewed as a
noise-suppression application.

P

6.2. BEdge Linking

The first step in edge linking is to calculate the initial probabilities that scene edges
at various orientations pass through each pixel. We convolve the image with four
Sobel-type masks that detect northwest, north, northeast, and east edges. Because
we consider opposing gradient directions (or contrasts) to be equivalent, there are
four orientations rather than eight.

kA

The 3 x 3 convolution operators are:

e
c"‘
il

0 21 1 0-1 1 2 0 1 2 1 -
-2 0 2 2 0 -2 2 0 -2 0 0 0O "]
-1-2 0 1 0 -1 0 -2 -1 -1 -2 -1 1
northwest north northeast east

TAD e AT

Five labels are then attached to each pixel: no-edge, northwest, north, northeast,
and east. The probabilities for each of these labels are calculated from the outputs
of the four convolution operators, Op(dir). For label north, the probability at a par-
ticular pixel is calculated as

PR
s ‘v le 0 s

K 3 WO

Op (north) max Op (dir)
Prob (north) = L . 5
dE*Q’(dir) gg. Op (dir)
and similarly for Prob (northwest), Praob(northeast), and Prob(east). The first term j

relates the Op(north) response to the response of the other edge operators: the
second compares the operator response at that pixel with responses over the entire
image.

oS e
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The probability of no-edge is calculated as

g
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Prob (no-edge) = 1 —

Together these probabilities constitute the initial probability image. Similar
schemes have been reported in the literature [Riseman?7, Zucker77]. i

the RELAX package hcompat and pcompat routines for that purpose. Our aim was to
evaluate fully automated relaxation rather than to develop optimal compatibility
matrices for this one application; the former is the usual approach in the relaxation
literature.

The next step is to calculate the compatibility coefficients. We have generally used 1
-

Figures 1-13 illustrate the results of our edge-linking efforts. Each figure consists of
sixteen pictures. The upper-left picture is the original image. The other three pic-
tures across the top of the figure and the leftmost picture on the second row are the
northwest, north, northeast, and east edge maps. In these images, black represents
zero probability of an edge, white a unity probability.

bbbt clndean

The remaining pictures are binary images. The second from the left in the second
row is the inverse mapping of the original probability image. It is produced from the
four edge maps by displaying, for each pixel, the label with the highest probability;
no-edge maps to black while all other labels map to white. The remaining ten pic-
tures are obtained by successive iterations of the relaxation procedure. They
represent the results of 1, 2, ..., 10 iterations of relaxation. Figure 2 is the exception:
the ten pictures are the results of 10, 20, ..., 100 iterations.

Figures 1 and 2 illustrate a fairly typical relaxation application. The first few itera-
tions of relaxation show a strong edge-linking effect. Later iterations seem to do lit-
tle except smooth or blur the enhanced structures. This dual nature of relaxation
has been analyzed by Richards [Richards80]. Figure 3 shows that the Peleg relaxa-
tion scheme exhibits essentially the same behavior.

Figure 4 illustrates the HZR method on aerial imagery. The improvement in the
displayed output is rather dramatic, although it may be partially due to the method
of output mapping.

Figures 5 and 8 illustrate the effect of larger neighborhoods. The 7 X 7 neighborhood
increases edge spreading for the HZR method and decreases it for the Peleg method. 1
Computation time is much greater for large neighborhoods, of course.

Figure 7 shows that strong edge structure does not guarantee effective compatibility
coefficients if the edges appear equally in many orientations and relationships. This
is opposite to the effect ol most enhancement operators.

enieaali A a

Figure 8 shows the result of “enhancing’ the edges in an image that has no percep- 4
tual edge structure. The procedure for computing compatibility coefficients regis- ]
ters any regularities in the image, not just strong responses from the edge detectors.

This, combined with the relaxation blurring effect., gives a surprisingly good noise- ﬂ

suppression or object detection operator.
Figures 9 through 12 show that the exact values of the compatibility coefficients are
not critical. Figure 9 was made with coefficients rounded to one decimal place, Fig-

ure 10 with these same numbers doubled. (Doubling the coefficients will have no l
eflect on Peleg relaxation.) Figure 1i was generated using compatibility coefficients

......
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derived from the image in Figure 12; Figure 12 was likewise generated using compati-
bility coefficients derived from the image in Figure 11. In each case the tampering
had relatively little effect.

B St

Figure 13 shows what happened when we supplied the coefficients by hand to see if a
careful choice of the values could produce faster relaxation effects. Although these
coefficients were intuitively derived, they perform very badly. For a pixel and the
neighbor above it. che coefficients we used for the Hummel-Zucker-Rosenfeld scheme

are ‘
Coef f (north, northwest) = 0.50
Coef f (north, north) = 1.00 ]
Coef f (north, northeast) = 0.50 ;
Coef f (north, east) = -0.50 y
Coef f (north, no-edge) = —0.25
Coef f (northeast, northwest) = —0.50 i
Coef f (northeast, northeast) = —0.75 !
Coaf f (northeast, east) = -0.50
Coef f (northeast, noedge) = 0.50 .
Coef f (east, east) = =0.75
Cvef f (east, no-edge) = 075 i
For a pixel and its northeast neighbor we used \
OQvef f (north, northwest) = -0.50 ]
Coaf f (north, north) = 0.25
Coef f (north, northeast) = 025 !
Coef f (north, east) = -0.25 '
Cosf f (north, no-edge) = 0.50 :
Coeff (northeast, northwest) = —0.5 ‘
(The other required compatibility coeflicients can be derived from these by using ‘
symmetry coiderationss We also tried variations of the above, e.g., reversing the

signs of some coefficients; there were no significant changes in results. The lesson
seems to be that manual selection of coeflicients is exceedingly difficult. A better
policy is to generate coefficients using hcompat or pcompat and to modify the values

only slightly.

PO B Y ]

6.3. Anomaly Detection

Anomaly detection is a two-label problem: each pixel is part either of the background
or of an anomaly. We assume that the background comprises the majority of the
image and-that it can be modeled as a constant gray level plus Gaussian noise.
Anomalies are regions that diverge significantly from this model. The relaxation pro-
cess should strengthen the probability of an anomaly label for dark or light groups of
pixels while suppressing the anomaly label for isolated pixels that are equally bright.

The background is modeled by the mean gray level and standard deviation for the
whole image. Then, for each pixel in turn, we calculate the deviation of the pixel
value from the background value (i.e., from the image mean). The probability that
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the pixel is a background pixel is then taken to be the probability that a deviation
this large or larger can occur by chance. The probability that the pixel is part of an
anomaly is taken to be 1.0 minus this value.

R

LN WOV E AP

X It is somewhat easier to present the mathematical formulas in the reverse order. Let
} us suppose that a pixel is £ standard deviations from the image mean. We calculate
4 the probability of the label anomaly as

3 - e

= 2

" Prob (anomaly) ‘_[;m e 2dr,

'j Prob (background) = 1—Prob (anomaly).

"

‘ These initial probabilities are used to calculate the compatibility coefficients by

means of the hcompat or pcompat routine. They also serve as input to the relaxation
$ process. After a number of relaxation iterations, the pixels for which the anomaly

! label has the higher probability are displayed as white points in a binary image.

; Figures 14-16 are the results of our efforts at anomaly detection. Each figure is a

< pair of images that document the resuilts for one example. The four pictures in the

top image, from left to right, are the

X ¢ Original scene.

* Anomaly probabilities mapped to gray levels 0 to 255.

. * Binary image formed by inverse mapping the two-label probability image

3 with the prdimg routine.

y * Binary result of one iteration of relaxation.

The bottom image shows, from left to right, the results of 2 through 5 iterations of
relaxation.

ity 0,

Figure 14 begins with the original gray-level image of a composite road scene. Figure
15 is similar, but derived from a version of the road scene that has been '‘cleaned’’ to
Y remove the background road profile and make the vehicles (anomalies) more dis-
tinct. (This technique is part of the SRI road tracker [Quam78).) Figure 18 is the
Peleg method applied to the cleaned road scene. In each case, relaxation enhances
' the background noise structure until it swamps the anomaly signal.

[

-8

result. The compatibility coefficients derived by hcompat or pcompat do not neces-
sarily encode our own notions of immage "structure.” Relaxation-based anomaly detec-

The lesson from this sequence is that a good initial image does not guarantee a good EZ]
tion may be feasible, but not by using the straight-forward approach attempted here. j

g

6.4. Summary

A

For any task and type of imagery. the user must choose the 3
* Image-to-probability and inverse mappings -1
* Size (and shape) of the compatibility neighborhood R
Y * Method of computing compatibility coefficients
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* Relaxation scheme, HZR or Peleg
- * Number of relaxation iterations.

{ We can now give some guidance on these matters as well as on the question of
whether to use relaxation at all.

o

3 We have presented some simple image-to-probability and inverse mappings. Each

e mapping is designed for a specific application, and the success of relaxation process-

.~ ing depends critically on the quality of the initial mapping. While we can say little
about the initial imagery or the mapping function, we can suggest some constraints

A on their combination—the probability image.

The probability image is the source of both the compatibility coefficients and the
relaxation output. Any repetitive structure in this image will be reflected in the
coefficients and enhanced in the output image. It is therefore essential that the pro-
bability image have the following characteristics:

* The signal, or desired characteristics, should dominate the noise.

* The signal must be spatially correlated within the chosen neighborhood;
the noise, however, should be uncorrelated.

o) * The signal must contain some spatial relationships and not others; the
o noise should contain all relationships equally.

Relaxation will be successful to the extent that these conditions are met.

The user should specify a neighborhood just large enough to guarantee the above
: conditions. An application with large contiguous regions, such as land use
e classification, might benefit from the noise immunity of a large neighborhood. Gen-
oy erally, though, a 3 x 3 neighborhood is the best choice. If the signal does not dom-
' inate the noise locally, it is unlikely to dominate it within larger neighborhooeds. If it
. does dominate on the average, relaxation provides a mechanism for propagating the
% signal a short distance into those regions where the signal is weak. Larger neighbor-
hoods would increase penetration distance, but at the cost of greatly increasing the
o computation time.

Different compatibility coeflicients are needed by different relaxation methods, but
the user is faced with similar choices in computing them. They may be computed
separately for each image, jointly for an ensemble of images, or theoretically for

= some image model. The same set of constraints applies: the sampled or modeled
.- population must have biased second-order statistics rather than an equiprobable
K- selection of spatial relationships. This typically prohibits training on an ensemble of
o randomly oriented images.

- The RELAX hcompat and pc at routines look for combinations of neighboring
labels that occur more (or less) frequently than that expected if the label assign-
ments were statistically independent. These estimates are calculated under the
assumption that the image is a homogeneous data set, ignoring the fact that the
structure in one part of the image may be significantly different from that of other
parts. It has been suggested that this disadvantage may be alleviated by carrying

T out the calculation over windows of the image [Nagin82]. However, the problem of
p=.5 estimating coefficients from small samples worsens as the sample size decreases. If
ey we have many labels, a large neighborhood, and a small sampling area, the number of

o= samples with similar pixel conflgurations will be small and the estimated compatibil-
oo ity coefficients will be unreliable.

An alternative method for obtainirg compatibility coefficients is for the user to
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estimate them. For many labels and a large neighborhood, manual entry of the
coefficients is a daunting task. Moreover, except for obvious cases of compatibility, it
is difficult to arrive at good coefficient values by guessing. Figure 13 shows the hope-
less results we obtained when we guessed what we believed to be reasonable values
for the coefficients. A major difficulty was our reluctance to allow independent label
combinations. Generally we assigned values that forced combinations to be either
compatible or incompatible rather than independent. If manually entered values of
the coeflicients are to be used, we suggest considering those the package can provide
as a guide to assigning reasonable values; slight modifications may then be beneficial.

Which relaxation scheme should be used? It does not seem to matter. One method
sometimes does a litile better than the other, but both work or fail together. The
principal distinction we observed was that the relaxation smoothing effect could be
reduced for the Peleg method by using a larger neighborhood.

The last question that needs to be answered is how many iterations of relaxation
should be performed. There appear to be two aspects to the relaxation process. The
first three or four iterations often show moderate enhancement, while later ones are
often dominated by blurring. Little change occurs after ten iterations. Only by look-
ing at the output can one ascertain the optimum halting point, but approximately
four iterations seems to be a good rule of thumb.

Relaxation is essentially an enhancement operator, with the structure to be
enhanced derived from the image rather than from any model of either the imagery
or the application. What is the cost of this signal enhancement? One iteration of
relaxation, using a 3 x 3 neighborhood over a 128 x 128 image, took approximately
three CPU minutes on a VAX 11/780—a considerable cost if image smoothing is the
desired result. These costs increase linearly with the number of image pixels, the
number of pixels in the neighborhood, and the number of iterations.

...............
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. Figure 1. HZR relaxation using a 3 x 3 neighborhood and hcompat compatibility
coefficients. See text for explanation of the figure format. Edge linking during the
first iterations is supplanted by blurring or spreading.

8 VBSOS VRRESRES R

Figure 2. Further iterations of the example shown in Figure 1. Iterations 10, 20.
100 are shown. These additional iterations only spread the edges
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Figure 3. Peleg relaxation using a 3 x 3 neighborhood and pcompat compatibility
coefficients. Results are similar to those obtained using the HZR scheme. See Figure
1 for comparison.

Figure 4. An aerial image with HZR relaxation using a 3 x 3 neighborhood and hcom
pat compatibility coefficients. Relaxation extracts structure from noisy edge data
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Figure 5. HZR relaxation using a 7 x 7 neighborhood and hcompat compatibility
coefficients. The use of a larger neighborhood in the HZR relaxation scheme gen-
erally increases edge spreading.
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; Figure 6. Peleg relaxation using a 7 x 7 neighborhood and pcompat compatibility
b coefficients. The larger neighborhood reduces the edge spread instead of increasing
= it.
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Figure 7. A printed-circuit board image with HZR relaxation using a 3 x 3 neighbor-
hood and hcompat compatibility coefficients. Both this example and Figure 1 have
sharp edges, but this example lacks bias in the edge orientations.

Figure B. A noisy tank image with HZR relaxation using a 3 X 3 neighborhood and
hcompat compatibility coefficients. Aithough the edge-detection method is inap
propriate here, it works quite well for smoothing or object detection




Figure 9. HZR relaxation using a 3 x 3 neighborhood and hcompat compatibility
coefficients rounded to one decimal place. Comparison with Figure 1 shows that
exact values of the coefficients are not important.

Figure 10. HZR relaxation using a 3 x 3 neighborhood and hcompat compatibility
coefficients that are twice those for Figure 9. Only the relative values of the compati
bility coefficients are important
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Figure 11. HZR relaxation using a 3 x 3 HZR and compatibility coefficients derived
from the aerial scene in Figure 12. Useful compatibilities may be derived from dis-
similar imagery.

Figure 12. HZR relaxation using a 3 X 3 neighborhood and compatibility coefficients
derived from the chair scene in Figure 11. Uselul compatibilities may be derived
from dissimilar imagery
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Figure 13. HZR relaxation using a 3 x 3 neighborhood and manually selected compa-
tibility coefficients; see text for details. Although these coefficients were intuitively
determined, they perform very badly.
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. Figure 14. Anomaly detection by HZR relaxation using a 3 x 3 neighborhood and
hcompat compatibility coefficients. Top image: the original scene, the anomaly pro-
babilities, and binary outputs of iterations 0 and 1. Bottom image: iterations 2
through 5. Spatially correlated noise is enhanced along with the signal
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Figure 15. Anomaly detection by HZR relaxation using a 3 x 3 neighborhood and
hcompat compatibility coefficients. These results are obtained from a ''‘cleaned’” ver-
sion of the original scene used in Figure 14
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Figure 16. Anomaly detection by Peleg relaxation using a 3 x 3 neighborhood and
pcompat compatibility coefficients. Comparison with Figure 15 shows that HZR and
Peleg methods produce similar results.
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The process of evaluation has turned up several ways to improve or extend the current
RELAX implementation. Comments about existing features have been made at the
appropriate junctures throughout this document. The following are additional sugges-
tions for substantial modifications or needed research.
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* improved Coefficient Entry and Editing

Manual entry of compatibility coefficients is currently very awkward, and
once entered the coefficients cannot be displayed or altered. The Testbed
view program was developed to display flies of coefficients, but a more flexi-
ble l;lisplay—antl—edlting capability is needed within the relaxation package
itself.

One way to reduce the burden on the user is to use symmetry or other con-
straints to reduce the number of coefficients that must be typed in. Another
is to allow entry of important individual coefficients, with all others default-
ing to the central value (0.0 or 1.0). (This approach could be extended to the
relaxation updating formula, with only important terms actually being
entered into the computation.) In any case, a coefficient query and correc-
tion capability would be very useful.

Ensemble Cosfficient Extraction

The current Acompat and pcompat routines extract compatibility
coefficients from one probability image. There may be applications for which
average coeflicients from an ensemble of similar images are desired. A sim-
ple program could be written to extract coefficients from such an ensemble,
or to combine coefficient matrices derived from individual images.

Supervised Learning

Relaxation enhancement is often unpredictable when the compatibility
coefficients are derived from noisy images. One could argue that ‘'cleaned’
or “‘ground truth'' images should be used for deriving the coefficients. This
would -build signal ' statistics into -‘the compatibility ‘coefficients" directly
instead of depending on desired signals to dominate the noise in the initial
probability image. The resuit should be faster convergence and better signal
enhancement [Peleg78a, Eklundh80].
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Adaptive Coefficients

Since relaxation can be used to enhance signals and suppress noise, it may
be useful for producing cleaned images for the estimation of compatibility
coefficients. In the limit, new coefficients could be extracted during (or
after) each application of relaxation updating. This would either produce
faster enhancement or faster degradation of the image.

Use of Decision Logic i

The Hummel-Zucker-Rosenfeld or Peleg updating formulas in the RELAX

package may be well suited for enhancement and smoothing applications.

Many other uses of iterative image modification would require nonlinear '
decision logic in the updating algorithms. The decision logic might make use ;
of the image histogram, the statistics of objects already found in the image,
or other global information.

: * Use of Joint Neighborhood Constraints

The current probability updating formulas use only pairwise relationships to
compute a new pixel label probability. Other types of iterative image opera-

o tors often look for patterns in the neighborhood as a whole. There may be
XN relaxation applications for which joint neighborhood relationships must simi- .
N larly be modeled. See Peleg [PelegB0a] for a discussion of the conditional ]
independence assumption. ]
,Q. L+
| * Adaptive Neighborhood Definition !
¥ A particular use of joint neighborhood constraints and decision logic is to
- decide, for each neighborhood, which pixels belong to the same region as the
Y central pixel. Only those pixels would be used in updating the central-pixel
label probabilities. This should speed convergence in segmentation applica- #
tions.

* Halting Oriteria

2 The RELAX package currently offers no way to ascertain how many iterations

- of relaxation updating are sufficient for any given task. We have suggested

- that three or four iterations are usually optimum for enhancement applica-

- tions, but there are no image-dependent rules for determining when

" improvement has stopped and blurring has taken over. More research is 1

- necessary in this area. See Fekete et al. [FeketeBl1] for an approach based ]

® on examining the rates of change and the entropies of the probability vec- 1
tors at each iteration. {
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Suggested Improvements

¢ Purther Research

We have attempted to evaluate relaxation as a technique rather than make
an exhaustive study of its application to a particular task. If relaxation
seems promising for a specific task, however. such a thorough evaluation
may be required. As relaxation techniques are still in their infancy, further
research is needed to determine where and how they may be best applied.

47

.........
- . -
'''''''''




Section 8

Conclusions

Relaxation is a procedure for enhancing the signal, or features, found in an image by an
imperfect enhancement, detection, or classification operator. It is a very general tech-
nique and has been used in a variety of image-processing applications.

The approach works when a label at one image pixel is constrained by neighboring
labels. The relaxation procedure discovers and exploits these relationships to produce
a more consistent labeling. Where an initial label is strongly believed, it tends to be
unchanged by relaxation updating. Where it is uncertain, relaxation tends to pro-
pagate either the neighborhood information or its own biases into the classification.
This results in either enhancement or smoothing, depending on the nature of the com-
patibility coeflicients.

There are three basic components to relaxation: mapping the original image to a pro-
bability domain, estimating the compatibility coefficients, and applying the updating
formula. The updating formulas in the RELAX package are simple, standard, and nearly
equivalent, so that only the first two components are of concern.

Each application domain requires a different mapping to the probability image format.
The mapping should be such that (1) the desired signal dominates other image com-
ponents; (2) the signal is locally correlated and occurs in only certain neighboring
combinations; (3) the noise is locally uncorrelated and appears in all possible combina-
tions.

Compatibility coefficients can be provided by hand, although they are exceedingly
difficult to derive for most applications. The automated coefficient extraction routines
in the RELAX package work well if the mapping constraints above are met, but produce
surprising results otherwise. If the noise or unwanted signal in an image is spatially
correlated, it will be enhanced. If the desired signal takes on all possible local relation-
ships, it will not be enhanced. Enhancement using image-based compatibility
coeflicients can improve on a good initial image, but will not redeem an incompetent
detection operator.

Relaxation methods for solving '‘gravitational’ or ‘‘fluid flow’’ problems such as histo-
gram sharpening, requantization, image smoothing, and classification-map improve-
ment have been reported in the literature. Relaxation can be used for model-
independent enhancement, but is often more costly and less effective than model-
based enhancement or restoration when appropriate models are available.

The RELAX package provides a mechanism for exploring the relaxation philosophy in
image-based applications. Relaxation techniques are still in an early stage of develop-
ment, ﬁ more research is needed into both theoretical foundations and domains of
applic ty.




Appendix A

The GPSPAR Relaxation Package

This appendix documents the control language used by the original University of Mary-
land contribution to the Testbed, the GPSPAR relaxation package. This is a set of
stand-alone programs that may be invoked in sequence, either interactively or using a
UNIX shell script.

The capabilities and user interfaces of the GPSPAR programs are essentially identical
to those documented for the interactive RELAX driver. (We have changed the names of
some of the programs during integration into the Testbed; for instance prbdimg was ori-
ginally known as display. The shell script is just another method of invoking these pro-
grams. A sample script is shown below.

This program will do everything a persom sitting
at a terminal would do to:

Set up compatibility coefficient creation and
:ol.x:tion programs using the Hummel -Zucker-Rosenfeld
ormulas,

Create a two label probabilistic image from the
gray level "tank” picture (or other image) using
the problem-specific program "imgprd”,

Compute the compatibility coefficients from this
image Ilil. the program "hcompat” that was produced
by "setup”,

Perform eight iterations of relaxation using "hrelax”
as vell as converting esch resulting probabilistie
i-ngo into a gray level image, output.img, using the
*prbimg” program.

4
#
#
’
’
’
#
#
4
' 4
4
4
4
’

# BErase the screen.
erase

§ Hake 3 x 3 ncl:hborhood. two label, HZR coefficient
# computation and relaxzatiom programs.

esh /iu/tb/bin/setup.osh h 2

# Tramsferm the picture intoe ‘rolubilintic image.
# 81 is the image nams, 82 .nd S are the optienal
# low and high pixel range specificetions.

it (Sfargv < 1) then
li-.prb /iu/tb/pie/tank/bw.img prb.img 2 13 49
else
imgprd 81 prh.img 2 82 83
endi?

-,u ~) ~.“ -.. ..‘ ., ‘_.'.'-..'..v. K
R e
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Recreate a gray level image from this. This first
“output” image will have gone through essentially
the same -te:- as the other new gray level i-.f.l
to be created. The output is stretched to fil
8-bit pixzels.

k]
,. prhbimg prb.img ountput0.img
} show outputO.img -t 100 348

# COICI'.C the compatibjlity coefficients from the
# probabilistic image.
hcompat prb.img compat.dat

-

YLy
[

S -
pr 8

e

—
- St

# Perform eight iteratioms of relaxation on the image.
# After each iteration display a gray level image
# representation.

hrelax prb.img compat.dat

prbimg prb.img outputl.img
show ocutputl.img -i -t 224 348

hrelax prb.img compat.dat
prbimg prb.img output.i
show output2.img -i -t 348 348

| AL

hrelaxz prb.img compat.dat
prbimg prb.img outputS.img
show outputl3.img -i -t 100 224

hrelax prb.img compat.dat

prbimg prb.img outputs.img
show outputd.img -i -t 224 224

hrelax prb.img compat.dat

prbimg prb.img outputs.i
348

show outputS.img -i -t 224

Y Y.

hrelax prb.img compat.dat
prbimg prb.img outputé.img
show output8.img -i -t 100 100

hrelax prb.img compat.dat
prbimg prb.img output?.img
show eutput?.img -i -t 234 100

-

hrelax prb.img compat.dat
prbimg prb.img owt -tl.;-‘
4

Y

W show outputl.img -1 -t 100
o
# done

» echo "FPinished.”

"4
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