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ABSTBACT

The Navy Supply Systems Ccmmand has developed the Stock
Poin¢ Integrated Llcgistics Cosmunications Enviroament
(SPLICE) ccncepts It will be a foregc-ound and backgzround
distributed systea built around 1local area n2twvorks. This
research describes an evaluation strategy to identify off-
the-shelf 1local area network architectures ¢0 suppert
SPLICE. Tte strategy develops a performance classification
system fcr local area network architectures and identifies
evaluaticn guidelines based on the functional needs of the
SPLICE systen. Then the evaluation process is implemented to
ijentify example local area network products with architec-
tures that meet SPLICE needs. An exasmple local area network
architecture is identified as an architecture <that can
suppcrt ccmputer networking needs in the SPLICE background
environment of mainframe coamputers. A second example local
area network architecture is identified with the perfor-
mance capabilitiess necessary to support a foreground eavi-
ronment cf supply customer work statioas.
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A. DISCLAIMNER

* The ideas and opinions expressed in this thesis are entirely
those of the author and do not necessarily represent the
position of, or an endorsement by the Naval Postgraduate

¥, School, cr the Naval Supply Systems Command and Fleet

Naterial Suppor+ Office.

B. SELICE CVERVIEW

The Navy supply systen, at Stock Points (SP) and
Inventory Contrcl Pcints (ICP), is faced with providing
interactive processing and telecommunications cagpabilities
to custcaers in meeting their growing 1logistical dsmands.
In order to meet this need for a distributed data processing
capability, the Stock Point Logistics Integrated
Communicaticns Eavircnament (SPLICE) project concept has been
develcped. This ccncept is designed to augment exsisting
Navy SP and ICP data processing facilities which support the
Unifcrm Autcmted Data Processing System for Stock Pcints
(UADPS-SE) . SPLICE will provide support for projected
increases in workload volumes, interactive processing, and
netvorking requirements for the SP and ICP supply system and
its custcaers.

The SPLICE concept is based on providing distrituted
data processing facilities to 62 Navy stock point inverntory
activities wusing 1lccal area networks. The 1local area
networks will be used in a SPLICE configquration a+* each
location, and the networks will support a "foreground" and
N "background®™ conce -- " .@ local area networking concept
¢ vill ©prcvide a da - communications service for beth
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customers and Stock Point data processing operatioas.
Within each configuration, SPLICE nminicomputers will serve
as a Frcent End Processor (FEP) system to off load ccmmunica-
] tions nmanagement functions from "background" stock point
B host mainframe computers. In addition, the SPLICE aminicom-
) puters will support an interactive processing service for
. customer work statiomns in the "foreground" complex and host
E: mainframe ccmputers in the "background". The SPLICE FEP
: system will also enakle local area network users to communi-
,% cate with cther users at other SPLICE 1locations via the
Defense Data Network (DDN).

4 The SELICE project is designing a supply syste~ *hat is
built arcund local area networks at 62 SPLICE lccations. 1In

order to speed isplementation, avoid development ccsts, and
3 establish a uniferm system, it is the policy of the SELICE
project to make maximum use of currently available cff-the-
3 cshelf hardware and software [Ref. 1]. Within the scope of
gy this policy, the SELICE system must fit within +he tech-
) nolcgy and capabilities of the ADP marketplace [Ref. 2]. To
) seet the needs of the supply systenm, commercially avail-
able local area netwecrk architectures must be identified to
support the distrituted processing needs of <the SPLICE
& groject.

C. LOCAL AREA NETWOBRK EVALUATION STRATEGY

This pager rresents a strategy for evaluating commer-
cially available local area network architectures for use in
X distributed computer processing systeas. This methodology
y ill te demcnstrated by evaluating local area network archi-
- tactures to identify those that can support the distrikuted
, system ccncept develcped for the SPLICE project. The
strategy for evaluaticn of off-the-shelf local area network
architectures for SPLICE will consist of a series of three

N
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cperaticns cr phases. These phases set the stage for <*he
next thres chapters. The phases ars briefly outlined below:

- PHASE ONE. This phase will examine commerciai local

area network architectures and develop a performarnce

.- classification system for the natwork architectures.

: General performance capabilities will be identified for
€éach performance category. In addition, 1local area
network products will be <classified based cn their
architecture.

FHASE TWO. In this phase SPLICE 1local area netwcrk
design concepts will be identified. Based on the SELICE
needs a set of perfcrmance related evalaation require-

TR

ments and criteria wwill be identified to guide the
o prccess of evaluating local area ne:work architectures.

x FHASE THREE. 1In this phase the evaluation process will
. ke isplemented. Evaluation raquirements will be mapped
against the performance capabilities of 1local area
network architectual performance <classes. This will
identify architectual <classes that meet requirements.
Within those classes, evaluation requiremerts and
criteria will Le used to identify example 1lccal area
netvwcrks that meet the distributed design reeds of
SPLICE.

« LW

i a

This evaluation strategy will serve to identify axample
local area network architectures that meet the needs cf the
Navy's SELICE/UADPS-SE systenm.

: 10
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II. GCHMERCIAL IOCAL AREA HETWORK ARCHITECTURES

- A« HNETWCEK ARCHITECTURAL DESIGHNS

Lccal area netwcrks have developed in recent years ¢o
neet a wide range of applications in business , industry,
and gcvernment. The increased demand for netwcrking capabil-
N ites and data communications has resulted in a proliferation
ct ccmpanies offering 1local area retwvork systenms.
N Off-the-shelf local area network architectures digplement a
N variety c¢f technological designs in order to prcvide a
: netwcrk ard communications service fitted to customer needs.

The procurement of lccal area retworks tc support the SPLICE
x system requires an evaluaticn of the performance capabilites
; of a range cf local area network architectures. The avalu-
ation process is faced with gaining a meaningful wunder-
standing of the envircnment in which the evaluation will be
made. Understarding the architectual environment will enable
the evaluaticn process to focus on identifyirg products with
architectures that can 21eet SPLICE needs. To support the
evaluaticn process a means c¢f classifying local area netwerk
architectures and prcducts based on parformance cafpabilites
is needsad.

A local area network architecture is an integraticn of
hardware and sof+ware technologies that function tc provide
a computer network which operates in a limited gesographical
area. Lccal area network technologies are based on a comki-
3 nation of new technclogies and applications from lcng-haul
netwvork technologies. In attempting to evaluate local a:cea
netwerk technologies and architectures a conceptual model or
structure is needed in order to begin classifying and undec--
standing the performance capabilites of local area netwcrks.
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In 1979, the International Standards Organizaticn (ISO)
published the open <systems intecconnection (0SI) mcdel.
This mcdel was intended to provide some degree of compati-
tility ir the develctment cf network architectures. This
compatibility was needed to support omne of the basic otjec-

- .: ~ s

. tives of a network: the objective to allow users to inter-
=~ connect netwcrks in crder to share data prccessing resources
- with no ccncern for hardware and sof+ware compatibility and
- allow aprlicaticas tc be distance independert. The O0ST
f nodel was intended +to become a standard to insure compati-
‘ bility ir a multivendor market. This is a noble goal, ELut
- it has nct been achieved to date in the free market.
{f However, <the framewcrk of the model has been widely adcpted
. by manufacturers and network designers.

x

The CSI model is important because it divides the
communicaticns processes of 2a network station intc seven

_') _:‘-_:‘, ..'_~ .'.'."

bierarchical 1layers of sevices that function to exchange
inforsatcn Ltetween %twc netwcrk stations. The 0OSI layers are

= LAYER NANE
Application
Eggsentation
Session
Transport
Network

Cata Link
Fhysical

AN W EUNOV)

o Pigure 2.1 0SI Model Layers.

depicted in figure 2.1 . Each layer in the model has a
feer-tc-reer protoccl cr service relationship with its coun-
- . terpart layer for ccnnected network stations. It is these
- services or protoccls that pust be compa*ible for two
staticns tc exchange information on a network.

... 12
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Lccal area networks generally span the services of the
bottom two CSI model layers, <the physical and the data 1link
layers. The physical layer providas the service to connect

to, transmit on, and receive signals on the network trans-
pissicn msedium. The data link layer provides the service to
gain access to the shared transamission medium, address a set
of data tc a network station, and then release the transais-
sion medium. Using the bottom 0OSI layers, the attributes of
different lccal area network acchitectures can be surveyed
with the goal of understanding their perfcrmance character-
istics. Tte 0SI physical layer is a frame of reference to
evaluate ¢the network transmission medium, and the data link
layer prcvides a frame of referenca to avaluate the netwcrk
access methods, and there related r~twork +topologies. 1In
additicn, the physical and data link layers provide a means
to classify local area network products in groupings with
similar performance characteristics.

B. THE PHYSICAL LAYER AND THE TRANSHISSION MEDIUM

Many local area network carpabilities are dependent on
the characteristics c¢f the transmissior medium used. The
transmission medium is a physical resource shared in a local
area netwcrk architecture. One reascn to develop local area
networks was to elisinata many point-to-point <cable links
betvween data processing 2quipments. Links that have tended
to evclve in organizations without a netwcrking plan. The
result wvas often hidden "snake faras" in the cable trays or
conduits under the flcors, in the ceiling, or in the walls
cf facilities used by an organization. Lccal area networks
help solve cable installation and maintenance problems by
providing means to share a single cable for communicatioms

tetween data processing equipments.




The transmission amedium for a 1local area network is a
critical part of the irstallation. There are four porpular
transpissicn mediums used in local area networks. Th2y are

. tvisted pair wira or cable
baseband coaxial cable
broadbard coaxial cable
fiter-optic cable

Pigure 2.2 Popular Transaission HMediuas.

shown in figure 2.2 . The medium must be rugged and able to
endure handling by construction and wmaintenance perscrnel.
I+ will e ©pulled through conduits and bent around corners
and obstacles within, and between buildings. Once in rlace
it must ke able to maintain its performance subject toc the
assault of elements ard extremes in temperature. Not cnly
withstanding the abuse of humans and nature, it anust also
sustain a transmissicn capacity to meet the data communica-
tions needs cf an orgamnizatior.

The performance capability of the transmission medium is
reflected in the "transmission s2rvice" that the physical
layer prcvides to the local area network architecture. The

s performance capability of the <transmission medium, fcr the
5 local area network architectures, can be evaluated in three
; general areas: capacity, connectivity, and reliability.
Attritutes which generally relate ¢to each performance area
for lccal area network (LAN) architectures are depicted in
figure 2.3 . A review of the primary characteristics and
attritutes that affect the performance of each *ransaission

TIVETITITXY

pedius is made in the following sections. The review is done

14
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ATTRIBUTES

number of connections
connection ease
ccnnectlon f1621b111tg
CONNECTIVITY (add node betwvween nodes)
conn3ction modularity
(adding newv sets of nodes)
ease of cable instailaticn
distance span of netwcrk
data rata
data channels available
traffic patterns handled
CAPACITY by network
priority for station access
to netiwork
access delay for stations

electromagnetic interference
systeam resiliance to failure
systeama error recovety

cable systea mairtenance
systea Dbackup / redundancy

RELIABILITY

Pigure 2.3 LAN Axchitectural Performance Areas and
Attributes.

in order to assess performance capabilities that <ths local
area network architectures will have, based on the transmis-
sion medium used in the physical layer.

1. Isigted Pair Wire or Cable

Twisted pair wire is a transmission medium used ic
many local area netwcrks for personal aicrocomputers in
small business crganizations. Twisted pair wiring 4is the
same as used for telefhones. It is relatively low cost and
can te easily and quickly installed. However, it does have
performance limitaticns. The wiring pcssesses relatively
unpredictable electrical impedanca characteristics which
cause difficulties with impedance matching and ceflectiors.
In addition, it tends to bcth emit and pickup electrical
noise. LCue to these characteristics Jata rates and distance
spans of the network aust be kept low. , Typical data rates
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range frca 240 Kbps (kilobits per second) to 1 Mbps
(Megabits per second) over network distahce spans cf a faw
hundred feet to 3000 feet. The Jata rate for +twistad pair
vire is inversely prcportional to the distance spanned by

the network (Ref. 3]. In addition, data rates are usually
kept 1low in comparison to other transmission mediumsz ¢to
insure impedance matching and reflections 4o not affect
network transaissions (Ref. 4].

Installation of twisted pair wire offen requires the
use cf ccnduit and cakle trays . This multiplies installa-
tion costs; however, it serves to protect the wire from
damage and isolates it from electrical noise. Physical
connections can be easily made by aither tapping or splicing
the wirse.

Twisted pair wiring has drawbacks due to its rela-
tively lcv data rate and sensitivity ¢c noise interfarence.
Despite its disadvantages, twisted pair wiring Gprcvides a
cost effective +transmission medium for the less demanding
needs of small business networks using personal smicrcccem-
puters., Networks using <+wisted pair wiring can be quickly
and inexpensively installed to meet their office reeds.

2. ccaxjal Cable

Ccaxial cable provides a practical state-cf-the-art
apprcach in implementing the physical 1layer of a local area
network. As a result it has become the most popular local
area netwcrk transsission medium. The technology for coaxial
cable has emerged frcm two areas. The baseband technoclcgy
was the first to be tsed in local area networks. It evolved
with tha computer industry as a means <o provide digital
signal +transmissions ketween data processing equipment. 1In
racent years it has become the most popular transmission
sedius fcr local area networks. On the other hand, the
troadkand coaxial catle technology developed in +he cable

16
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2 television (CATV) industry. Broadband cable uses radio
frequency (RF) <transmissions for coammunications. Recently
{ broadband catles have been used in local area networks. The
N significantly greater capabilities of broadband have made it
,; a competitive alternative to baseband coaxial cable for use
N as the physical layer in local area networks. The potential
local area network customer®s choics between a broadband or
basaband local area network must ba based on a well defiged
set c¢f performance requirements tO insure the mcst cost
effective choice is made.

3. PEasshand Coazial Cable

Baseband is the simplest of two coaxial catkle

approaches. A baseband local area netwvork provides a single
communicaticns channel for digital signals. That channel is

JLSDY MY WY W)

VLTRSS

2
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= shared by all stations attached to the network. Baseband
:3 coaxial cable is used by many vendors in their local area

networks. Paseband iasplementations are backed by a proven
technology. Baseband provides a high capacity medium that
is simple tc install and has low hardware costs. However
the overall performance of a baseband network depends on the
combinaticn of access method, number of attached stations,
and distance spanned by the network. The overview of Lkase-
L band perforamance chacteristics shall highlight that
b dependency.

Easeband coaxial cable offers a single channel tand-
3 vidth of less than 100 MHz. Typical baseband implementations
E support data rates in the range of 1 to 10 Mbps over
o distances of 3000 to 7500 feet. With special techniques a
data rate of 50 Mbps over a distance of 3000 feet has been
achieved with baseband. In typical networks, depending on
cable specifications, increasing the spanning distance by
several hundred feet can be achieved with data rate reduc-
- tion c¢f a few megabits per second. However, as with any

-y
- A
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systes the trade off say not be so clear cut. Distance on a
baseband cable plant can be increased by adding «cabla
segments. Repeaters are raquired to regenerate signals when
the cable length exceeds an allowable maximum, usually 1500
to 3600 feet, or when the transceivers for at*ached staticms

ol ke

exceeds a maximum nuamber, usually 100 to 250.
Easceband coaxial cables are designed for noise imau-
: nity and ruggedness. The cables generally have a ccpper
; center conductor surrounded by a nonconductive insulator.
' Around bcth is a coprer mesh encased in a pclyvinyl jacket.
Diameter of the cable ranges from .3 toc 1 inch. The cable
design vwith the wire mesh allows for easy use of vappire or
penetrating type taps. However, the mesh design also makes
the cable less rigid so conduit must be used to support the
cable fcr iastallaticn.
Installation of baseband cable is ralatively easy.
The cable needs to be routed in a facility near the location
vhere a physical connection is to be made. For a bus or
P broadcast type configuration of the baseband cable a conrec-
tion is made by a transceiver. The transceiver connection
is made with a fressure type or vampire tap which "ccres"
the cable. This connection can be made without disrupting
the netwcrk operaticn. Controller hardware is attached to
the transceiver to isplement theé data 1link service when
povered. The simplicity of routing the cable directly tc the
location for a connection may present a problem in providing
adequate cable trays or conduit to protect <+the cabile.
Transceivers may be rlaced on the cable in anticipaticn of
future ccnnections. Their placement will have no effect on
the <cable as 1long as they are left unpowered by a
. contrcller. Placemert of transceivers can be arktitrary,
subject tc a minimum spacing 1limitation of 5-6 feet between
then. Repeaters 1lend flexibili+y <to cable plant design.
Cable segments are tyrically 1500 *o5 3600 feet. Repeaters,
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which regenerate signals, are used to connect two caktles or
multirle segments to form star and tree configuations. The
use cf repeaters then becomes the 1limiting factor on the
distunce sganned by the cable plant. Repeaters regenerate
all signals on the ccaxial cable. That means they anplify
both valid signals and noise without any discrimination. 1If
too many repeaters are used the valid signal is lost.
Therefcre, there is a maxiaum number of repsaters that can
be used tetween any “wo stations on the network, usually 2
to 5. This limits the spanning distance of a baseband cable
netwecrk tc a range of approximately 7500 feet.

Baseband cable systems, with cable segments btetween
repeaters, permit easy fault isolaticn of damaged cable
segments. Cables can be separated at repeaters and tested,
using manual trouble shooting technigques, to isolate a
damaged cable segment for repair or replacement. In addi-
tion, connectors can te placed in the cable at predetermined
intervals +tc permit easy replacement of damaged segments
without affecting a large number of connections. The connec-
tors can also be used to install temporary bypass segments
while regair work is being done. This will permit the
network <*o function less the stations connected <%0 th2
damaged segment. [Ref. 5]

Redundant cable configurations are use in only a
limited number of bassband networks. Use of redundant cables
requires <the use of special controllers or adapters to
provide zultiple connections of data processing egquipment.
The added hardware ccst can be offset by an increase in data
rates and retwcerk reliability. Multiple redundant cablss
can Le simultaneously used to increase da%a rates, and
failure of a single cable will still enable <*he network to
continue cperaticn at a reduced data rats. However, instal-
lation cf 1redundant cables will require route planning to
insure the physical separation of cables to avoid damage to
more than one cable at any single location.
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Baseband coaxial cable is a network ¢transmission

medium that is simfple to install and relatively easy to
maintain. It can support high data rates over distances
typically required by of local area networks. With +the¢ use
of digital signaling it provides an effective and reliakble
data ccmmunicaticns wmedium that is widely used in off-the-
shelf local area network architectures.

Broadband coaxial cable systems have a high tand-
with, 250 tc 400 Mhz, and radio frequency (RF) transamissicns
With these characteristics broadband can offer a higher
communications capacity than laseband. Broadband systems
cffer data capacities from 1 to 25 Mbps. The wide range in
data capacities is dependent on the <capacity of the BRF
modems used in the systen. The higher the capacity of the
RF mcdem the higher the cost. RF modems accept data signals
from devices attached to the network and convert it to RF
signals. The RF modem signals are assigned to preassigned RF
channels wutilizing frequency division m@multiplexing (FDM)
techniques. In crder *o efficiently share RF channels, the
RF modems can also use time division multiplexing (TDN)
access methaods. RF modems operate from a few bits per
second up tc 5 Mbps. A typical broadband cable network carn
use five S5 Mbps <channels and still use less than 30 Mhz of
tandwidth. This is cnly a3 fraction of the available tand-
width in the systea. Hence, a majority of the <cables
capacity 4is available Zor video and voice communicaticas
services when special voice and video rodems are installed.
A brcadband cable network can simultanaously support liow and
high speed digital channels, and analog traffic using
different RP channels. Broadband cable offers a capacity
that meets the data communications needs of most users and
still has the capacity to support adding video and voice
services.
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Broadband can provide a network service over greatar

distances than baseband. This is due to the performance
chacteristics of RP transaissions which minimize phase and
amplitude distor+ion and limits 1lov frequency rnoise. The
broadtand natwvork technology utilizes a Central
Retransmissicn Pacilit¢y (CRP) which receives RF signals from
devices ¢n lcw frequency channels, filters, amplifies, and
rotransmits the signal on a higher frequency channel tc all
devices. Broadband <cables use passive splitting and
kranching techniques, unlike the active repeater used in

taseband. With rassive cable splitters, RF signals carn be
distributed in local facilities without the use of ampli-
fiers. #When distances exceed 2000 feet, amplifiers with
filters can be used to extend the network span up to 40
piles.

The use of a broadband c¢oaxial cable plant cffers
the akility *o make ccnnections tO many users. Typically,
the number c¢f physical connections to a network range from
200 to over 10,000. Of f-the-snelf hardvare technology
develcped in the cakle *=2levision industry provides versa-
tile ccmtinations of cable splitters, taps, feeder cables,
user outlet tap caltles, and ¢trunk cables to facilitate
troadtand cable installation. Broadband trunk catles have
solid alumirum shields which make *hem more rigid than base-
band cables. The aluminum shield inhibits use of "vampiras"
taps tut also reduces the need of using conduit tc protect
cables. In addition, with the use various combinatiocns of

: cable splitters, feeder cables, and user outlet tap cables,
: network installers can provide user connections at virtually
any work 1lccation. Using installation hardware, aser
connections can te e€asily made to main trunk cables. This
can be dcne without laying main trunk cables ¢too near user
work sites where they are more apt to be damaged. This
combinaticn of facters 4is important <o achieving both
connectivity and reliability in the systen.

LGt af ataee i cm
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i A pajor consideration in the installaticn c¢f a
; broadtand system is the RF modems needed to make wuser
connecticns. Many vendors offer RF data modems and costs
increase vwith the capabilities of aodems. A typical price
range may be $750 fcr a 9.6 Kbps data rate modem to $6000
for 5Mbps data rate wodem. However, a single wmcden may
service a single mainframe or ainicomputer, or with a
contrcller, a cluster of terminals.

A broadband network is flexible ia supporting ussr
modifications and additions. When work functons change at a
user site cr are moved between exsisting sitas, all that is
requirad is a switching or replacing of <+the RF modems to
meet user nzeds. Adding new users involves installing agpro-
priate hardware connections, an RF modem, and adding “he rnew
staticn to the network directory. Cable extensions and
amplifiers can be used to add new floors or new buildings to
N a network. This can be done without modificaticn of

currently cperating network facilites.

" A broadband network requires an extensive hardware
3 investment to establish the intial system. Communications
; planners sust analyze data rates and channel requirements
needed by the user in order to identify & cost effective nmix
of RF modems to be used in tke systen. In addition, the
systess laycut in terms of RF power must insure +that the
cantral retransmissicn facili*y is optimally located. Once
installsd, the netwcrk must be tuned for impedance and
signal levels.

Proadband systems cffer a number of features which
enhance reliability and provide for systeam backup. Tae
hardvare used for installing cabla plants is backed by the
froven and time tested technology of the CATV industry.
Maintenance of a Lroadband system can be automatically
contrclled by a monitcr system. A monitor system is usually
located with ¢tha <central retransamission facility. The
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monitcr system can amonitor the network facility in real

time, prcvide detailed fault analysis, recommend repair
procedures, and maintain a network management and infcrma-
tional database. Redundancy can b2 easily implemented when
it is necessary to fprovide backup systems for “he retwork.
The lcw expense of central retransmission facility equifpment
permits redurdant iastallation. 1In addition, the sisplicity
cf certrzal retransmission facilicty equipament promotes high

reliatility and easy rapair. Redundant installaticn of
amplifiers is done by using hot standby amplifiers or
connecting +wo amplifiers in parallel. Networks can be

installed with redundant cables. When redundant cakles are
installied, user connections are made tc¢ the cables using
cable =sglitters so communications can be implemented on
either cable. Using the above techniques, redundancy can be
easily isplemented <throughcut a broadband cable system to
insure reliability.

In addition to flexibilizy and connectivity cf the
physical installation, a brcadband system can be used to
achieve waultiple logical configuations using channel and
frequency assignment schemes. This enables a single netwerk
to be used as multiple networks on a one cable system. This
design technigue can be used to connect groups of devices
that are ccmpatible with each other on one channel, but are
not ccapatible with cther devices in *he organiza*iocr. This
can serve tc reduce the need for specific network interfaces
for equipserts that <share a common protocol ([Ref. 6]. RF
chanrels within the network can be dedicated in suppor*: of
specific functions, fcr priority users, and security appli-
caticns. In addition, control and data chana2l combinaticns
can be isrlemented on the network to support communications

management functions.




BEroadband ccaxial cable networks offer the caga-
bility tc handle comtined data, voice, and video ccmmurica-
tions fcr thcusands c¢f users over a wide geographical area.
Fiber optic sublinks, which are used to provide isolaticn or
security fc¢r network nodes, <can bz used with broadband
netvcrks (Ref. 7]. Refinements and new innovations in
kroadbané cable, hardware, and RF modems can ke expected for
future brcacktand systems.

5. Eiber-Optic Cable

Piber-cptic cable technology, with the use of light
wave transmissions, offers many potential advantages over
conventicnal metallic transmission mediums. However, it is
only beginning tc make its debut from the experimental envi-
ronment. As a result, off-the-shelf commercial applicaticns
are limited. Its use in local area networks has been gener-
ally lipited to Foint-to-point communications links.
Hcwever, the medium dces offer charactaristics which make i+
useful in specific applications. '

Fiber-optic <cables offer an extremely high tand-
width, 1 to 2 GHz (killion cycles per second). The major
drawback tc using fiber-optic cables in local area networks
is the 1lack of suitable cable spli*ters +to facilitate
traaching and cost e2ffective taps to add statiomns.

The fiber-optic medium does offer potential advar-
tages that should motivate its technological developmen%t in
the next decade. Piber-optic cable has no electrical current
to prcduce sparks which makes it suitable for use in 2xplo-
sive environments. It is immune to electomagnetic and radio

frequency interference, unlike metallic cables, so transais-
sion are of high integrity. t offers a relatively secure
medium that cannot be "bugged" without actually tapping the
E cable, wvhich is a difficult and detectable process.
Fiber-optic cables are light weight, compact, and rugged.




;

They can be easily installed and have the capacity to
replace ccaxial cables 20 times their size and weight. The
potential fcr easy and low <cost installation make it an
attractive alternative for wuse in 1local area networks
located in crowded business areas.

Improvements in the installation <+echnolegy fer
fiber-optic cables can be expected 1in the next few years.
Technclogy advances should include the development of
improved catles, cable splitrers, and taps. These technolo-
gical advances are needed to make it a practical transmis-
sion medium for local area networks.

A ccomprehensive survey of fiber optics as applied %o
local area networks is beyond the scope of this thesis.

C. THE CATA LINK LAYER

The data link 1layer is the second layer of the O0SI

model. It provides +the service necessary to communica*e on

.the shared *ransmission medium o0f a local area network. The

layer rrcvides for the exchange of data between any two
stations cn a logical network 1link. The factors rneeded to
implement this service are a network access method and its
related shared cable topology to establish a 1logical link
tetween two stations, ard a link control protocol tc¢ manage
the exchange of data tetween two stations.

The network access method and its related cable topolegy
are the key factors in establishing a logical coammunicaticns
link Letween two stations on the network. The topology of
the network insures that logical communications link does in
fact bave a path on <the transmission medium between two
stations. The access method provides a mechanism by which a
staticn acguires and subsequently releases the shared
transmissicn mediunm.
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The actual data transfer on a 1logical link is accca-

plished by a link control protocol. Oonce the transmission
medius has been accessed, the link control protocol func-
tions <to frame the data in a packert, and contrcls the
% exchange cf both control information and data on the ccmmu-
: nications link. Packet switching techniques such as X.25
and tit criented prctocols such as High-level Data Link
Control (HDIC) wused in long haul network architectures in
- +he past decade have Lkeen a basis for designing link cecntrol
. grotocols. The protccols used provide a means to identify,
or frame, the data and control information sent on a local
area netwcrk. Ncrmally, sender and receiver addresses are
identified in “he frame formats. The framing mechanisms ars

used to indicate the begining and the 2nd ¢f each frame. 1In
addition, error detection codes and supervisory data are
used tc reveal errors and delimit or syachronize intergeta-
tion cf the data in a frame.

In order to evaluate the performance chacteristics of
commercial lccal area network architectures from the da*a
link perspective, tle classification of architectures based
on access method and topology is useful. 1In the realm of
local area networks, msany combinations of access me+hods and
topolcgies have baen used in experimental, in custom buil%,
: and in off-the-shelf networks. Howvever, to focus on off-

the-shelf ccmmercial local area network architectures, the
access methcd and tcpology categories are narrowed dcwn to
N five ccakinations defpicted in table I .

The performance capability of each access aethcdy/
topolcgy class can bLe evaluated in three general areas:
capacity, ccnnec+tivity, and reliability. Local area network
: architectural attritutes which genarally relate to the
general jerformance areas are depicted in figure 2.3 .
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TABLE I
Access Method and Topology Categories

ACCESS METHOD TOPOLOGY
CSHMA/ClecececcccseseasaBUS
Token Fassingeceec....Bus
Token Fassifg.c<.....Ring
SlcttedececescecessssRing
Central Controller...Star

1. gCentzal copricller - Star Topology

Star networks have +their acess contrcl based at a
central c¢r controlling master station. In commercially
available networks, *twisted pair wire and coaxial is used in
*ha physical layer. The transmission medium is used to
connect each staticn to the master station in a star
configuraticn. In the star network, the master station
functicns as a switching unit which sstablishes gcint-to-
point ccnnections between commuricating statiocns. This +ype
of netwerk irplementation is popular for use with micrcccm-
puter netwcrks used 3in offices of small businesses and
crganizaticns.

Central contrcl star networks have data rates that
range between 400 Kbps and 800 Kbps over distances of up to
1000 feet ([BRef. 8]. They have the advantage of a simgle
access methocd wvhich involves polling schemes used by <the
central station. The polling schemes provide virtuvally
contenticn free service with low <traffic delays. The
polling access methods can easily handle bursty, regular, or
real time ccmmunicaticns traffic. Ir teras of reliabilisy,
single station failures or damage to a transmissior 1line
will effect oniy a single station in the network. However,
a majcr disadvantage of the system is that a failure of *he
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central station will terminate network service if an on-line
central station is not used for backup. Another disadvan-
tage is that there is a limit to the number of stations that
can be directly conneécted to the cental station.

2. 11he Bus Topojcgy

The bus topolcgy is used in the isplementations of
both the Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) Eus and +*he Token Bus access methods.
The bus +*cpology has inherent performance characteristics
common to both implementations. In a bus +topology trans-
sitted messages ar2 broadcast by the originating station
over the en+ire netwcrk. Stations sharing the netwcrk amust
check *le message tc¢ determine if they are the destination
station c¢f the nmessage. Broadcasting is simple because
routing ¢z forwarding of the message is not needed. The
absense c¢f routing or the forwarding of messages supports
raliatility since network resists single point failure of a
staticen. A bus topclegy supports a high degree of connec-
tivity with any transmission medium. I* has the flexibility
to easily add nev stations between exsisting sta<icns on the
bus. In addition, the bus can easily suppor:t modular exten-
sions which involve adding cable extensions with stations in
new sites of a facility. Another unique advantage of the
bus is that it offers the capacity to support access methods
designed for a ring topology. The bus can be used *¢ €crm a
"logical" ring in crder to implement access methods
designed for ring tcpologies; the reverse is no¢ fpossible
for tte ring.

3. GShA/D Bus

The Carrier Sense Multiple Access with Ccllision
Detaction (CSMA/CD) is an access method used to share the
transmission medium in networks with a bus topology. This
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is a random access pmethod for accessing the bus which is
relatively simple to implement. As a result, CSMA/CD is used
in many commercial 1local area networks. To transait a
message, each node or station on the network 1listens for
broadcasts ¢n the cable and senses when it is not in use.
If the cable is idle, the node immediately assumes control
of the cable and trarnsmits a message frame. To avoid simul-
taneous transmissions, a statiorn will normally monitor the
cable during transmissicn to detect a collision with ancther
rode's transmission. In the event of a collision both nodes
will cease transmission and wait a crcandom time before
attempting transmission again.

The CSMA/CD access method is simple to izplement
using most transmission mediums. CSMA/CD's performance in
terms c¢f capacity for typical commercial networks is

TABLE II
Typical CsHA Capacity Performance

BEDIUY DATIA RAIE DISTANCE
Twisted pair wire 1 Mbps 1000 feet
Basekand coax 10 Mbps 7500 feet

Broac¢kand coax S Mbps/channel 50000 feet

{Ref. 18]

reflected in the talkle II . CSMA/CD has the advantage of
teing aktle to meet bigh demands of bursty users and still
maintain bhigh utilization of the network. S*udies indicate
that when netwvork stations offer a traffic load abeve 100%
of the network data rate, utilization remains above 95%
{Ref. 5]. An issue often raised over CSMA/CD coacerns the
nondeterasinistic delay that stations face in real <ime
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applicaticns. This is often sighted as a factor to favor
pollirng or token access methocds. However, when <+<he prcb-
o ability cf recovering a lost or damaged token is considered,
these access schemes also have a nondetermiaistic attribute
vhan suggcrting real time applications {Ref. 9]. A traffic
. capacity disadvantage of CSMA/CD is that there 1is &1o
. priority mechanism, all stations have equal access *o the
;2 natwork. This sight be considered a critical disadvantage
- vhen real time process control communication is needed by a
ot user.
A The CSMA/.CD me+*hod has the advantage of supporting
flexikility and modularity in adding network statioms. The
contrcl for accessing the network givan to each station by
the CSMA/CD will result in significant performance degrada-
- tion when a large nusber of stations are connected. The
&i rumber of stations that can be connected is also limited by
i the number ¢f physical connections that can be made %“c the
transsission medium c¢r the addressing format used in the
link ccntrol protocol.

In terms of reliability, the advantage of dis+rib-
uted access control for CSMA/CD networks is that station
failures dc not affect the system. Hence, a complete system
recovery is not necessary for a station failure. Hcvever,
x it is desirable <o initiate recovery action for the failed
f station ( i.e., to diagnose and possibiy repair the failed
staticn cr tc transfer the failed station's workload %c arn
operaticnal station). A reliability disadvantage for
CSMA/CD networks is that collision detaction depends cn gcod
N transeission characteristics of the —transmission medium.
e This is cf concern when using twisted pair wire or baseband
3{ coaxial cable. During a transamission, noise and reflecticns
y from a damaged cable or faulty connection may be recognized
2 as a ccllisicn and the ransaission will be abor<ed. This
vill continue until the faul: is repaired. However,

30

PO Y .




AT 2

..............................

broadtand ccaxial <cable which transmits aad 1listens orn
separate channels is 1less suseptable *to the rprctlem.
roadband networks use a central retransmission facility to
retransait a message for brcadcast cn a higher fregerncy zhan
criginally transmitted on. Broadband collision detactions
are usually made by a bit by bit comparison of the re+¢ran-
smitted messages on the higher frequency channel to the
message criginally sent.

CSMALCD is a simple access method that can be effec-
tively used with a variety of transmission mediums. It is
the mecst popular access method used by commercial local area
network vendors.

4. JIcken Passing Bus

Tte token passing bus is a variation of +tke *oken
passing ring access method. However, a bus <¢topology is
used, and the staticns or nodes are considered to ke in a
"logical ring®. This access method is a complex implementa-
tion; however, it dces offer unique performance characteris-
tics. This method is a polling scheme in which a ccntrol
token is passed frcm node to node in a "logical ring"
sequence. Only a statiorn that has the token has the righ% ®o
ktroadcast a message cver the bus while others listen. At the
end of the <transmission, or if the node has no message “o
send, the tcken is passed to the next node in *he "logical
ring" saquence. Norsally, a node can retain the %token and
transmit messages for only a specified period of time.

The token passing bus offers a unigua set of perfor-
mance characteristics. In *erms of capacity, typical
networks have data rates of 2.5 Mbps to 1 Mbps over
distances cf 5000 and 30,000 feet, respectively. These
capacity characterisics represent a trade off between data
rate and distanc2 in the networks. A disadvantage is that
for bursty traffic, <the network bandwidth is not availaktle
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on demand. The <token passing scheme has an overhead in

available network bandwidch. A traffic capacity advan:age
is that the polling scheme has a deterministic delay for a
node's access to the network. Hovwever, this shculd be
considered in respect to the prbbability of recovering a
lost tcken in real tinme.

In teras of reliability, the token passing on a tus
does not depend on a physical ring, o¢nly a 1logical ring.
Conventional physical ring ne*works are susceptible ¢to
failure when a single node fails, but the 1logical rirg of
the bus 1is not as susceptiblae to failure. However, the
potential of losing a token to noise on the bus, or wken a
node fails, does pcse an iaportant reliability considera-
tion. Tcken recovery procedures must be effective in making
Tecovery c¢n a real time basis.

cnnectivity performance of the +token passing bus
retains the desireable features of a bus topology for adding
new ncdes. Hovever, a set of complex algorithms are needed
*o start up the netwcrk systen, and to efficiently add and
delete nodes from the token passing scheae [(Ref. 10].

Cverall, <the token passing with a bus *opolcgy is a
complex local area network isplementation. However, it does
gain real time fprocessing advantages for the bus topolcgy
while avciding +the reliability and connectivity disadvan-
tages cf tcken passing on a physical ring.

5. Ibe Ring Iopcleqy

The token ring and the slotted ring access me+hcds
both use a ring *“opology. The ring topology has performance
characteristics inherent to both access method iamplementa-
tions. In the ring, message *raffic flows in one direction
around tte ring. A message transmitted by a node in the ring
is received and forwarded around the ring by the other nodes
until the message is received by the originating node. Ncdes
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fora an active string of repeaters for the transmissicn of
messages on the ring. This design has both vperformarnce
advantages and disadvantages. In terams of capacity, the use
of retransmission at each nods can provide a high netwerk
data rate if short distances are maintained between ncdes.
Using nodes as an active rapeater string also allows the
network tc span long distances. This use of point-to-point
transmissions enables the network to span long dis+ances
while using twisted gpair wire or coaxial <cable. The ring
topology performance in terms of connectivity has disadvan-
tages in scwme isplementations. The flexibitiy to add new
staticns between stations is @minimal. In order “o add a
staticn the cable must be cut to install a repeater for the
connecticn. This rrocess disrupts the entire network.
Modular expansions of the network to add new s+*aticns in a
cutlying 1lccations also requires cutting +the <cable and
disrupting the network. 1In addition, running a cable in tke
hidden lccations of conduit, cable trays, ceilings, flcors,
and walls, vhile still maintaining the *"ring" configura-
tion, is a challenging problenm.

In terms of reliability, the ring topology has addi-
tional performance disadvantages. in some Ting netwvworks,
cperaticn ¢cf <the network depends on <the reliability of a
repeater string. A single point repeater failure can break
the ring arnd down the network. Techniques to bypass the
failed ncdes are available. However, if distances between
the ncdes are long, the increase in transmission distance by
bypassing a failed node can create problems if there is no
signal regeneration. Bypassing one node will double trans-
mission distance, and failure of adjacsnt nodes, could
triple the ¢transmission a4 stance. This effect 1limits the
distance that can be Ltetween nodes in a rnetvork. (Ref. 3]

33

WP IPE I TP DTS W W S WP L i




. .
-----------
" ~ K

The ring <topology has capacity advantages in daza
rates and distance sran of the network. Hovwever, this is
achieved with a +rade off that limits connectivity and reli-
ability cf the network implementation.

6. Iockep Passing Riag

The *oken passing ring access method is iasplemented
with sta¢icns or nodes in sequence in a ring configuration.
Ir this access method a control token, message frame, is
circulated around the ring. If a station has a transmission
to make it removes tte token, sends a data frame, and then
ruts the token back into circulation. The sequence in which
the token is passed is not necessarily dependent on the
physical sequence of the statioms. Bach station must check
the desination address of the token since only the destina-
tion station may remcve the token to transait. Data trans-
missicns on the ring are regenerated at each node in the
thysical ring segquence. Destination nodes may copy data
from +the data frame, but only the originating node can
remove the data frame and return the token. Only c¢ne
message can be cn the ring at one time. Since a single
tokan contreols all messages, collisions are not possible and
collisicn recovary prccedures are not needed. In addi+ion,
the use of a token provides for decentralized access
contrcl.

Token passing rings hav2 capacity advantages. With
point-+to-gcint transmissions between nodes, data rates are
typically 10 Mbps with distance limits between nodes of 750
feet using coaxial cable. Also, vide network srpanniag
distances are ©rpossible if repeaters are used Dbetween
staticns. However, the number of repeaters that can be
tlaced between active stations has a limit because the
rapea*ers aomplify tcth valid signals apd noise withcut
discrisinpaticn [Ref. 11]. The point-to-point transmissions
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allov for easy adaptatility of various transmission mediums.
However, the use <c¢f baseband coaxial cable is the mcst
commcn. The access method can be used to support a pricrity
scheme fcr access of stations to the network. The polling
technigue used with the token gives stations deterministic
access delay tinmes. However, the probability of recovering
from a lost or damaged token «can give the access delay time
a nondeterministic attribute [Ref. 9]. In addition with
token passing, high user traffic rates are serviced with no
degradaticn ¢f network services as a result of collisions.

In ocontrast to the capacity advantages, token
passing rings have inherent disadvantages in connectivity
and reliatility due to their physical ring topology. The
key disadvantage in reliability, is <+he ring topology's
dependence on an active repeater string, in some isplementa-
tions. In addi+tion, the possibility of losing a toker on
faulty *ransmissions requires standby procedures tc Tecover
the token. Also in scme implementations, the flexibility in
adding statiocns between nodes, and adding groups of statioms
on modular extensions to the network, is limited by the ring
topolcgy.

7. ZIhe Slotted Ring

The slotted ring access method uses a physical ring
topolegy. Only one commercially available network, POLYNET
by Logical Incorporated, was coversed. In this approach, the
retwcrk ring is divided into slots using a circulating
pattern of tits. Each slot <carries a header which identi-
fies it as an empty cr full message slot. typical imple-
mentaticn provides 16 slots. To transmit, a node seizes an
empty slct by marking it full, and 4inserts an information
packet of a fixed size. Fach network node receives all slots
as they circulate. Each slot is eoxamined by a network nocde
*0 determine if it is tha destination node. If a node is the
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des+ipaticn node of the packet, it copies the data and marks
the the slot free, otherwise, it retransmits the full slot.
This approach requires an administration node to intiate arnd
maintain the slot bit pattern.

This access method can support a data rate of 10
Mbps using twisted pair wire or coaxial cable. The point-
to-point transmissions around the ring facilita*e the high
data rate. This methcd has <+he capacity advantage of being
able tc support concurrent message traffic for stations on
the ring. This feature allows it to easily adapt tc a wide
range of data rates cf attached equipments [Ref. 13]. The
pusber and maximum size 1limit of the frames, liaits ¢he
ability tc effectively use the available network bandwidtk.

In termas of connectivity, the slotted ring method
inherits the disadvantages of +*he ring topology. Stations
cannot be added withcut disrupting the network. Reliability
of the slctted ring also has the disadvantage of depending
on an active string of node repeaters for network operaticn.
Ano*thér 1reliability disadvantage is that <+he use c¢cf a
contrcl ncde responsible fcr maintaining the slct pattern
centalizes network ccatzrol. A control node failure will
result in network failure.

D. CLASSIFICATION OF LOCAL ARFA NETWORK ARCHITECTURES

In crder to avaluate performance capabilities of local
area network products, they can be classified based ¢n their
architecture. Loccal area network products can be classified
based on the following two areas: the physical layer *rans-
missicn medium and the data 1link layer access methed with
related topology.

Currently available, of f-the-shelf, 1lccal area networks
are classified in three figures. Pigure 2.4 <classifies
local area networks with a central controller access method
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and a star topclogy. Pigure 2.5 <classifies local arcea

networks with CSMA/CD a2and token accass methods that uses a
bus tcpeclecgy. Figure 2.6 classifies local area networks with
tok2r ring and slotted ring access methods that use a ring
topclcgy. When local area networks are classified in this
manner, performance capabilities can be attributed to each
architectural class of off-the-shelf 1local area netwcrks.
An architectural class is identified by both transmission
medium, ard access method/tcpology.

This performance classification scheme for local azea
netwcrk products will assist the SPLICE local area netwcrk
evaluaticn process. User needs will identify the performance
capabilities needed in the SPLICE local area networks. Eased
on SPIICE needs, the architectual class, or classes, can be
identified which have the potential performance cafpablities
to mset those neads, The evaluation process can then focus
on exanmnple vendor ¢products in the class, or classes,
identified.

E. STATUS CF LOCAL AREA NETWOBK STANDARDS

In the face c¢f the growth cf local area nstworks, users
have beccme corncerned with their capability to interccnnect
a variety of data prccessing eguipment with a network, and
to interconnect networks. This has generated a need for
local area netwcrk standards. As a rasult, 1local area
networks have become a concern of both internatiopal and
naticnal standards orgqnizations in recent years. The maijor
effort has been in +he Institute of Electrical and
Electronic Pngineers (IEEE) Project 802 Committee. The
standards effort of Froject 802 has been to ensure ccmpati-
bility tetween equipment made by different manufacturers,
such that data commurications can take place with a minimum

of effort c¢n the part of builders or users of netwcrks.
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Since 1981, the Project 802 Committee has had 1lipited
success in gaining svupport for any on2 approach. However,
the standards being considered are compatible with the ISO0O's
Open Systesms Interconnecton (O0SI) model. Consideration has
revolved arocound CSMA/CD Bus Baseband, CSMA/CD Bus Broadband,
Token Passing Bus, and Token Passing Ring. Of primary
consideraticn has been the specifications for a CSMA/CL Bus
Basetand specificaticn, using Ethernet as a model. Ethernet
was made a defacto standard for baseband local area networks
in Serteaber 1980, when Digital Equipment Corporation (LECQ),
Intel Corporation, and Xercx joinctly published the specifi-
cations. In the fall of 1982, an Ethernet-like specifica-
tion was recommended by Project 802 to the IEEE. This
happened c¢nly after i+t had been adopted by the European
Computer Manufacturers Asscciation, and had received the
endorsement of 20 network vendors. Final approval c¢f the
IEEE Ethernet-like standard is anticipated in 1983.

In addition, for troadband local area networks, the IEEZ
Project 802 Committee has endorsed a single cable, aid-split
frequency allocation standard, TR 40.1. This standard vas
originally developed and propos=2d4 by vhe Electrcnics
Industries Associaticn (EIA). (Ref. 12]




III. SPLICE EVALUATION REQUIREMENTS AND CRITERIA

A. SPLICE EVALUATION PROCESS

The evalvaticn fprocess for SPLICE local area networks
begins with understanding the SPLICE system envirocment.
This urderstanding will help in developirg a strategy to
focus on the performance capabilitias of the local area
netwecrk architecture that are needad to support a meaningful
evaluaticn process.

The next step in the evaluation process involves identi-
fying local area netwcrk performance capabilities needad for
SPLICE. This involves development of evaluation require-
ments and criteria. Evaluation requirements are those func-
“ional ©fgerfcrmance capabilities which are essertial in
meeting SELICE design needs. The evaluation requirements
develcped are kept tc a ninimum in order to avoid unneces-
sary restrictions which would unfairly narrow <he evaluation
process. Hcwever, they must include the minimum set of
requirements that, if not met, would make a 1lccal area
netwerk architecture unsatisfactory in meeting the design
goals of the system. Evaluation raquirements will be guides
in identifying example architectures that meet SPLICE design
needs. In order to identify example local area netwcrk
products, with architectures that meet the requirements, a
set of evaluation criteria is also developed. The svalu-
ation criteria serves as a guide to assess the performance
capabilities and desirable features of exaaple netwcrk
products. This assessment will identify local area network
architectures that «can meet <+the needs of the Navy SELICE
rroject.
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Functional design needs and specifications for the
SPLICE 1lccal area networks are found in the Func*ion
Description {Ref. 1] and the Solicitation Document (Ref. 14]
for the SELICE project. In addition, a functional design
cf a local area retwcrk for SPLICE has been recommended as a
result cf research dcne at the Naval Postgraduate School and
supported by the Fleet Material Support Office [Ref. 15].
These documents provide a basis for identifying tcth the
evaluaticn requirements and evaluation criteria needed for
the evaluaticn process.

B. SELICE LOCAL AREA NETWOBK DESIGN ENVIRONNENT

The SELICE system has a need for three data communica-
tions networks: one long haul network, and two lccal area
networks. The long haul network, the SPLICE network, will
provide data communications between 62 SPLICE 1locations in
CONUS and the Pacific. This network will use the planned
Defense Data Network (DDN) to communicate between SPLICE
locations. In addition, there will be two 1local area
networks for each SPLICE configuration. There may be one or
more SPLICE configurations at each SPLICE location. Within
each SPLICE configuration, a local aresa network is nseded to
support data communications for a "Background" system, and a
second lccal area network is needed to support data comsuni-
caticns in a "Foregrcund" systam. Both local area networks
will interface to a "Front End" system, this is a ccamunica-
tions management system to support intar-site and intra-site
communications. Understanding the SPLICE local area
netwcrk environment involves understanding the SPLICE
configuraticn of three interrelated systeas. A descrigption
of each systea is provided to provide a basis for defining
evaluaticn requirements and criteria.
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3 1. The "Backgroupd" Systes

Within the "Eackground" system there is a need for a
local area netwerk to provide a high speed data channel
between host amairnframe computers and their perigpherial
- equirpment, This high speed data channel can be referred tc
as the Background Local Computer Network (BLCN). The design
concept fcr the BLCN is to support data communications for
host mainframe ccmputer systems. The hosts include Burrcughs
g Medium Ccmputer Systems and other mainframe computer systems
:1 that will bke dedicated to batch procassing and large data
base @managemant. Applications that include large £ile

-

processing and report generation functions will need a very
high speed communications service between +he hosts and
peripheral equipment. In addi<ion, the BLCN will provide the
capability to off lcad data communications management and
interactive processing management tasks to the YFrcrt Erd"
systen. This facilitates off loading a work 1load that is
‘ beginning t¢ force hecst ccmputer systems into saturation.
- The off loading is intended to extend the useful life of the
backcround computer systems iato the 1990's. This will
allow present applications of the "Background" system <¢o

AN

expand withcut early saturation. At the same tiae, newv
applicaticns can be targeted for the "Poreground" systea.
The "Background" system will conceptually beccme a
locally exparded, or dispersed, data center opera+ion tiad
together with the BICN. This mainframe environmernt nezds
relatively little flexibility to reconfigure for new appli-
cations. Hovaver, the BLCN needs to provide very high

A o'.'-'. LA

capacity and highly reliable data communications service to
v support present applications as they expand. Nc¢ single

o point cr data 1link failure shculd interrupt the BICN's
2 cosaunications service. The BLCN evaluation process nmust
‘fI focus cn performance in terams of capacity and reliability in
crder to ‘support thie mainframe oriented environment.

»
B
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% 2. The "Pzon%: Epd" Systea

” The "Pront Ead" system is a PFront End Procsssor
(FEP) systean. This FEP system will interface <to both the
wforeground® and "background" systems. The PFEP will be a
minicomputer systea designed to off 1load communications

. management, and tersinal management tasks, from the "lkack-

- ground" system. The FEP system will manage both irtra and

3 inter site communications for <+he SPLICE coanfiguration. I

‘ will ke a thrae (3) way ccmmunications gateway between tha

;5 "backgrcurd" systea, the "foreground"” system, and the SFLICE

network. An important concept in the development of the FEP

system is the virtual 1local aresa peczwork design approach
proposed in developing the software modulas for comaunica-
tions and terminal management. This design approach

: supports twc functional f2a tures important for consideration

in the SELICE local area network evaluation process:

B * The local area networks should support beth a
" datagraa and virtual circuit style communications
P service fcr intra network communications, and
interfaces to the Internet Protocol fcr inter
: netvork cossunica tions.

. * The 1local area natworks should bave a decen-
tralized access control system for sharing the
commun ications medium. This is to sugport a
lcgical design which has a "virtual" control tus
for control messages and a "virtual" data bus for
application and data messages. [Ref. 15]

The da+agram style message service is typicall used in
M almost all off-the-shelf local area network architectures
w using bus or ring +ogclogies.
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3. 1be "Eoreqround" Systen

The SPLICE "“foregrcund" system is a minicomputer
work s+taticn complex that is interconnected by a seccnd
local area network. The Solicitation Document refers to this
as the interprocessing subsysteas netvork. This system of
user CRT terminals, cr work stations, will support a distri-
bution ¢f data processing functions to the custcmer vcetk
sites. 1The work stations will become the primary %ool for
supply customers to ccnduct business. The work staticns will
enable custcmers to share and access information across the
local area network and the entire SPLICE systenm. Customer
CRT wcrk <stations will support data entry, search, and
retrival. Along with the work stations, there will be
printers and scanning equipment to produce hard copy regorts
and facilitate rapid data entry. The work station complex
will supgcrt a real time, on-line, transaction criented
environment. The local area network will provide ths ccmmu-
nications substrate to support this distribution of
processing power to customers. The strategy in evaluation
of the Fcreground Local Area Network (FLAN) should focus on
providing a flexible customer oriented service. This flexi-
bility translates 4intc providing the capacity and connec-
tivity tc support the changing and growing needs of Stock
Foint customers. In addition, the communications service
pust ke reliable 4in its support of supply business activi-
ties. No single point failure or data link failure should
interrupt the PLAN service. The evaluation strategy for the
FLAN should be oriented towards adaptability in capacity,
and ccnnectivity, 4in order to meet changing business needs
of the customer.
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C. EVALUATION PROCESS FIRST STEP REVIEW

The first step of the evaluation process focused or the
SPLICE local area network environment., This Zidentified a
strategy tc guide +the develcpment of reguirements and
criteria +o evaluate 1local area network architectures.
Studying the networking environment reveals a need for two
strategies in the evaluation process. Tha BLCN strategy
should fccus on a very high capacity and high reliabili+y in
the communications service for a mainframe environment. The
PLAN strategy shculd focus on adaptability in the capacity
and connectivity of a reliable communications service in
meeting custcmer busiress needs.

Do BLCN EVALUATION EREQUIREMENTS AND CRITERIA

The evaluation strategy for the BLCN should fccus on
sustaining a very high capacity and a high reliability data
communications service. This service will be the communica-
tions suktstrate for a host mainframe computer environment.

It is the policy of “he SPLICE project +to make maximun
use cf cff-the-shelf hardware and software. This use of
standard verndcr products will shorten the time frame in
implementing SPLICE. This establishes the first require-
ment:

B-R1: The BLCN architecture must be an off-
the-skelf systean.

The functional design of SPLICE local area networks is based
on a virtual local area network [Ref. 15]. This design
generates the next regquirement:

B-R2: The BLCN shall support both a datagranm
and virtual circuit communications services,
with decentralized control, that gives zach
attached host uniform functionality.
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- T. BICN Capacity Needs

The SPLICE Sclicitation Document for the BLCN speaci-
fies a data rate of nct less than 25 Mbps with an aggregate
data rate of S0 Mbps ur to a distance of 1000 feet. In =244i-
tion, a data rate of not less than 1 Mbps with a sustained

. aggregate data rate cf 2 Mbps up to a distanc2 of 5000 fe=s=+.
The use «c¢f two data rates is based on using redundant
simultaneously operating data links. This is to enhance the
reliakility of the system. Considering the networking envi-

v ronment ¢f the SPLICE configuration, <he fcreground local

E area netwcrk (FLAN) should have the capacity to aktsorb or

off lcad the 1-2 Mbps data rate over the 1000 to 5000 fcot

X distance. In addition, the background data processing a2quip-

ment cculd be reconfigured to place it all within a 1000

foot diameter. This would allow the BLCN to sustain the

25-50 Mbps data rate throughout the network. This generates

a requiregent and ar evaluaticn criteria:

" B-R3: The BLCN independent of the data rate
- of attached equipment shall sustain cn an as
need basis a <ransmission data rTate between
attached equipment of not less than 25 Mbps
vith an aggregate data rate of 50 Mbps at
distances up to and including 1000 feet.

N B-C1: The capability to maintain a data rate
capacity of 25-50 Mbps over distances 1in
excess of 1000 feet is desirable.

2. EICN Connectivity Needs

e Ot

The BLCN is designed to provide a communications

(8

service fcr host data processing equipment at 62 Navy suppgly
locations. The solicitation document specifies a need %o
attach a saximum of 32 equipments in a radius of 2500 feet.

[ N TR Sy e
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This specificaticn wsust change in order ¢o be compatitle

with capacity requirements. This generates a new requirement
and evaluaticn criteria:

B-R4: The BLCN shall be able to ccnnect a
minimum of 32 eguipments in a radius of 500
feat.

B-C2: The capability to connect 32 equipuments
in a radius in excess of 500 feet is desir-
able.

3. BICH Raliability Needs

Splice local area networks are to be configured for
a fault tclerant operation. 1In this light, no single point
failure will cause the unavailability of the data
processing complex ¢tc supply customers. S*tock Point and
Inventery Ccntrcl Pcint operations depend on the avail-
ability cf computer support to conduct business. The lcss
cf that suppcrt will mean lost people time, which is unac-
ceptable [Ref. 1]. The need for reliability generates the
follcwing requirements:

B-RS5: There must bes more than one communica-

tions path, data link, between each pair of
equipsent interfaces on +he BLCN.

B-R6: The operational status of the netwerk

will not depend upon the operational status

of any attached equipment. The BLCN will
operate as an independent, stand alcne
facility.

Fedundant data links are intended to support a faul:
tolerant cperaticn. 1In addition, redundant cable configura-
tions will support on 1line maintenance and reconfigurat*icns
for hardware repairs while the system continues processing.
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4. Additional BICH Needs

In order to further evaluate 1local area netwcrk
products that meet BLCN evaluation requirements, additicnal
evaluaticn criteria are needeld to identify example natworks
that have a potential for meeting SPLICE design needs. This

- will aid in svaluating and identifying example off-the-
shelf prcducts with architectures that can meaningfully
support *he SPLICE system over its 11 year life cycle. The
additicnal evaluaticr criteria are:

B-C3: It is desired to provide off-the-shelf
interface hardvare for background data
processing equipment. This 2quipment includes
the fcllowing computers:

Burrcughs Medium Systenm
Perkin-Elmer 3200 seriss
Interdata 32 bit seriss
IBM 360/370

Univac 1100 and 490 series
Tanden

B-C4: Compatibility with network standards
such as those support2d4d by the IEEE Prcject
802 is desirable.

E. PLAN BVALUATION EREQUIREMNENTS AND CRITERIA

The evaluation strategy for tae Foregroud Local Area
Network (FLAN) should focus on providing a communicatiocns
service adagtable to customer needs now, and in the future.
In this respect, the FLAN should provida an adaptatle
performance in terms of capacity and connectivity <o meet




changing and growing user needs. 1In addition, it must be a
reliable ccmaunicaticns service for supporting customer
business activitises.

: It is the SPLICE project policy to achieve rapid imple-
N mentaticn bty making maximum use of off-the-shelf prcducts.
3 This estatlishas the first requirement:

P-R1: The FLAN architecture must be an off-
the-shelf systen.

The functional design of the SPLICE local area ne+wcrk
is based on a virtual 1local area network. This design
generates the next requirement:

P-R2: The FLlAN shall support both a datagranm
and virtual circuit communications services,
vith decentralized coatrol, +hat gives each
attached host uniform functionality.

1. EIAN Capacity Needs

The FLAN will support a high speed data communica-
+ions service between attached work statioms. It must
sustain a high data zate to provide an efficient interface
with the ELCN during data exchanges. This will also serve to
‘ reduce ruffering requirements in the systen. The FLAN, if
f necessary, must ba capable of supporting "background" data
\ processing equipmant “hat cannot be directly attached tc the
BLCN. This is due tc distance 1limitations on the very high
speed BLCN system. Reliabili*y 3in the FLAN will require
redundant data links, but simultaneous use of data links is
not necassary to achieve higher data rates. The cafpacity
need of the PFLAN will be 2 ¥bps for the customer wcrk
staticn ccmglex, plus 2 Mbps +¢o support any "backgrcund"
data processing egquipment that may be attached. In addi-
tion, the @modular expansicn of the work station complex
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- should te accommodated within a radius of 2500 feot. This
i is reflected in the specifications on +the "backgrcund"®
design. These needs establish the following requirement:

F-R3: The PLAN, idependent of the data rates
of attached equipment, shall sustain cn an as
. needed basis, with low delay, a transmission
capacity of 4 Mbps, at distances up to 5000
= feet.

Thrcugh the 1980's and 1990's, SPLICE applicaticas
are anticirated to grow in the foreground work station
complex. This makes increased data rates and distances
desirable fcr expansion of <the SPLICE systanm. Presently
only data ccmmunications is nec¢ded, however the capacity *c
integrate video and or voice capabilities +to support
custcmer business activities is considered desirable, This
- leads <tc the identification of the following capacity

related evalmtion criteria:

F-C1: A data rate capacity and distance carpa-
bility greater than requirement F-R3 is
considered desirable.

F-C2: The capacity <to expand communicatioas
services to include business oriented video
and voice communications on the FLAN is
considered desirable.

2. EIAN Copnectivity Needs

The FLAN will support connections for supply
customer work station:. and periperal =quipment. The netwcrk
must te versatile in its ability to provide connections at
work lccaticns of the customers. In addition, connections
must te easily reconfigured and expanded to meet grcwing
needs of the users. This versatility must support varied
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{f configuraticns at 62 SPLICE locations that have a wide range
j: of facility arrangements. SPLICE project specifications do
{ not identify <the nuamber of work stations that wmust be

connected tc the FLAN. However, <+he current ratio of Lack-
ground ccaputers to customer terminals is approximately 1:20
,ii [Ref. 2]. The maximum number of background computers at a
SPLICE ccnfiguration will range from a 1low of none, tc a
high c¢f 17 to 22 in the next 11 years. Larger configuraticms
in the system will have an assortment of approximately 15
backgrcund computers [Ref. 14]. Based on these figures, the
s FLAN should be able to support 300 physical connections.
This generates a requirement:

P-R4: The FLAN shall provide a minimum cf 300

[§

*
YRYOR N

physical connections for data processing
equipment.

REESAFLRIN -
»Pa%a’s!

Connectivity is of major importance in providing an adap-
table ccamunications service to the customer. The follcwing
- evaluaticn criteria should be considered for that
?? adaptibility:

L
.
]

T

. F-C3: The capability to make connections in
excess of the requirement F-R4 is desirable.

.
LI
-

;};: 3. ELAN Reliabjlity Needs
iﬁ The FLAN must provide a fault tolerant data communi-
cations service. The customer's work station will be a
; primary tocl for ccnducting supply business. The avail-
Tk ability of the work stations and the ability to communicate
%: inforwmaticn will be essential in the conduct of supply cper-
bg ations. The FLAN +to maintain a reliable and available
:: comsunicaticns service must be immune to single poin<
"~

failures, data link failures, and must continue to function
during cn-line maintenance. In order to support this reli-
ability the requirements are:

e

s
[J
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F-RS: The FLAN will provide more than cne
data ccamunications path between each pair of

equiprent interfaces.

F-R6: The PLAN will not depend on the opara-
tional status of any attached equipaent. The
PLAN will operate as an independent stand
alone facility.

4. Mdditiopal EIAN Needs

In order to further evaluate 1local area netwcrk
products that meet FLAN evaluation requirements, additiornal
evaluaticn criteria are needed ¢to identify example networks
that have a potential for meeting SPLICE design needs. This
will aid in evaluating and 4identifying example off-the-
shelf products with architectures that can @meaningfully
support the SPLICE system over its life cycle: The addi-
tional 2valvation criteria are:

P-C4: The vendors capability <to prcvide a
variety of off-the-shelf data processing
equiprent interfaces is desirable.

P-C5: Compatibility with 1local area netwcrk
standards such as those suppor+ed by the IEEE
802 Prcject is desirable.
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IV. IHE EVALUATION PBOCESS

A. BICYN BEVALUATION FROCESS

1. BICHN Needs

Tte evaluaticn process for the Background 1local
Conputer Network (BLCN) has the strategy of providirg data

communicaticns sevice for maiaframe computers. This service
must have a very bigh capacity and high reliability <o

suppcrt batch processing and 1large data base wmanagement
processirg operations. The BLCN will be important in
improving the performance of exsisting host computers and
extending their useful life. The requirements that must be
met by the local area network architectures identified for
the EICN are:

B-R1: An off-the-shelf architecture.

B-R2: A datagram and virtual circuit decentralized
controllad message service.

B-R3: Data rate of 50 Mbps with aminimum of 25 Mtps
ovar a distance of 1000 feetx.

B-R4: Connect 32 equipments ian a radius of 500
feet.

E-B5: Redundant data links.

B-R6: Netwcrk immune +to single poin% failuraes.
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The major raquirement in this evaluation prccess is
the capacity requirement B-R3. This requirement is gener-
ated by tlte need to sustain large file procaessing for katch
and data base management in the background host comfputer
complex. This data rate is much higher than interactive
processing data rates of 1 to 10 Mbps supported by local
area netwcrks architectures used in business environments.
The requirement serves tc focus the svaluation process on a
specific vendor product which is used as an example of the
desired architecture.

2. EICN Bxample Architecture

Hyperchannel from Network Systems Corporaticm (NSC)
is an example of a lccal area network architecture tha* can
satisfy EICN requirements. NSC's Hyperchannel was intro-
duced in 1977 to provide a high capacity network service for
data center type operationms. Hyperchannrel employs a data-
gram service on a Lbus consisting of up to four tLaseband
coaxial cables, Data link access is controlled by adartcrs
that edplcy CSM¥A with an acknowliedgement for collision
detecticn. In addition, the access method also supports a

priority access schkeme. The nmultiple bus configuration
suppcrts a data rate cf 50 Mbps over distances up to 3000
feet. A data link failure will lower the data rate, but not
below 25 Mbps, if at least <two cables are used.
Microprocessor lased adaptors are used <o make equifpment
connecticns to multigple buses. The network can support up to
256 physical connecticas.
The follcwing provides an overview of Hyperchannel's

attributes cn each evaluaticn critaria.

Evaluation criteria B-C1: 25-50 Mbps data rate in

excess of 1000 feet.

fypercharnel sustains the data rate up to 3000 feet.
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. Bvaluation criteria B-C2: Connact 32 devices in a
radius in excess of 500 feet.

R s e

Hyperchannel can provide connections for 256 devices over a
distarce cf 3000 feet (radius 1500 faet). In addition, a
2600 foct coaxial «cable, 10 1Mbps, Hyperbus local area
. network can be interfaced to Hyperchannel adaptors. The

X .
e s gidiana

N Hyperktus would be an alternative means to connect background
N host equipment if they cannot be located in the 1500 foot
N radius of Hyperchannel.

o

- Evaluation criteria B-C3: Capability <to provide
‘% off-the-shelf interfaces to SPLICE background hcst
; ccmputers.

- Hyperchannel provides over 20 processor adaptor types each
S compatible tc a different vendor computer. All SPLICE host
; computers have adaptors except the Burroughs Mediuam Systenm
: and Tandes compuzers.

o Evaluation criteria B-C4: Standards compatibility.
<

E Hyparchannel is not ccamapatible vith any of IEERE Project 802
3 committee's recommended standards.

B B. FLAN EVALUATION BROCESS

: 1. ELAN Needs

3 The evaluaticn process for tha PForegrcund Lccal Area
3 Netwcrk (FLAN) has a strateqgy that focuses on a comaunica-
J tions service adaptitle to the growing and changing needs of

SPLICE custcmers. This is to insure that customer needs can
be met with network performance in taras of capacity,
connectivity, and reliability. The evaluation requirements
that sust be met by the FLAN are:

" iy
et et
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F-R1: In off-the-shelf architecture.

F-R2: Datagram and virtual circuit distrituted
controlled message service.

F-R3: Data rate of 4 Mbps over a distarnce of 5000
. feet.

P-R4: 300 physical connections.
N F-R5: Redundant data links.

P-R6: Network immune to single point failures.

Evalmaticn of off-the-shelf architectures in meeting
FLAN requirements will generally Zfocus cn local area netwcrk
3 classifications develcped in Chapter 2. R quirement F-R2 is
3 typical cf all off-the-shelf 1local area netvork architec-
turas. The capacity requirement of 4 Mbpxz will rule out
architectures utilizing twisted pair wiring fotv a transmis-
sion zedius.

The connectivity requirement (P-R4) for 300 physical
connecticns generally rules out networks which use a phys-
ical ring topology. Products with a ring +topology sugport
only 32 to 255 connections. These architectures utilize
point-to-gcint transzissions between ring connections. This
technology provides for effective use of the transmission
sedius <¢c achieve high 3data rates and network distance
epans., Hcvever, the ability to make physical connections is
reduced even if node controllers or interface units used to
suppcrt sultiple devices in the proximity of the connection.
This reduces the flexibility of the connectivity service,
ﬁ the ability to add ncdes between nodes. In addition, reli-
: ability of ring topology networks deperds on an active
: string of repeaters. A node failure will down the systia ip
. some isgplementations. Based on connectivity and reliability
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n2eds, lccal area network architectures with a ring topology
do not appear to be advantageous for SPLICE.

The bus topolcgy categories of architectures remains
for consideration. <The token bus architectures have a typi-
cally lcw data rate, 1 to 2.5 Mbps, which canrot meet the
F-R3 capacity rate cf 4 Mbps. This access method has a
detersinistic delay, and can give stations a pricrity for
access, ktut these features are not FLAN needs. However, the
data capacity of the transmission medium is not sffectively
used with these features. In addition, polling schemes using
a token have limited the number of physical conrections %o
less than 256. Hence, these architectures are upnable to meet
the ccnnectivity requirement, P-R4. The inability of token
bus architectures tc meet requirements F-R3 and F-RU4 dces
not agppear to be advantageous for SPLICE.

Evaluation raquirements at this stage have narrowed
the lccal area network categories for consideration *c thcse
architectures with a coaxial cable transmission mediuam, and
CSMA/CD access methods vwith a bus topology. Due to their bus
topelcgy, these architectures fulfill <+he reliability
requirement P-R6, fcr no single point £failure. Baseband
coaxial cable CSMA/CL architectures do not completely meet
the redundant data link requirement, F-RS5. Therefore, they
do not appear advantageous for SPLICE and are eliminated
from consideratioen.

The 1local area network architectural categcry
remaining includes ¢fproducts with a broadband coaxial catle
transmission medium and a CSMA/CD access method with a bus
topolcgy. An iaportant feature of these broadband architec-
tures is that cedundant <cable configurations are easily
isplenmented. Cable splitters are used to connect interface
units to redundant trunk cables. Examples of local area
networks in this architectural category are:




"‘ * localnet Lty Sytek Inc.
(> * Net/One (broadbarnd) by Ungermann-Bass, Inc.
3 * fangnet Ly Warg Laboratories, Inc.
:

2. [Fvaluation of FLAN Exasple Archjtecturss
:% The PLAN exampla network architectures meet the
’g sandatory requirements n2ceded for the SPLICE prcject. 1In
: continuing the evaluation process, the attributes of these
3 architectures must te evaluated using the FLAN evaluation
3 criteria. The FLAN evaluaticn criteria briefly are:
M FP-C1: Data rate in excess of 4 Mbps and/or a
;{ distance span greater than 5000 feet.
o FP-C2: Capability to provide video and/or voice
v services.
f P-C3: Capability to support more than 300 physical
3 connections.
N
¥ P-C4: Availability of off-the-shelf inzerfaces.
? F-C5: Compatibility with standards
; F-C6: Vendor experience with networks for business

organizaticas.

-
- 3. ELAN Exaaple Michitectuzes
; a. CSMA/CD Broadband Architectures Considered
5 Wangnet, by Wang, usas a dual cable freguerncy
> allocaticn scheme. This implementation is incompatitle with
; IBEE Project 802's single cable TR 40.1 broadband standard.
"y
X
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Conformity with this standard is important in re+taining

flexikility in the evaluation of RF modems to meet present
and future needs. Presently, the Wang product is incompat-
ible with cther vendcr modems axcept by special interface
iechniques [Ref. 12]. The dual cable implementation also
requires the installation cf four cablas in order +o have
redundant data paths. This complicates installation and
creates an inordinate amocunt of cabling, a cable maze that
local area networks are intended to eliminate ([Ref. 16].
The "wang band" is thke primary 12 Mbps channel for Wangnet.
I+t is designed +to rrovide communications for only Wang
computers and equipment [Ref. 17].

Localnet, by Sytek Inc., bas a lovw single
channel capacity, lisited available interfaces, and a varia-
+ion frce broadband standards. Localnet's System 40 supports
5 RF channels with a 2 Mbps data rate on each channel, for a
total data rate of 10 Mbps. However, a 4 Mbps single chanpel
capacity would be mcre desireable in meeting FLAN needs.
Equipment interfaces are supportad by two systesms.
Localnet's System 40 supports only paraliel interfaces of
the VAX PDP-11 and Intel-compatible bus architectures. Low
speed ser:ial interfaces, RS-232C, are handled by Lccalnet's
System 2C. The two systems are connected by Localnet's 40,20
bridge. The Sytek kroadband network uses a single catle
midsplit chamnel allocation scheme, however, frequency allo-
caticns are offset frcm IERE Project 802's TR 40.1 standard
(Ref. 12].

E. FLAN Evaluation Process Exanmple

Broadband Net/One by Ungermann-Bass, Inc., is an
example of a local area netwvork architecture wvhich pmeets
PLAN evaluation requirements and criteria. Broadband
Net/One cffers a high single channel data rate capacity, a
vide range of off-the-shelf equipment interfaces, and it
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adheres to +he IEEE Project 802 TR 40.1 standards. In crde:
to highlight broadband Net/One's architecture, a review of
the netwcrks performance at tributes within the framework of
FLAN evaluation requirements and criteria is provided.

Genezal Attributes
Requirement P-R1: An off-the-shelf architecture.

Requirement F-R2: A datagram and virtual circuit
distriktuted controlled message service.

Broadtand Net/One was introduced by Ungermann-Bass in July
1982. The system uses a CSMA access method for distributed
contrcl ¢f a datagram service. In addition, Net,/One can
also support a virtual circuit service.

Capacizy Attributes.

Requirement F-R3: Data rate of 4 Mbps over a
distance of 5000 feet.

Criteria PF-C1: Data Rate in excess of 4 Mbps
and/or distance span greater than 5000 feet.

riterzia P-C2: Capability to facilitate video and
voice services.

Broadband Net/One suprorts a cable network up to 50,000 feet
in length. It gfrovides a 5 Mbps data rate on any of five
6MHZz charnnels fcr a total network capacity of 25 Mbps. The
RF acdess can support simultaneous use of the network for
video and vcice services.

ccpnectivity Attribytes
Requirement P-R4: 300 physical connections

Criteria P-C3: Capakility to make more +than 300
cennections.
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Broadkand Net/One carp connect up to 300 Network Interface

A Units (NIU) to each of five (5) RF channels. Each NIU can
'a suppcrt up tc 24 user devices.

S Beliability Mtzibutss

?

o

Requirement F-RS: Redundant data links.

Requirement P-R6: Network immune <+o single roint
failuare.

Broadtand Net/One may utilize broadband splitters and
couplers to mke NIU connections to redundant cable configu-
rations. Distributed access control methods implemented by
NIUs make network immsune to failure of attached equirpments.

Other cCriteria

B Pl .
SR B A SR R

-

E Criteria F-C4: Availability of off-the-shelf
'5 interfaces.

j Broadrand Net/One utilizes Network Interface Units (NIU)
Q . which cortain modem interface units for use with RF modesms.
f With that exception, the NIUs are virtually identical to
) NIUs used with the baseband Net/One local area network. NIUs

are designed with a 2-80 processor and are user programmakle
+o enable the customer to attach any device. NIUs are ccara-
+ible with the focllowing vendor equipment:

T p——
o
efafe®alal

Burroughs, Digital Equipment Corporaticn,
Hcneywell, 1IBM, NCR, Sperry Univac, OEM, PDP,
Zilog, Onyx, Hewlett Packard, Data General, Xerox,
and Sytek. ([Ref. 18] [Ref. 19]

In addition, NIUs offer *he following electrical interfaces:

' IREE 488, RS~232C, RS-449, TTL, CATV, and 8/16/32
- bi+¢ parallel.

.....
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Broadband Net/One NIUs are designed to give the natwcrk
systes hardware indegendence.

Criteria P-C5: Standards compatibility.

Broadband Net/One adheres to the IEEE Project 802 TR 40.1
broadtand standard. In addi tion, broadband Net/One has gate-
vays to kaseband Net/One which is compatible with the IEEE
Ethernet standard.

Broadktand Net/One is an example of an off-the-shelf CSMA tus
architecture that meets SPLICE design needs.

.............
.................
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...............................
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V. CONCLUSION

The strategy for evaluating 1local area netwcrks for
SPLICE ccnsisted of three phases.

The first phase developed a performance classification
system fcr local area network architectures. Network archi-
“ectures were classified based on two schemes. The first
scheme was the transmissicn medium wused ir the rfphysical
layer c¢f the architectures. The second scheme was the
access methcd, and related network topology, used in the
data link layer of the architectures. Performance attri-
butes of each class c¢f architecture were identified within
+he general performance areas of capacity, connectivity, and
reliabili+y. Using this classification system, cver 25
local area network products were classified based on their
architectures. This identified architectural classes of
network products with related performance capabilities.
This rerfcrmance classification system provides an adaptalle
framework +*o easily «classify present and future network
products and architectures. With this system, the perfor-
pance of network prcducts and architectures can be easily
evaluated.

The second phase of <the evaluation strategy reviewed
the distributed system design concepts being built around
local area networks for SPLICE. Based on the system design,
the need for two local area networks was established. They
vere a Background 1lccal Computer Network (BLCN) and a
Foreground Local Area Network (FLAN). The 3esign needs of
each network were translated into a set of evaluation
requirements and criteria. These evaluation guidelines ware
primarily develorped Ly identifying <he performance needs of
the networks in terms of capacity, connectivity, and
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reliability. In addition, evaluation guidelines identified

cther furctional design needs of the network systems.

In the third phase, the evaluation process vas executed.
This was accomplished by mapping requirements against the
perfcrmance related «classes of architectures developed in
phase one. The evaluation process for the BLCN was driven
bty very tigh capacity and high reliability requirements.
Hyperchannel, a baseband CSMA-bus network architecture by
Network Systems Corpcration, is an example of an architec-
ture which satisfied the -evaluation requirements and
criteria for the BLCN. The evaluation process for the FLAN
identified three exasple products with broadband CSMA-tLus
architectures which met requirements. Broadband Net/One by
Ungermann-Bass was an example of an architecture that satis-
fies FLAN evaluation criteria.,

This research describes a strategy for evaluating local
area netwcerk architectures for the SPLICE project. It is
hoped that +this will assist +the SPLICE project aquisition
rrocess in ewmluating the 1local area network architectures.
Ir addition, i+ prcvides a methodology and strategy %that
cthers may use in their evaluation of lccal area n2twerk
architectures.
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