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L Probably the wost important of all surface anslysis techniques are

[1. > Elesents of Diffraction Theory ; . . .. v v o v v o v v o3 those that give information about the surface structure. Apart from

T
; A OTTTRIRTGn Trow Srfaces . . ..o o aer e secondary and thermionic emisston, they are also the oldest. In December
\ 8. Surface Defects . . ... ... s .10 1927, the following appeared as the introductory paragraphs in an article
Y e artces ) In Phystcal Review: “The nvestigation reported in this paper was begun
I1I.  The Measurement of Diffracted-Intensity Distributions :' . .22 as the result of an accident that occurred in this laboratory in April

e ——

L. W23 1927. At that time, we were continuing an finvestigation. . . of the

( A, Sensitivity . .. ...
8 Resolving Power . . . . distribution in angle of electrons scattered by a target of

1. ﬁ‘!f"" c"“"‘?'L'_“L"L'_":‘i'fL‘J/ s polycrystalline nickel. Ouring the course of this work a liqutd-air
4 : 2;;::::::: :;::::2 Determinations . o . v o v v v . ’g: bottle exploded at a time when the target was at a high temperature; the
g. ?h:m;::l?:?‘i:: l'mﬂcs . . :; experimental tube was broken, and the target heavily oxidized by the

.

V. Instrumentation and Sample p"p.“nm.“ R 1 | inrushing atr. The oxide was eventually reduced and a layer of the target

——

[v A EVECEPON BUNS o » o v o e e e e e e e e e e . S removed by vaporization, but only after prolonged heating at various high
/: g 2:.'.7:2::" , :; temperatures in hydrogen and in vacuum. When the experiments were
0. Sample Preparation . . o ¢ v o « v 2o s s s s s s 0 s s o83

N 4 continued it was found that the distribution-in-angle of the scattered
Vi.  Representative Experimental R'??_‘_“ ’a", R electrons had completely changed . . . The most striking characteristic
VL Conclustons Lo h e e e 00 of [the observed strong beams in particular directions] 1s the one-to-one
. 1 edgeme! T £ 4
VI Acknowle nts correspondence [that they] bear to the same beams that would be found
REFEFENCES . o o o v o v o v o v o o oo v o s o v oo nas
Figure Captions .. . . . . . v o v v v v v s o o v v a0

tssuing from the same crystal if the incident beam were & beam of x-

rnys‘.(“

Thus was the diffraction of electrons discovered. It may seem that
1ittle has changed since that first low-energy electron diffraction (LEED)
experiment . Yacuum accidents still  happen (perhaps with less
serendipitous returns) and N has continued to be a favorite matertal for

LEED studies. MNore remarkable, however, is that most of the fmportamt




features of the diffraction of electrons were recognized within a few
years of the Davisson-Germer paper.“) Since then, there have been
considerable refinements in the basic ideas (brought about espectally by
the advent of ultrahigh vacuum), many applications, and better methods of
analysis and quantification, as well as a periodic rediscovery of the
fundamental ideas. There has been an expansion to other enerqy ranges,
leading to the acronyms MEED (wedium-energy electron diffraction) and
RHEED (reflection high-energy etectron diffraction). There have been
considerable  instrumental develomnts.(z-e) especially in  recent
years.”‘lz) as it became apparent that the resolving power and
sensitivity of existing instruments were insufficient to meet the goals of
the experiments being undertaken, There have been theoretical
developments, particularly in the construction of dynamical theories of
tow-energy electron di"racuon.(”‘”) but also in the analysis of
structural defects“a'n). And finally, there has been the growing
recognitton that crystallographic information {s necessary to interpret
the output of other surface spectroscoptes, with the consequence that a
LEED or RHEED capability has become standard equipment on wore or less all
experimental systems for surface research.

This chapter is an attempt to swmmarize, in a tutortal fashion, the
most important experimental aspects of surface-sensitive diffractton. The
desired result fs that the reader will understand enough of the essenttals
to set up a diffraction experiment and interpret the results. [t is not 3
compendium of recent, OF even the most important, results of surface
crystallography. Thus n0 attewpt has been wade to develop a comprehensive

list of references; only those most germane to the goal stated above are

-

included, A number of reviews exist on varjous aspects of surface
crysullograpﬁy.us"7'25'“) Especially the older ones are well worth
reading to obtain a clear overview of diffraction techniques.

We begin with the motivation for doing diffraction, namely to learn
about the atomic structure of surfaces, by discussing the general types of
surface crystallographic informatton that can be obtained with a surface-
sensitive diffraction technique. This is done in the context of simple
diffraction theory, After the establishment of this framework in Section
11, the rest of this chapter wil) concentrate on experimental aspects of
diffraction. Two major techntques, LEED and RHEED, will be discussed.
The emphasis will be on LEED because of the much greater activity
historically and still today in LEED, MHowever, much of the description of
LEED applies as well to RHEED. Addittonal discussion of RHEED will focus
on those experimental aspects that are unique, different, or of pacticular
value in certain experiments. Section 111 will dea) with measurements of
diffracted intensity distributions tn geners) terms, including 2
discussion of resclving power. [n Section |V specific measurements are
discussed #nd in Sec, V the instrumentstion required to carry out these
measurements is described, Some representative results are glven in
Section ¥1 and a brief conclusion follows Section ¥Il,

11. Elements of Diffraction Theory

In almost all interpretations of surface electronic, chewical, or
transport properties, the positions of atoms, their separations, their
deviations form perfect perfodicity, or the positions of their nesrest or

next-nearest neighbors are necessary inputs. These properties are Vdeally




probed with & diffraction technique. 1f one considers the elastic
scattering of radiation with momentum k, from a rigid cublc crystal with

lattice points

£jovma ¢+ b e omc, (1)

where ", My, my are integers, with atoms located within each unit cell at

positions

(2)

where uy, v,, w, are fractions, the amplitude at a given momentum transfer

S % -k, is given by

A(S) = ,),:n 'n (0,) exp [1 S . (LJO_&')]. (3)

The sum 15 over lattice sites j and the atoms n within a unit cell,
fol 8 E) is the atomic Scattering factor of the n'th atom, whered is half
the scattering angle and € 15 the energy of the radiation. Separating the

Sums,

A(S) » F(0 ,E) ;ew O(s. ) (4)

where

FO,E) - £ f, (0,E) exp [15 . Bn] (s)
)

1s the structure factor, The intensity then is
HY) = M) Ay = [FloE) |2 Ty . 0

where Z(Q 1s called the interference fum:tlon.z(g) can be visualized
ustng the concept of the reciprocal lattice. For a three-dimensional
infintte crystal, the reciprocal lattice 1s » three-dimensional array of
potats whose posftions are given by the reciprocal-lattice vectors [
where G 1] = a2 v Iy and ) i3 the distance between (A1) planes.
The interference function is perfodic with Sy and for an arbitrary
womentum transfer S can be written in terws of Sy and the deviation
parameter s = 5- s‘“. for a crystal with dimensions lll. lzb, and Ny,

where a, b, C, are the lattice constants,

. st? 172 W, (G808 102 172 W, (6, 10500
si? 12 (G, vsha sin? 172 {8yy3)-b
sh\z 172 ll3 (Q*|~i)._c_
sin® 1/2 (Eml’i)'ﬁ

Ty + 9
(7N

TGy + 3) has its maxiom value, T (Gyy)s when 3 = 0, te., when 5
satisfies the Lave conditions

S G
or

5.4 . 2h, 5.0 . 2%k, S.¢ x 2w, (8)




where h, k, 1 are integers. The maxima in the interference function have
heights proportional to (nluzu._,)z and  widths in  three orthogonal
directions in S space proportional to l/nla. l/llzb, and 1/Myc,

A useful representation of diffraction from a lattice is tn terms of
its reciprocal lattice and the Ewald construction. The Ewald sphere gives
simply the conservation of energy for elastic scattering, i{.e.,

A A out OF u°| = E|, where A and k are respectively the electron

in ”
wavelength and momentum. The superposition of the Ewald sphere onto the
reciprocal lattice shows conservation of momentus as well as energy in the
form of the Lave conditions S = Gy,. The diffracted-intensity
distribution in angle at constant energy is then given by the intersection
of the Ewald sphere with the reciprocal lattice. The Ewald construction
for penetrating radiation 1s shown in Flg. la for the energy and
diffraction geometry appropriate for LEED. An {incident beam with a
perfectly defined momentum s assumed and, #s a result, the Ewald sphere
is perfectly sharp, Figure 1b shows the situation for penetrating
radiation for the energies and diffraction geometry appropriate for RHEED
or grazing-angle x-ray diffraction. The relationship between the lengths
of the k vectors and the reciprocal-lattice vector 1s appropriste
respectively for LEED with 150 e¥ electrons and RHEED with 10,000 eV
electrons, As the energy or angle 1s varted, diffraction spots will
appear or disappear, but only one or several diffracted besms will be
excited and hence visible in the diffraction pattern at one set of

diffraction conditions.

A. Diffraction from Serfaces

For an adsorbed monolayer (or in any case where a phase is only one
atomic layer thick) it is easy to demonstrate that the rectprocal lattice
becomes a set of rods normal to the plane of the tayer. In Egq. (7) M1
and the third term equals one, implying that the interference function has
a constant value for all values of (G, ¢ $).c. Figure 2 shows the Ewald
constructions corresponding to LEED and RHEED for this case. It s
evident that now many wmore diffracted beams are excited for any
diffraction geometry, and that they will remain excited as the energy or
diffraction geometry is varied.

Intermediste between the limit of an infinite three-dimensional
crystal and an infinite two-dimensional crystal is ome that has a finite
dimension in the third direction. This situation is approximated for any
infintte three.dimensionsl crystal 4f the radiation used for the
diffraction experiment does not penetrate the sample to very large
depths, This must clearly be the case for all techniques that are
surface.sensitive, but the limited penetration is achieved in different
ways. Under optimum conditfons only one or two atomic planes make a
signtficant contribution to the diffracted intensity.

The interference function for a crystal that is artificially limited
in the z-direction by an exponentially decreasing magnitude of scattering
density can be described by de"nmg(") an attenuation coefficient, a ,
such that

M1

a- X (9)

where A, is the amplitude scattered by the a'th atomtc plane. The total




scattered amplitude ts then

AS) - EFi(8,E)a " expl15.1,], (10)

where ny specifies the plane containing the j'th atom., The interference

function becomes

102 172 N (G %80 $107 1/2 Ny (G 1 480D
R TN $1n” 7 (G 05)-2

2 s
L (g3 IFto0)[7

f e an
14a°-2 o cos((_;hutg).g

Unlike a grating with a finite number of lines, "3- which produces

ny-2 intermediate interference maxima, Such an attenuated grating produces

only broad maxima that are smoothly connected. This impiies that the

reciprocal lattice consists of neither points (3-D) nor “rods” (2-D) but

rather of “elongated points® or “cigars” in the c* direction, The

interference function thus is modulated. This modulation can be expressed

in terms of the mean free path for fnelastic scattering, A, .\ . oy(34.47)
< 1 3
arew by | @&y @) (2)
ne o

where Jo and Jare respectively the angles the incident and diffracted
beams make with the surface normal. Because the tast term tn €q. (11)
never goes to zero for attenuations typical of surface-sensitive
diffraction techniques, it {s customary to describe the reciprocal lattice
as a set of rods, as for a single layer, keeping in mind however that the
tntensity along these rods {s modulated with a period that reflects the
interlayer distance perpendicular to the surface, This 1s illustrated in
Fig. 3.

The Timited penetration of the radistfon 1n surfece-sensitive
diffraction techniques 1s achieved in different ways. At the energies
used in LEED, 10-1000 eV, the cross sections for both elastic and
tnelastic scattering are 5o large that the penetration of the beam is very
small, The 1{nelastic and elastic scattering cross sections have
approximately the same magnitude, of the order of several 2, The
sensitivity of LEED to the surface s in large part due to the strony
inelastic scattering. The inelastic mean free path of electrons, i.e.,
the distance an electron beam travels in a crystal before inelastic
collisfons reduce the beam intensity by a factor of 1/e, 1s plotted as a
function of energy in Fig, 4. In the energy range of 100 eV, the
inelastic mean free path may be as little as 4A, Because of the strony
elastic scattering, the “extinction distance™ of the beam s even less,
For a reflection diffractton experiment, where a wonoenergetfc beem must
enter the crystal, and beams with the same energy must exit again, the
mean "sampling depth® is half the value of the extinction distance.

for high-energy electrons or x-rays, the mean free path is much
larger. However, #s Eq. (12) shows, the limited penetration necessary for
surface sensitivity can be achieved by making \’0 and "hrge. i.e. by




grazing incidence and exit, £q. (11) therefore also gives the
interference function for RHEED and grazing-angle x-ray diffraction. One
can again think of this reciprocal lattice in terms of the approximation
of rods.
B. Surface Defects

So far it has been assumed that the crystal surface is infinite,
perfect, and rigid. In this case, the reciprocal-lattice rods will have
zero width and the diffraction spots will be sharp. [n the presence of
defects the reciprocal-lattice rods have a finite width, This can be
readily seen by letting N oor N be finite tn Eq. (7), In which case the
corresponding term is no longer a delta function, but rather a Junction of
the form sin? lx/slnz x, (where x = 1/2 S.a), which has a nearly Gaussian
shape in 1ts center, a full width at half-maximum (FWHM) proportional to
1/N, and wings higher than those of a Gaussian profile, with (N-2) side
bands that are distinct if N is small and unresolvable if N 1s large,
Limitattons in the order or the size of a crystal in the dimenston
parallel to the surface thus cause a different behavior than limitation of
the crystal in the direction perpendicular to the surface caused by finite
penetration. In the latter case subsidiary maxima do not occur because
the amplitude from each plane is different. In the former, each row of
atoms scatters the same amplitude, and therefore, If the finite-size
effects are reguliar, distinct subsidiary maxima can be observed. In many
cases, of cours#, the disorder is random (e.g. many smal) ordered regions
of different sizes) and the subsidiary maxima wash out to leave only a
broadened Bragg peak and a diffuse background,
B.1 Clean Surfaces

An example that {llustrates generally the broadening of reciprocal-

lattice rods caused by defects can be given by considering a distorted
crystal, where the position of the j'th lattice site {or unit cell) is now

INREARS (a9
where h ts the vector giving the displacement of the unit cetl from its
proper position LS To describe this density function, more Fourier
components are necessary than for a perfect crystal. Around a particular

reflection Gyuy. Eq. (4) becomes

A(&”*i) = F(9 ,E) ;:exp {t (g.,mo_s_).u@‘,)]. (14)

The presence of the imperfection thus introduces an added phase factor
exp [ (5.“03) . E.j]' Consider 34 to be a sinusoidal variation in

spacing in the a direction, 1.e.,

2
R -gcos:-'l (15)

0] A’

where & ts very small compared to a and where A is the wavelength of the
wodulation. Then for the reflection G,

2%
A(Q,u’i) = F(8,E) L exp “(Ehkl’i)‘ﬁj] exp ['Q\n-ﬁ cos —A"-]. (16)
3

neglecting the term (s . 3"). Because § 15 small, the second exponenttal

can be expanded to give




A(Bpyy*s) = F(o,E) ;: {exp ['@hu’i) . g]
2
+ 4 Gpyye §cos '—:1ew ['(Eh;li) . I.J' . (an

The first term is just the Fourter transform of the perfect crystal, while
the second leads to sidebands at positions s, = ¢ 2 8/ Aavay from the
watn peak, [If the crystal has a dimension ll,a in the a direction the rods
will be broadened, with a FWHM of the rods in the a direction of
bs, = 2v/Nya. If A ) Ma, the sidebands merge with the sain rod and
csuse further broadening that increases with increasing h because of the
factor Gyyq - & . 11 A < M2, the extra intensity goes iato a background
and leaves the matn rod unchanged in width but reduced in intensity.

The effect on the reciprocal lattice of several types of defects can
pe fifustrated by considering thelr wavelength 4 . For example, most of
the Fourfer components of displacements due to thermdl vibrations
have A of the order of atomic dimensions, which is such smaller than the
dimension of a typical ordered region on a crystal surface. Hence thermal
vibrations cause a diffuse background intensity that reduces the intensity
at the (hk) rod but causes no broadening. Similarly, point defects have
Fourier componests that have smostly small A , and they thus produce only &
diffuse background. Random lattice stratm, on the other hand, can have 2
much longer wavelength, of the size of the crystal, t.e., A ~Ma. NHence
random strain causes broadening of reciprocal-lattice rods that increases
with increasing 5“. the paralia) component of & reciprocal lattice
vector, The dependence of the broadening on 5” due to random lattice
strain at the surhce“‘) 15 shown schemstically in Fig. S.

Other defects that are not as easily explained in the above context
can also exist at a surface, For example, subgratn (mosaic) structure in
a crystal, shown in Fig. 6a, manifests ftself at the surface as finite-
size domains that have small misorientations with respect to each other,
Typical mosaic dimensions in well-grown crystals are of the order of | u e
or larger, and amisorientations are of the order of a tenth to severat
tenths of a degree. This wisorientation causes a broadening of all
reflections with G.L' the normal component of & reciprocal-lattice vector,
as 1s tllustrated in Fig. 6b. The broadening fis easily understood by
recognizing that each crystallite has its own reciprocal lattice normal to
its surface and that these must have & common origin, Misorientations of
0.1° are readily observable by making angular profile measurements at
various energies (i.e., (iu(”'s’o).

Surface steps represent an entirely different type of defect, Many
arrangements of steps are possidle on a surface, with distinctive effects
on the reciprocal lattice. The step arrangement for which the reciprocal
lattice ts visualized most easily Is 2 monotonically increasing or
decreasing step array with constant terrace size, As shown in fig. 7, the
reciprocal lattice can be considered as the product of the terrace
structure factor and the reciprocal lattice associated with the average
surface. This is equivalent to saying that the surface is the convolution
of the single terrace unit with the step “lattice". The lattice points
for this lattice represent the repeat units for the average surface, t.e.,
there is one lattice point associated with each terrace, Because the
average surface consists of many “lattice” points, the reciprocal-lattice
rods corresponding to the average syrface will be sharp, Because the

Yattice points are far apart, the reciprocal-lattice rods are close




together. Their separation {5 inversely related to the cosinme of the
angle of cut: the greater the deviation from singular, the farther apart
these rods will be. The terrace structure factor is just the reciprocal
lattice associated with a single terrace., Because the terrace has finite
dimensions Nla and Wb, the reciprocal-lattice rods corresponding to a
single terrace will be broad, as discussed earlier. The greater the
deviation of the average surface from singular, the smaller will be the
terrace size and hence the greater will be the broadening. It should be
evident that as the distribution of intensity due to the terrace structure
factor gets broader (f.e., smaller terraces), the reciprocal-lattice rods
of the average surface get farther apart (i.e., the repeat unit for the
average “lattice” gets smaller), The product of these two factors,
analogous to Eq. (6), is observed in reciprocal space.

Other step distributions produce different reciprocal laulces(zs).
For example, if the terrate size remains uniform, but the steps are
alternately up and down, the reciprocal lattice consists of rods modulated
in G_Lzhn are not inclined, because the average surface is flat, This is
illustrated in Fig, B and can be explained simply in the following
manner., As shown in Fig. Ba, the periodicity of the Step structure is
2Ma, where N is the effective mmber of scatterers in one terrace, The
interferer .nction can be described as the product of three structure
factors, ome that describes the periodicity with 2Na, one that reflects
the scattering from one terrace of dimension Na, and one that gives the
interference between terrace and trough, The Hrst,‘rl[z, is & reciprocal
latttce consisting of rods that are delta functions (because this
structure is infinite) spaced 2¢/2Na apart, and oriented normal to the

surface. The separatton of adjacent rods, f.e., n = 0 and n = 1, reflects

14

the size of one terrace plus one trough. |Fz|z, the structure factor of
one terrace of dimension Ma, consists of an intensity fumction of
form slnz(Ni . yz)/slnz(é . 2/2) with maxima spaced 2v/a apart (because 2
ts the repeat unit in a terrace) and with N-2 subsidiary maxima. The rods
are again oriented normi) to the surface. The main maxima have a FWHM of
2v/Na, and overlap three of the delta-function rods. The minima of the
terrace structure factor occur on alternate deita-function rods, as do the
subsidiary maxima, |r3|z takes the difference in z spacing between
terraces and troughs into account. This can eastly be shown to be 2
functfon of the form "3'2‘ 2{1 + cos {h ¥) cos (G-L d)}, where h = 0,
1, 2 +.. IS the order of the reflection and d s the height difference
between terraces and troughs, 1f this function {s evaluated at different
values of G.L' tt is found that its zeros occur alternately at the n = even
and n = odd rods. The product of all three structure factors gives the
reciprocal lattice shown in Fig, Bc, with the rods with n = 0, 2N ....
having maximum {intensity, the adjacent ones having about haif as much
intensity, and the subsidiary rods heving a few perceat of the intensity
of the main rods, depending on the size of a terrace. They are all, in
principle, vistble, although the subsidiary maxims may be quite weak,

The periodicity of the osciilation tn EL 1s quite evideatly related
to the step height, as can be seen from the third structure factor,
Physically this can be interpreted as constructive and destructive
interference between terraces and troughs. When the interference s
constructive, the diffraction does not recognize the existence of steps
and only the reflections corresponding to an infinite lattice with lattice
constant a appear, at 2wh/a. At other (‘:L's. atl the other rods appear,

and at charscteristic Gl's the rods at 2sh/a disappear while all the




others are present, Each rod displays the same periodicity in G|, but
with minima displaced In ﬂbecause the phase shift due to E“ is
proportional to h. This periodicity in (ﬂ_\s reflected in all stepped
structures that have a unique step height or multiples of such a unique
height., Thus it is always possible in such cases to extract the step
spacing, simply from the periodicity of the oscillation or modulation in
width of the reciprocal-lattice rods.

Introducing a distribution of terrace sizes causes broadening of
reflections rather than a set of sharp delta functions. The most general
case, shown in Fig. 9, is for random up and down step edges occurriang at
random Mtervals.(z"') This situatton is approximated by most surfaces
that are nominally flat but contain steps. The situation is similar to
the alternate up and down terraces of uniform size, except that, because
of the randomness, the original delta-function term, |71|2. {s absent and
|FZ|2 does not have subsidiary maxima but only a diffuse monotonically
changing intensity between the maxima. The reciprocal-lattice rods
alternately broaden and narrow as G..L's changed. The periodicity of the
broadening is again related easily to the step height. At the conditions
for which all the terraces scatter in phase, the diffraction spots will be
sharp. At other (.;.L.s' there will be partial destructive interference and
the spots will broaden. They will be broadest (for step distributions
that contain only monatomic Steps or a predominance of them) half way
between the sharp spots.

If there is a predominance of steps of 2 height different from
monatomic, the broadening will be duferem..(z") This §s simply
illustrated by considering all the steps to be double height, causing the

periodicity in GJ-“ halve. As the step height multiplicity increases,

— e —— — ————

the period of osciliation decreases, A superposition of steps with a
range of multiple-step heights leads to a distribution in reciprocal space
as shown in Fig, 10. The broadening becomes flat over most of the range
of GI. with very sharp minima in width occurring at the positions of
constructive interference, which do not change. A physical analog of
multiatomic steps 1s slip planes emanating at a surface. Slip in crystals
can .esult, for example, during cleavage, and may result in step heights
«f 20 to 500 lattice constants.
1.2 Qverlayers

Most of the phenomena mentioned above for clean surfaces have analogs
in adsorbed overlayers, The most commonly observed (if not the most
common) form of adsorbed monolayer is ome that s cosmensurate with the
substrate {i.e., adsorbed in regular lattice sites of the substrate) and
with a unit mesh larger than that of the substrate (i.e,, with a
supertattice}, Such layers are f{dentified with a standard notation
indexed to the substrate unit mesh, such as W(110)p{2x1)-0, which
indicates #n overlayer of 0 on the W(110) face that has a unit mesh
dimenston that s twice the substrate unit mesh dimension in the a
direction and the same size as the substrate unit mesh in the b
direction. “p" indicstes that the overlayer unit mesh is primitive, t.e.,
it contains only one atom. Stmtlarly ¥(100)c(2x2}-H indicates an
overlayer of H on the W(100) face that has unit mesh vectors twice that of
the substrate in both & and b directions, but addittonatly includes an
atom in the center of the mesh. 1t is thus not primitive. An equivalent
notatfon for this overlayer that does give a primitive mesh s
W(100)p( ¢ 2 x 7/ 2) R45°-H, where RAS® indicates that the overlayer unit

mesh {s rotated by 45° relative to that of the substrate. Overlayers with
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a periodicity different from that of the substrate produce additional, or
superlattice, reciprocal-lattice rods. The positions of these
superlattice rods can be established by substitution of the proper
superlattice unit mesh vectors for a and b into Eq. (7), or else by an
argument similar to that given by Eq.°'s (9)-(13), which wil) demonstrate
that the new fourier components produce a “sideband” at the proper
reciprocal-lattice positions, The reciprocal lattice for a complete,
tnfinite, perfectly ordered monolayer with a double periodicity in the 3
direction (e.g., p{2x1), p(2x2), c(2x2)] is shown in Fig. lla, The
intensity distribution consists of delta-function rods.

Another form of adsorbed layer is an “out-of-registry” layer, where
the spacing of the overlayer atoms fs slightly different from that of the
substrate, [f one -onsiders an atos at an origin "lining up" with a
substrate atom then the (N + L)'st overlayer atom will agaia time up, but
with the N'th substrate atom, leading to a superiattice with a large
wavelength, The Fourler transfarm of this spacing glees sidebands, close
to the main maximum, called satellite reciprocal-lattice rods. The
formation of satellite lines can be caused by an overlayer that may be
rotationally or transtationally out of registry, by a pertodic lattice
distortion of the substrate caused by overlayer adsorption, or by similar
e”ects.(“'sz) 1f the distortion or displacewment has a definite period,
the satellite reflections will bhe sharp, Because the wavelength A‘M
the distortion is generally large relative to a lattice constant, the
satellite reflections will lie close to the position of the reflections
for the undistorted or undisplaced lattice, There should be o
mltiplicity of sidebands, at values of s, = iﬂ. . With the one nearest

the main peak being the most intense.

Any commensurately adsorbed monolayer that forms & superlattice will
have translational and possibly also rotational (depending on the symmetry
of the unit mesh) antiphase domatins, A monolayer may exist in the form of
two-dimensional anttiphase lilaﬂdS(Zl‘z,) at some finite temperature if
there is a net attractive tnteraction between the adsorbate atoms. There
are a number of reasons why a sulaonolayer might exist as a distcibution
of tstands, the most important being kinetic limitations and substrate
point or line defects that act as mucleation sites, The reciprocal Yattice
appropriate for a submonolayer that forms antiphase islands depends on the
coverage and ot the type of antiphase boundaries that can exist for the
structure, A reciprocal lattice thet s generally applicsble at low
coverages for overlayers that form & superisttice is shown in Fig. 1lb. A
distribution of overlayer istand sizes is assumed, The superiattice
reciprocal-lattice rods broaden while the fundamental reflections coasist
of a broadened contribution, due to the overlayer tslands, and a delta
function resulting from the perlodicity imposed by the subdstrate. This
same reciprocal lattice results at any coverege for overiayer structures
in which rotational antiphase domains are atlowed [e.g. p(21]1) and
p{1x2}). This is easy to understand. At low coverages, islands will be
separated by a considersble amount of “ses”, Because of the transiationa)
antiphase boundaries that alweys exist tn overlayers with & superperiod,
these widely separated ordered overlayer regtons will be uncorrelated in
phase (except at the precise Lave condition). The diffracted intensity
from the overlayer consists of the sum of intensities froe the individual
|shn¢s.(2‘-z” There is interference, however, between the amplitudes
scattered from the substrate and from oLhe rondomly arranged islands,

waking the relative strengths of the deita function and the scattering




from the overlayer dependent on diffraction cond".lons.(s” The reason
that an overlayer with rotational antiphase domains acts in the same way,
independent of coverage, s that these domains can't interfere with each
other, and thus one always acts as “sea” for the other.

For an overlayer that forms only translational antiphase boundaries
(e.9. p{2x2)) the reciprocal lattice #s {dentical to that shown in
Fig. 11b at low coverages, At saturation coverage there is no “sea”, and
becayse the fundamental reflections are not sensitive to antiphase
boundaries that occur at integral multiples of the fundamental spacing,
these rods will not have the diffuse wings, but will de sharp, #s shown in
Fig. 1lc. The superlattice rods are broadened, because they are sensitive
to antiphase boundaries.

if the overlayer adsorbs commensurstely but without a superlattice
{p{1x1) structure], there obviously will be no superlattice reclprocal-
lattice rods. If two-dimensional islands form, the reciprocal-lattice
rods at low coverage will be {dentical to the fundamental reflections
shown in Fig. 1lb. For a p{ixl) layer there can be no rotational
antiphase domains, nor translational antiphase domains in the sense that
we have so far described, {.,e., occupation of the same type of sites but
translationally displaced by & wmultiple of the substrate lattice
constant., At saturation coverage the rods will therefore ordinarily be
sharp, as shown in Fig. )ic for the fundamental reflections. However, a
translational antiphase boundary of a different type can occur, This
raquires the occupation of two types of sites, e.g., hcp and fcc sites on
an fee (1t1) surface. The resulting antiphase boundaries (called twin or
stacking-fault boundaries in bulk Ffilms or crystals) cause selective

broadening of some of the reciprocat-lattice rods. fFig. 12 shows a
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schematic diagram of an overlayer with 2 twin boundary and the resulting
reciprocal lattice in one direction. The selective broadening of same
rods can easily be wunderstood physically by recognizing that the
transiational mistake at a twin boundary is less than one lattice
constant, thus causing broadening of all those rods where the phase does
not sum up to one, and no broadening where it does.

Finally, overlayers may form as completely incommensurate layers
that, in a sense, form two-dimenstonal ordered rafts that have nc definite
phase relationship to the substrate on which they are adsorbed. The
overlayer has its own reciprocal lattice. At any coverage below a
monolayer, this system behaves like a3 two-dimensional mosaic, f.e., there
is a random phase relationship between ordered islands, but, if the
substrate s flat, there is no out-of-plane wisorientation of the
overlayer islands. If only translational randomness exists, (i.e., all
the islands are oriented in the same mamner) the reciprocal lattice is as
shown fn Fig. 13. The (0C} rod (s a delta funztion, decause the specular
reflectton is not sensitive to lateral phase shifts., All the other rods
will be untformly broadened. Because completely incommensurate layers
will gemerally also involve rotational randomness, the rods turn into
rings of finite width, for all but the (00) rod.

Islands adsorbed on a substrate cduse & modulation of the shape of
the fundamental reflections with G-Llor the seme reasons that steps do,
namely there occurs 4an  interference between substrate and adsorbate
layer. For self-adsorbed layers, which form p(ixl) structures, this is
obvious, because they are directly analogous to terraces. The same
reciprocal-lattice rod shapes described for step structures are possidble

for such systems. For systems in which the overlayer atom is different
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from the substrate atom a weak modulation of the shape of fundamental
reflections should also exist, but it may no longer be simply oscillatory
with the inverse of the layer spacing. Because the scattering factors are
ditferent for substrate and overtayer atoms, there may be a phase
difference upon scattering from the overiayer and substrate. This phase
adds to that due to the path difference and may shift the mintma or
distort the period of modulation,

tn this section we have sumwmarized bastc elements of diffraction
theory, in the kinematic 1imit, We have shown how surface-sensitive
diffraction techniques can be discussed in terms of the Ewald construction
and the relevant reciprocal lattice. A nuwber of reciprocal lattices that
correspond to various types of surface disorder have been presented. A
perfect instrument has been assumed throughout this section. In the next
section we take the opposite approach. We assume that the crystal s
perfect but that the tnstrument, like all real instruments, has a finite
sensitivity and a finite resolving power. Ne discuss the influence of
these limitations on the measurement of diffracted intensities and on the
accuracy of surface crystallographic determinations.

. The Measurement of Diffrac :d-Intensity Distributions

A diffraction experiment requires the creation of a beam of
radiation to use a5 a probe, and the detection, at specific diffraction
Jeometries, of the radiation scattered elastically by the sample. For
accurate structural analysis, the intensities must be precisely
weasurable, and intenstties scattered finto different directions or at
different energies must be distinguishable. The performance of o

diffractometer in these respects can be described in terms of its
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sensitivity and its resolving power, An {astrument cannot be optimized in

both; maximem sensitivity can only be achieved at the expense of
resolution and vice versa.
A, Sensitivity

In a diffraction experiment one fis, in essence, counting

particles arriving in a particular direction, and therefore the best

obtainable ratio of the intensity of the true signal to the notse current

can be described by the well-known relatfonship between signal and shot

uo‘se,(s‘)

J:: notse o ot t)”z' (8
where 1 1s the incident-beam curreat, t fis the time of messurement,
and o Is the probability of measuring a diffracted particle for each
Antident particle. o can theretore be identitied with the sensitivity tn
a measurement, It includes both physical factors, such as scattering
powers and the finelastic-scattering cross section, and {instrumental
factors, such as detector size and sensitivity. It is clear from Eq. (18)
that the simplest way to increase the signal-to-shot-notse ratio is to
increase the dose, i.e., to raise the tncident current { or measure for a
longer time t. [n surface diffraction experiments it is freguently not
possible to increase t arbitrarily because structural or chemical changes
are introduced as a result of surface heating. ([t is also not possible to
measure for arbitrarily long times, because the surface becomes
contaminated. Surface contamimation can, in fact, be considered the ‘/f
or flitker notse in the measyredent. In addition, electron besm damage is
dose-dependent, and many surfaces and overlayers are quite seasitive to

electron beams in the applicable energy ranges.
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in LEED and RHEED, low sensitivity manifests itself in the tnability
to measyre the intensity of small peaks accurately and reproducibly or to
ootain an intensity map with sufficient dats for relfabie structural
analysis in the time avatlable before the surface structure begins to
change, The magnitude of the background intensity ts also significant,
because the shot notse ts proportional to the sum of the true and
background intensities. A large background can therefore stgnificantly
degrade the reliability of intensity data.

The most effective approach to improving the signal quality is to
increase the sensitivity of the instrument, This will be addressed
briefly later,

B. Resolving Power

Instrumental factors also 1tmit the resolving power of the
tnstrument, i.e., they cause a loss in attainable accuracy in wmeasuring
the shapes of rectprocal-lattice rods, It is posstble to quantify this
contribution.(55)  tf 1(P,€) represents the broadening, or Instrument
response, funcum.(“) the measured intensity 1is given Dby the
convolution,

9 () = 1he) ¢+ 1dey, (19)
or equivalently

AHS) = UD) * ). (20)
1d.e a 1(S). the true signal, results from the incoherent sum of
diffractton patterns of individual electrons ail with the same momentum.
{{ ’.E) is a delta-function If the surface is perfect and 1s a function
with some anguliar spread or “physical width" if the surface 1s not
perfect, T{ ’.E) can be thought of as a shape function, whose integral ts

unity, that distributes the true intensity I(’.E) over a range of angles

and energies 1n reciprocal space. The major sources of tnstrumental
broadening in diffractometers are the 1ncident-beam divergence or “source
extension”, v , of the electron gun; the energy uncertainty tn the
incident beam, & €, the incid:nt-beam dimeter, D; and the detector
eperture width, d. As discussed by Park et al.,(5%) tne tnstrument
response function, the distribution in momentus of all the electrons

arriving at the detector if the sample is perfectly periodic, will be
HAE - 1.6 v+ By * 1de)g « 1ihe),. (e

The total instrument response wmeasured for a typical commercially
available LEED 1astrument has a Gaussian profile near its center, with
wings that are more Lorentztan. Respoase functions have to our knowledge
not been measured accurstely for RNEED, grazing-angle x-ray diffraction,
or atomic-beam scattering Systems,

The different uncertainties that make wp I(o‘.[) influence the
accurate determination of the reciprocal lattice in different ways, some
causing {naccuracies in E“' others 1n€L, but most in both. 1t s
instructive to consider the contributtons to l(’.[) separately using the
reciprocal lattice of a two-dimensional perfect crystal, Figure 14
fllustrates some of these contributions, ¢n both real and rectprocsl
space.  Consider first an uncertainty in the energy of the fncident
besm. In order to tsolate just this one uncertainty, assume an infinitely
narrow parallel beam, f.e., two coaxial rays, with slightly different [5°|
vectors, falling onto an infinite, perfectly periodic two-dimensiona}
crystal.  The reciprocal lattice and diffractton geometry for the (00)

reflection are shown in Fig. 14a. Because the wave vectors &k must all end
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on a rod, it is clear that an averaging in G| results, f.e., all values of
intensity along the rod between the extremal value of the k vectors are
sampled, No broadening of the specular [(00)] beam results from an
energy uncertainty in the incident beam because the k vectors are all
parallel. Thus for an infinite, perfect, two-dimensional crystal, if only
an energy uncertainty exists in the incident beam, the (00) diffraction
peak will be a delta function in angie whose (ntensity Is some integral of
the intensity along the rod over the range in ELum is sampled,

For nonspecular beams, an energy uncertainty in the incident beam
causes uncertainty in EH as well as an iateyration over a range in GI, as
shown fn Fig. 14b. The k vectors myst still fall onto the rod, giving the
average in l'.l. but in order to do so, they emanate from the crystal at
various angles of incidence, For an infinitely narrow, parailel incident
beam, this would produce a diffracted beam that has a fintte width at the
detector. As indicated below, such a finite width represents an tnability
to determine precisely the value of 5“, becayse 1t will give a reflection
broadened in angle. Thus for nonspecular reflections, an energy
uncertainty gives a measured profile that is some sample over ELQn which,
as well, the value of E“ is imprecise.

A simtlar situation obtains {f there is an angular divergence in the
inctdent beam. 1t is, however, somewhat more complicsted to visualize,
The condition of minimum influence of angular divergence occurs if the
beam 1s focussed such that the parttcular diffracted beam that 13 bdeing
measured has minimum size at the detector. Even the best focussing effort
will resylt in a beam that has a finite size and finite divergence at the
detector, finite beam size and finite divergence can be treated

separately by considering each point in the beam area to be the focal
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point for rays. Then the complete beam can bde described by the
convolution, as in Eq. (21), of the divergence contribution and the
finite-besm-size contribution, Thus for the purposes of describing the
influence of the beam divergence assume that it is possible to focus
perfectly, t.e., to make an nfinttely narrow beam at the detector that
does, however, have some divergence. The corresponding real- and
reciprocal-space diagrams for the (00) rod are shown in Fig. l4c. As for
an energy uncertainty, an iIntegration over a range in G‘Lresults. The k
vectors are also not paraliel. However, 1f it is assumed that this be;
ts focussed at the detector, there is no broadening in E” due to the beam
divergence,

If the focussing conditions are set to focus the (00) beam on the
detector, none of the other diffracted beams wil) be in focus. This can
be seen from simple geometry by recognizing that the other reflections
come from “mirrors” ortented differently with respect to the incident
bean. Thus for any besm other than the one that is chosen for best focus,
beam divergence will lead also to an uncertainty in g“. as shown in Fig,
14d. 1f the iIncident beam ts focussed on the sample, all diffracted beams
will be broadened in angle.

The important quantity in considering the contribution of finite beam
width to the resolving power ts the besm width at the detector. After
removing the divergence the finfte-beam-width contribution can pe
considered separately as resulting from a parallel beam that has » stze
given by the size of the beam at the detector. Each ray in this beam will
be incident at the origin of reciprocal spsce, hence no averaging
over G| results from fintte beam diameter. Uncertainty in !” results

because a finite besm dismeter transiates into an angular uncertainty,




The angular width differs for different beams, as shown in Fig. Ide. ft
will be most severe for beams near normal exit, A lens before the
detector may be used to focus 3 parallel beam to reduce the effect of beam
diameter if the beam 15 itself parallel,(56)

The effect of finite detector aperture size is the same as that of
finite beam diameter, 1.e., iU causes a broadening in g“ because of the
angle subtended by the detector at the sample. Unlike that of the finite
beam diameter, the angular width of the finite detector aperture is not
dependent on exit angle of the beam, as shown in Fig. 14f.

Several of these contributions influence the resolving power
differently 1in differeat directions, causing asymmetric-spot-shape
effects. To illustrate this, consider again the energy uncertainty in the
incident beam. For the (00) beam, it causes integration only in (EL For
nonspecular reflections uncertainty in E“ also results, but for some
configurations, e.g., when ki and k are copianar, broadening occurs in
only one direction in 9_” This can be readily visualized with the help
of the reciprocal-lattice constructions in Fig, 14,

The above discussion has 1llustrated the various contributions to
T(6) and their effect on a measurement. It Is evident that the
instrument response differs at different diffraction conditions, The
resolving puwer of an instrument at any diffraction condition can be
quantified by defining a minimum angle of resolution. If one represents
the instrument function Y(;’.E) by a Gaussian with a full width at half.
maximom, b‘. and the accuracy to which this width is known and to which a

measurement J(’,E) has been made as Xi, then the smallest value of the

width of a signal I(’.E) that can be resolved by the instrument 15(55)
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tn "[(0y ¢ X2 op? - oy - oV g (xs) V2, (22}

Equation (22) represents the worst possidble case for the resolving power
of a yiven instrument, because it is based on extremal values of signal
allowed by the error bars, The uncertainty in the measurement, X, fis
clearly related to the systew sensitivity, and thus is a function of the
incident beam current, the detector efficiency, and the measurement
time. Methods to Increase the resolving power by improving electron gun
characteristics to give a better instrument response and by improving
detector efficiency to give greater sensitivity are briefly addressed in &
later section.

1t has been mentioned earlier that different diffraction techniques
observe the reciprocal lattice tn different ways. The limiting cases are
those appropriate for LEED and for RHEED, In the former, the incident
beam 15 generally nearly narmal to the surface, and the most frequently
observed diffracted besms are those that emanste nearly normsl to the
surface, In the latter, the incident beam is very near grazing incidence
{fractions of one degree to several degrees), and the diffracted besms
tikewise exit near grazing angles. The two techniques therefore give
quite different cuts through the reciprocal lattice, with a consequentiy
significant influence on the resolving power. In LEED, the beams
emanating near backward directions represent cuts nearly perpendicular to
a reciprocal-lattice rod. For a cut that is strictly perpendicular to the
rod, no averaging in G_‘:esults except that introduced by the instrument
response, l(’.i). Any other cut through a rod always gives an integral
over G-L in addition to that introduced by T(.’.E). This is an important

disadvantage in many experiments, especially on surfaces with defects, as
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discussed in the next section, where severa) of the ways of measuring
diffraction spots are more fully explored, Cuts not perpendicular to a
rod also have an important positive consequence, however, in that they
tncrease the resolving power in the piane of the cwt. 57 This can eastly
be seen by considering a rod with finite width AG“ . A cut normal to the

rod will give sn angular width

9 2l 23)

The intensity functfon with this width, is, of course, convoluted with the
instrument function, Whether {1t s resolvable depends on the minimum

angle of resalu“o«." A cut 2t an angle dwin give an angular width

win*

MG
Py rcl-}s——. (24)

where o‘s the angle the exiting beam makes with the surface normal. Thus
as J increases, A90ncreases until, at an exit angle of 1°, the anguler
width measured (in the plane of k and the surface norsa)) for a rod of a
given width AG” ts about S50 times that near normal exit, As the
minimm angle of resalution is not significantly affected by exit angle
(because of the dominance of the beam-stze contribution to the instrument
response in typical syste-s(“)). tt becomes possible to distinguish much
smaller AG” , 3nd hence the resolving power increases, A cut at 45° at
LEED energies 1ncreases the angular width of a reflection by 1.4; 4 cut ot

J0° incresses it by & factor of 3. [n RHEED, the length of the k vector
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1s greater, negating to some degree the effect of the swll angle,
Nevertheless, for @ 1° exit angle and & 10 ke¥ beam, the anguler width
("stresk length") of a reflection should bde about seven times that
observed for LEED at 150 eV and normal exit, and hence the resolving power
§s sore than seven times as great in the plane defined by k and the
surface normal. In the plane perpendicular to this one the resotving
power 13, in fact, smaller than that of LEED by the ratio of the lengths
of the k vectors.

The resolving power of the (astrument ts meaningful only in terws of
the real-space distances that can be resolved. Some simple examples wil)
1llustrate that for & given instrument, the resolving power depends on the
type of defect that s present on the surface. We sssume an instrusent
with a sinisum angle of reiolutla«,_m = 0.5°, typical for a conventfonsl
LEED system at 50 e¥. We consider three ““,:(55)

(1) Mosaic structure with translationally random phases only
in this model the surface 1s flat, Dut has domains of mosaic

structure that are separated by random phases in g direction parallel te

the surface. An example might be a saturstion age  tnc ate
overlayer consisting of many domains that have random translational phase
relationships. Within each domain, the structure fis assumed perfectly
pertodic with & lattice constant a. For simplicity, all domains are
assumed to have the same size, l‘l. The interference function Vs given by
€q. (7},

s!nzi .l(slkl’i)‘ﬁ
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where Ny is the total number of atoms in each domain, and N is the number
of domains within the diameter of the incident beam. for a normally
tncident beam, the FWHM, by, of the intensity function is related to the
domain size by

b, - 0.888/(ha) (a7 - W D)V, (26)

1
where A is the wavelength of the electron and h is the order of the
diffracted beam from & set of surface rows, i.e, (00), (10}, (20), etc..
For the first-order (h = 1) diffraction maximue for diffraction from a
surface with a Jattice constant |a| = 3 A the maximum size of flat mosaic

domain that the instrument can resolve is
(4,0),,,0-88800s% (a7 - 2217 5 15 (21)

1t ".“" is improved to 0.2°, either by increasing the accuracy of the
measurement or by improving the instrument response, the maximum domain
size that can be resolved Is (Wja)y,, =~ 535 A.

As can be seen from Eq. (27), the maximum observable domain size
depends on the energy of the incident beam, the order of the diffracted
beam (hence the inctdent and exit angles), the lattice constant, and the
wintmum angle of resolution.

{(2) flat continuous surface layer with translational antiphase
boundaries and equal-size domains,

1f  the surface consists of a continuous phase containing
translattonal antiphase boundaries, finstead of a continuous phase with

random phase boundaries as in Model 1, a definite phase retationship

32

exists between the dosains. This is the approximate situstion for many
Commensurate overlayers with Righ-symmetry superlattice structures [e.q.
P{2x2)] at their saturation coverage. If there are a roughly equal number
of each type of antiphase domain, all of sige K18, the superlattice Bragg
reflections will be split tnto two pesks separated by an Angle("")
2.2
by = sarma (o - W22 (28)

where the angular separation b) reflects the perfodicity tatroduced by the
repetition of antiphase boundaries at regular intervals given by Nja, the
domain size. The minimum 3ngle of resolution 1S then interpreted as the
smallest angular separacion of the two spots that the instrument can
resolve. for 0’.," = 0.5, E = 50 ev, a » 3A, and h =« 1, the laryest
antiphase domain of this type that the instrument cen resolve ts

)3y » 2ardy (e - V2 T 204 (29)

(3) Flat  continuaus surface layer with translational antiphase
boundaries and random-size domatns,

1f the dowmains in Model 2 are not the same size, but have a
random distribstion of sizes, wilh only translationa) antiphase boundaries
between thew, then

tastesd of splitting, the superlattice Bragy

reflections will be broadened. The FuliM by s related to the average

domain size, (N,a), by“”

by Ay gypeese (30)
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where
o (oo ff )2 ana f 21 2/,

Again for ’."‘ = 0.5°, E =60eV¥, a =34 andh 1 the maximum average
domain size that the instrument can resolve 1s (Nja),, . S 155 A,

it s evident from this discussion that for a given instrumental
response the resolving power differs for different types of defects that
1imit the order on a surface or in an overlayer, In addition, the
resolving power may be different in different directions and for different
techniques. Similarly the sensitivity may differ for different techniques
and different instruments. Some diffraction measurements require high
sensitivity, others high resolving power. In the next two Sections we
discuss the major types of diffraction measurements and the optimization

of diffractometers in terms of sensitivity and resolving power.

1¥.  Surface Crystallography Measurements

In this section, the wmajor types of surface crystallography
measurements are described and the limitation of these measurements
explored with reference to the last section,

A.  Diffraction Patterns

The wmost common diffraction measurement 1{s, of course, the
observation of the diffraction pattern. From 1t the size and shape of the
surface unit mesh and the existence of any superlattice can be obtained by
inspection, Simply the presence or absence of reflections, their position,
and their behavior with incident-besm energy can be used in investigations
of the overlayer symmetry, the nature of the defects present, and the
existence of possible phase transformations in an overlayer, Fig. 152
iitustrates the corresponding LEED geometry in real and in reciprocal
space. Fig. 168 11lustrates the equivalent RHEED geometry. Gemerally the
sensitivity of the diffractometer ts of greater concern than the resolving
power in oversll visual observations, particularly (n the search for
“weak” diffraction features that may indicate the presence of an overlayer
phase.

B, Equilibrium Position Determinations

Much of the activity fn LEED has been fn the deterwmination of the
equilibrium position of surface or overlayer atoms, Other surface-
sensitive diffraction techniques have, on the other hand, essentially not
been used in this way. Although the required data may be obtained in o
variety of ways, the wost common form is s measurement of the integrated
intensity-vs-energy profile (commonly called #n “1 vs £" curve but wore
properly {identified as a ,ﬂetettor"bl(,'” d uvs £ curve), | In this

measurement, the intensity in a particular reflection Il g )




integrated over the solid angle of the detector, dg = d.9d.. ., 1
determined as a function of incident-beam energy, effectively scanning the
reciprocal lattice in GJ_"' Hudg”. This ts tllustrated for LEED in
real and reciproca)l space 1in Fig. 16b, The sensitivity of the
diffractometer is of primary importance in this measurement. Frequently
this is simply because some peaks in the diffracted intensity (e.g., from
fractiona) monolayers) are small. [n other cases electron beam damage to
the overlayer or surface structure requires use of as low a total dose as
possible. Frequeatly, however, the need for sensittvity implies simply a
need for speed in data acquisition, because 2 large data base is required
for accurate analysis of the equilibrium positions, and because the LEED
intensity ts usually quite sensitive to surface contamination.

The  integrated-intensity-vs-energy  measurement  represents a
determination of the interference among the several layers that are
i1luminated by the incident besm (see Fig. 3). Because an integral ts
usually taken over the width of a particular  reflection,
M;” -k cos o A’. finite-stze effects are nut resolved and generaily
will not affect the equilibrium-position determination. This need not be
true in al) cases, houever.(“) The possible influence of finite-size
effects on “intensity-vs-energy” profiies can be illustrated with Fig. 17,
which shows & LEED measurement at various energies for a surface that
contains random steps. An integrated-intensity measurement is obtained by
using a detector (Faraday cup or telephotometer/screen) with a fixed
aperture size chosen to be “large enough to collect the whole diffracted
beam”. This means in practice that the detector is approximately the size
of the full width at half-maximum of the besm at some energy and the
B () davs €.

measurement However, a fixed-aperture

'S Jgetector
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detector, because it subtends a constant solid angle at the crystal,
collects an increasingly large fraction of the intensity in the Brillouin
zone (including thermal diffuse scattering intensity) as the energy is
increased, The effect is in all cases & more or less monotonically
increasing background in “I vs E" curves, which cduses a worse signal-to-
notse ratio and a consequently larger uncertainty for high-energy peaks.
Additionally, for a surface containing randomly distributed steps, the
intensity distribution oscillates in width along the reciprocal-lattice
rods, (Fig. 9) and as & result, as Fig, 17 illustrates, the fraction of
the Bragg intensity that is collected cen vary rapidly even within a few
eV, This phenomenon can distort peak shapes or shift peaks in integrated-
intensity-vs.-energy measurements.

Although & high resolving power s not a priori necessary for
integrated-intensity measurements, the instrument response function must
at least be well known in order to extract reliable data. This can be
illustrated as follows, Because LEED instruments 1in different
laboratories commonly have different beam parameters and detector widths,
and because intensity-vs-enerqy data are usudlly collected with the
detector centered on the maximum intensity rather than by scenning through
the reflection, the measured

“integrated” intensity

‘detel:lor JM (’.E) d U can differ markedly for the same I, (A.€) (i.e.,
for surfaces with {identical structures and degree of order). Thus, for
reliable equilibrium position determinations, a knowledge of T (c’.i) is @
necessity to allow an accurate evatluation of what the measured intensity
represents, (59}

Intensity-vs-energy measurements are much more difficult with RHEED

because ft 1s not possible to obtain the intensity integrated over & G“
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at any point ELM a rod. Any finite-size effect gives a broadened rod.
Because the Ewald sphere cuts rods at a grazing angle in RYEED, a sireak
results, In principle, it is possible to use a very small detector to
obtain the intensity along this streak to get an intensity-vs-energy
profile. This measurement, is however, complicated by instrument response
(leading to some integratton in G-Lat every goint {n the measurement) and
by the distribution of intensity in 5“ on the cut across the rod that is
made by the Ewald sphere, Hence such measurements say nat reflect very
reliably the integrated intensity as & function of (:L.

It is customary in LEED to calculate directly the intensity
distribution expected from a given model structure and to compare this
with the measured intensity. A number of calculations for different
structures are required to search for the most probable structure. In x-
ray diffraction, where the interaction of the radiation with the material
is weak, a single-scattering or kinematic calculation of the diffracted
intensity is usually sefficient for structural analysis. Because of the
strong interaction of electrons with the material, there are usvally
strong myltiple-scattering events in LEED and RHEED. The energy positions
of intensity maxima in a diffracted beam depend on the relative phases of
the electron waves diffracted from the atoms in the surface, and thus
depend both on the positions of the atowms and the phase shifts wupon
scattering from the atoms, The intensities are influenced by a number of
effects, including thermal vibrations, structural order, energy loss
mechanisms, and experimenta) factors. Dynamtc LEED theories, which
include the multiple scattering, have been developed and used for most
surface structure de'.er-inauons.(”'”) Because of the sensitivity of

the energy posittons of peaks in "1 vs €" curves to geometric positions of

atoms, the structural analysis emphasizes a fit between peak positions in
calculations and experiments, For simple structursl problews (relaxation
of the outer layer of a clean metal, overlayers »ith small unit mesh)
visual comparison has been used successfully for structure determination,
because the eye acts as an excellent discriminator and/or notse filter.
For comparisons of large amounts of data, as is required with larger unit
weshes, this becomes cumbersome, As a resylt, automated criteria, cailed
reliabtiity or R-factors, have been developed.“o) R-factors are single
numbers summarizing the level of agreement Detween sets of curves, a small
R-factor {ndicating better agreement. In order to be wuseful in
discriminating one structural wodel from another, R-factors should be
sensitive to surface atom equilibrium posittons but Insensitive to
nonstructural parameters such as the scattering potential or even to other
structural parameters such as surface defects or thermal disorder.
Unfortunately, because an R-factor can be sensitive to any of a number of
features $n a "1 vs E° curve, e.g., peak postitions, slopes, relative peak
heights, smatl peaks, large peaks, etc., it s difficult to design one
that objectively measures the best fit between theory and experiment.
Attempts to develop a globally sensitive R-factor have so far
(alled.“o) #o single R-factor presently in use is totally satisfactory
for reliable structure analysis. The best structure analysis results from
an average of all R-factors, The spread in R-factor values for any
structure may be significaat for structure determination: the smaller
this spread, the more likely the structure {s correct, independent of the
absolute values of the R-uctors.(w)

The existence of multiple scattering in principle makes electron

diffraction very sensitive to  small structural  dtfferences.
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Unfortunately, the resulting theoretical problem also becomes quickly
unmanageable in terms of the computing time needed to perfors a range of
structural searches. One approach that alleviates this difficulty is to
limit the required range of search by extracting the single-scattering
intensity in "I vs £" curves and using it to provide likely bounds to some
of the structural parameters, Because it depends only on the momentum
transfer vector S and not on k, and k, the single-scattering intensity can
be determined by making a number of measurements at constant momentum
transfer, S, and averaging the-.(ﬂ'ez) The single-scattering inteasity
can then be interpreted with simple modifications of methods that were
developed for x-ray diffraction to provide approximate values of surface
or overlayer atom structural parameters. Two ways of making "1 vs E*
measurewents that keep S fixed but change k and k, 5o that the wmultiple

scattering changes are shown in fig. 18,
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C. Structural Defects

A major and increasingly popular application of surface-sensitive
diffraction techniques is tn the determination of surface defects. The
required measurement is the angular distribution of intensity in
Individual diftracted besmsfly, (.6} da vs . When this measurement 1
made at varfous diffraction conditions {e.g., energy, angle of
incidence, various diffracted beams), different surface defects can be
identified because of their differing, but characteristic, influence on
the beam profile. The precision of such measurements depends on the
resolving power of the diffractometer, as already indicated. This
implies & need for highly accurate measurements and good electron beam
characteristics, including low divergence and energy spread and a small
beam size, as well as a small detector aperture, Although such work has
recently been done on 1ncreasing both sensitivity and resolution,
especially in LEED diffractometers, very high resolution can be obtained
only at the expense of sensitivity. Thus most high-resolution surface
defect studies are so far sade on static defect distributions on
surfaces stable agatnst beam damage or rapid contamination, where
sufficient time ts availabie to signal average the intensities,

Angular-profile wmeasurements can be made in a number of different
ways, These are shown schematically in real and reciprocal space in
Figs. 15 ¢, d, and e, and in Fig. 16b. In the most commonly used LEED
method, shown in Fig. 15c, the detector is scanned through a diffracted
beam. In the second method {Fig. 15d) the detector fixed and the crystal
i3 rocked so that the desired reflection moves across the detector,
There sre two advantages of this method. The cut across a rod is

flatter than {f the detector is moved, because it has a radius of |§|
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rather than (k| and, because the triangle k,, k, S stays fixed, the
scattering angle 28 is constant. As a resylt, there are no variations
in the scattertng factor f(e,E) across 2 profile with this -ethod.(“)
Asymmetries 1n angular profiles cavsed by a changing f(6,E) can be
stgnificant over the width of a Brillouin zone, especially at tow
energies where f(6,E) can vary rapidly with angle and where the width of
a zone represents a large angular change (i.e., the diffracted-beam
separation ts large at low energies). The disadvantage s that a
mechanical motion, t.e., tilting the sample, 1is required. This
generally cannot be done as accurately as scanning the detector,
espectally 1f electronic detection 15 used, In addition, the angle of
incidence changes, introducing possible multiple-scattering effects
involving other diffracted beams, The third method for angular profite
measyrement, (Fig, 15e), advanced originally for LEED {intensity-vs-
energy profile -easurnents“'m). consists of scanning the energy of
the incident beam sufficiently so that the diffracted beam moves across
a fized detector. The cut across the rod is elongated for diffracted
beams near normal incidence, which, as has been discussed, can be both
an advantage and a disadvantage. The advantage is high resolving power
in the plane containing the surface normal and the diffracted besm. The
disadvantage 1s the large range of G-Lthat is included, causing an
uncertain interpretation of the beam shape if the rod ({tself has
structure. A second disadvantage is the possible introduction of
multiple-scattering effects that are dependent on energy. An advantage
15 that no mechanical motton is required.

There are a number of inherent difficulties in making LEED angular-

profile measurements with high precision, The most important of these
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is suppression of finelastically scattered electrons, including the
"quasietastic® thermal diffuse scattering, The angular distribution of
these electrons will {n general differ fcom that of the elsstically
scattered ooes; and will therefore distort a measurement of the latter,
especially in the wings of the angular proftle, which are the most
sensitive to the defect density and defect distribution, {t is not »
simple task to remove inelastically scattered e'ectrons while at the
same time not disturbing the angular distribution of the elastically
scattered omes, The usual wethod of suppression of inelastically
scattered electrons 1s with a high-pass f(ilter consisting of a
retarding-potentia) grid tn front of the detector, It has been shm(”
that, 1n order not to disturb measurably the angular distribution of the
diffracted electrons passing through a typical LEED grid structure, the
retarding bias on the grid can be no more than asbout 80-90% of the
enerdy of the diffracted beam, Tais  tmplies that a1 those
tnelasttcally scattered electrons that have energies within 10-201 of
the elastically scattered electrons will contribute to the measured
profile, In order to remove thts contribution, it {5 necessary to know
the angular distribution of those inelastically scattered electrons that
pass through the grids, It (s usually assumed to be a constant, tn
which case ¢ constant background can be subtracted from the angular
profile, Alternate methods for measuring the elastically scattered
electrons while suppressing the {inelastically scattered electrons
involve the use of sagaetic fields or spectal geometries of a Faraday
cup.“‘) The wost accurate measurement of the elsstically scattered
etectron current accurate can be made with an electron energy asnalyzer

in front of # Faraday cup cotlector. Detectors will be discussed in a

Q




later section,

Although a major fraction of the inelastically scattered electrons
can always be removed without noticesbly affecting the angular profile,
the rematning inelastic-scattering intensity can cause stgnificant noise
tn the wings of the profile, Statistical noise goes up as the square
root of the signal plus background; thus even after background
subtraction, the elastically scattered intensity may have large
uncertainties.

An even more serious problem s the thermal diffuse or phonon
scclleﬂng.(“'“) Because the energy losses (or 9ains) associated with
phonons are only at the order of tens of mey, they are too small to be
resolved with the energy resolution typically achievable at the energies
of LEED or RHEED leertnnts.(“) Thus phonon scattering is present to
some degree in all angular profiles of diffracted intensity, The
magnitude of the phonon contribution to the total intensity can be
roughly estimated from & knowledge of the Debye temperature of the
surface under investigation or from a measurement of the Debye-Waller
factor of this surface. The Debye-Waller factor, obtained by measuring
the decay of the Bragg peak intensity with increasing temperature at any

energy,
J(S, Tp) = IS, T)) exp (-2M) (31)
gives the value of

Ma<s . w? e ax (stnle) H1/ m kg eoz, (32)

L L3

where <u?> {s the mean square vibrational ampiitude of surface and near-
surface atoms, 8 the scattering angle, X the wavelength of the
radiation, T the temperature, & the mass of the surface atoms, kg
Boltzmann's constant, and o the effective surface Debye temperature
of the material. Most materials have a value of 2% of the order of 2 or
3 at room temperature and 100 eV incident-beam energy. Figure 19 shows
a plot of the dependence of the thermal-diffuse-scattering fintensity
integrated over a Brillouin zone on 2M. The phonon scattering can be
considered to consist of one-phonon and multiphonon contributions. The
multiphonon scattering is uniformly distributed(64:65) oyer the
Brillouin zone, while the one-phonon scattering s peaked near the
diffraction maximue and falls off roughly as 1/3”. sthere 1“ is the
deviation parameter (see Eq. (6)) parallel to the crystal surhte.(“)
The multiphonon scattering can thus be removed by subtracting & constant
background. The one-phonon scattering must be -odeled“” on the basis
of the value of 2M and the resulting integrated intensities from Fig.
19.

The simplest and most reassuring experiment that serves at least
approximately to estimste the phonon scattering 1s to compare
measurements of angular profiles of a high-quality surface taken at low
and at high temperatures. If no differences are observed in the two
profiles, the phonon scattering is not a significant factor in the
angular distribution, to the accuracy that it is measured., The phonon
scattering can be reduced by proper choice of the diffraction parameters
(1., measurements at low momentum transfer). With the assumption that
the phonon scattering does not depend significantly on surface or

overlayer order or defect densfty, the profile measured on the high-
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quality surface will serve as an instrument response function that also
accounts for the thermal diffuse scattering contribution to the angular
profile taken on the surface containing defects,

Angular profile measurements in RHEED are ¢1lustrated tn Fig.
16b. These could be made with & moveable detector or by scanning the
patterns with a vidicon., Experimental considerations (dtscussed below)
make it practical to deflect the beam across a fizxed detector,
hmver.(“) Intenstty contour measurements along a slruk(”-w)
indicate that visual observation is not adequate to determine streak
length. The FWHM of the streak along iIts long direction is much 1.

than the length observed visually. Nevertheless, a streak of
considerable length ts measured in many circumstances. We have already
considered two possible contributions to the RHEED streak length, the
finite instrument response and the cut of the Ewald sphere across the
rod, but have discounted them as the principal causes of streak length
for typical instruments and high-quality surfaces. tinelastic scattering
will also contribule to streak length, RHEED measurements are usually
made without any retarding bias; because no potentisl is applied to the
fluorescent screen and, because it takes of the order of 1000 e¥ or more
to excite the phosphor, the screen itself acts as a high.pass filter,
Thus true secondaries do not contribut to the RHEED intensity.
Rowever, Kikuch! Vines can cause significant intensity variations along
or across & RMEED stren.“” More importantly, it has been suggested
that the length of RHEED streaks is due to the phonon sutterlng.(m).
In this h pothests, the extra momentum needed to get to & reciprocal-
lattice rod when the S vector no longer contacts the rods is provided by

a phonon, Ipu clearly should contribute to the length of the streak,
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Measurements of the streak length at various temperstures indicate,
however, that this effect ts not ﬂgnulcmt.(“) The possibly most
significant contributions to streak length come fram defects such as
steps or long-ramge curvature of the crystal suruce.(“'”‘”) Steps
can cause considerable broadening of rods (see Fig. 9). A cut with the
Ewald sphere at the appropriste conditions will lead to iong streaks,
while at slightly different angles of tncidence a short streak or spot
will be wserved.(w) Long-range curvature may also be I-porunt.(”-
Because the beam has a projected area on the sample that is quite large
at  qrazing angles, areas with many siightly differtag surface

orientations (due to crystal wmosaic) way participate in the

diffraction. This will provide (Fig. 6b) a rod that gets increasingly
broad with increasing G.L' allowing a long streak as the Ewald sphere
passes through the rod, It was noted some years ugo(”"z’ that “good™
surfaces gave short streaks or spots, a result that is being
increasingly verﬂied.(“) The various factors discussed adove make it
generally more difficult than in LEED to interpret & RWEED angular
proftle quantitatively and thus to expioit the greater resolving power
that 1s avatlable in RHEED.

D. Thermodynamics and Kinetics

As already indicated the easiest iInformation obtatiab.¢ <iough
LEED or RHEED, simply by observing the diffraction pattern, {s the size
and shape of the surface of overlayer unit mesh, Because many
overlayers (as well as some clean surfaces) form superlattices,
investigation of the change in intensity and the appearance or
disappearance of superlattice reflections in LEED or RMEED patterns as a

function of coverage, temperature, or time gives an easy way to study

— e
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the thermodynamics of ordered phases and the kinetics of ordering or
disordering, The most important measurement for these studies is simply
the dependence of the diffracted-beam intensity on temperature, With
the additional information on defects derived from the angular-profile
measurements discussed in the last section, a complete study of
overlayer phase transformations and ordering kinetics can be made, and
the results of such studies can in principle be interpreted in terms of
adatom-adatom |nleracuons.(“)

Figure 20 shows 3 generic overlayer phase diagram that {llustrates
the main features to be expected for overlayers that can be treated
within a lattice-gas model, f.e., & model in which the ordered state
consists of overlayer atoms adsorbed commensurately {into regular
substrate lattice sites and the disordered state consists of the random
placement of the adsorbed atoms into these sites. [ncosmensurate layers

and ¢ ate-inc ate transitions require more complex

treatment, As can be seen, the generic phase diagram for a cowmensurate
overlayer is the same as for a simple bimary alloy that undergoes phase
separation, the atoms in the overlayer forming one component and the
vacancies the other, Thus coverage 1s analogous to composition. The
major features are two.phase regions, consisting of coexisting ordered
and “disordered® phases (the °disordered” phase being an ordered phase
of vacancies), and one-phase reglons, either ordered or “disordered®,
One-phase regions can have a width becsuse & phase rich tn one component
can support a certain concentration of the other component before phase
separation takes place. For overlayers, this means that at & given
temperasture the ordered overlayer can support a certain concentration of

vacancies and the emoty lattice (an ordered phase of vacancies} can
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support a certain concentration of overlayer atoms. Transtitions from a
two-phase region to & one-phase region or vice versa are, by necessity,
first-order, while transitions between one-phase regions may be first or
second-order. 1t s necessary to distinguish between actual order-
disorder transitions, such as point a, where one phase goes continuously
or discontinuously finto another, and disappearing - phase
transformations, such as point c, where, as the temperature is
increased, an ever smaller amount of a given phase exists, but where the
order tn that phase does not significantly change with temperature
because the phase boundary 1s nearly vertical., Intermediate between
these cases fs point b, where both the amount of phase and the order in
the phase change, with most of the change in order coming when only s
Httle of the phase is left,

The most important messurement tn phase transition experiments {s
the dependence of the Bragg intensity (the area under an anguiar
profile) of ] reflection on

particular temperature,

1.€.0 Jpgam Jnx (04E) duvs T, at various coverages. Three possidle
Bragg-intensity-vs-temperature plots for three different regions in the
phase dlagras are shown schematically in Fig, 20. ft should be noted
that the {intensity can decay quite differently with temperature for
different reglons of the phase disgram, Angular-distribution
measurements are useful in interpreting the temperature behavior and in
identifying transition temperatures or equilibrium distributions of
ordered phase. In order-disorder transitions, such as point a, no
broadening of reflections should Dbe observed until the transition
temperature i3 reached. For disappearing. phase measurements, the

reflections broaden continuously, but the broadening camnot be obseryed
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until the physical width of the line exceeds the resolving power of the

instrument. Usually this occurs at temperatures considersbly lowe- than

the temperature at which the phase first precipitates (or, conversely,

disappears) for a given coverage. Instrument responce affects the

measured dependence of the Bragg intensity on tempersture becsuse the

angular proftle changes 4s the order changes, The ecasured inteasity at

any diffraction geametry {s the convolution of the true tintensity,

I{ F.E), and the tnstrument response function, 1(PE), (see Eq. 19).

Accurate determination of intensity-decay profites requires the

deconvolution of the instrument response function from the

neasurnenl.”‘) Measurements of “peak” intensities are meaningless

unless it can be dewonstrated that the angular profile 1Is narrow

compared to the instrument regponse function at all measurement

temperatures. This can be true only for points on the phase diagram

such as polnt a, where long-range order (s preserved up to the

transition temperature, where it vanishes,
Phase  transition  Studies  have

generat applicadility to

identification of the nature of the phase, including fits geometric
structure; the energetics that lead to the formation of a given phase,
inciuding adatom tnteractions and impurity stabilization; and the effect
of defects or kinetic }imitations on the formation or degree of order in
8 phase, Measurements of phase transitions between one-phase and two-
phase regions are especlially interesting from the point of view of

adatom interactions, nucleation phenomena, and kinetics of ordering.
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in the next section, the most f{mportant features of the

instrumentation required to perform diffraction experiments are
described, emphasizing the aspects of instruments! design that optimize
a system for particular measurements,
Y. Instrumentation and Sample Preparation

The major components of a diffractometer are a source, a sample
goniometer, and a detector. In addition, for surface studies sample
heating or cooling, a gas handiing system or evaporation soufce, a mass
spectrometer, and a separate gun for Auger electron spectroscopy are
typically avatlable, Schematic overall views of a LEED and a RHEED

diffractometer are shown fin Figs, 21 and 22. The focus of the
discussion here will be on the gun, goniometer, and deteclor.”s) A
brief discussion of sample preparstion 1s also included,
A, Electron Guns

Electron guns used fn diffractometers typically use electrostatic
focussing and have a simple design, consisting of a thermionic cathode,
an extraction electrode, an

array of focussing electrodes, and

electrostatic deflection plates for guiding the beam. Filaments are
usually made of W or thorlated W, and may be hairpin wires or ribbons,
Indirectly heated filaments (oxide, Llﬂs. etc,) are also used. In order
to avoid background 1ight and contamination of the sample due to
evaporation from the filament, some electron guns have off-axis
filaments. The thermionic cathode is situated in a Wehnelt cylinder, a
can that completely surrounds the cathode except for the beam extraction
aperture, The potentisl on the Wehnelt cylinder con be adjusted
positive or negative wich respect to the cathode, and is typtcatly at

nearly the same potential. Extraction of the beam is achieved with the
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first electrode of a unipotential lens that then focusses the tnittally
divergent beam. This lens forms an image of the true electron source,
which may be part of the hairpin or the aperture of the MWehnelt
cylinder, depending on the filament type, the filament current, and the
gotentials on the WHehnelt cylinder and the extraction electrode.
Wehnelt cylinder and first-lens element apertures in low-energy quns are
typically about | mm dia, or larger. The beam dismeter can be decreased
by reducing these aperture sizes. Small apertures give much reduced
beam currents (e.g., InA at 100 ev for a 0.4 mm dia. first-lens
aperture), For the 0.1 pA beam currents required with commonly used
detector schemes (grids and phosphor screen, or a simple Faraday cup), a
minimen beam size of 200 m and a minimum divergence of 0.2° appear to
be achieveable at LEED energies with most common guns, Changing the
bias on the Wehnelt cylinder with respect to the cathode drastically
affects the beam current and its stability with energy, but does not
affect the smallest achievable beam diameter at the focus conditions for
typical current densities (less than 0.2 m A/clz). At RHEED energles,
spot sizes can be made much smaller.

Low-energy electron guns have not been optimized with respect to
the parameters that give a high resolving power. Historically beam
currents of 0.1 yA in a spot Of about 1/4 to | mm diameter with 4 beam
divergence of 0.25° to 1° have been considered adequate for LEED.
Wulfert and nenzler(“) have constructed a magnetically focussed gun to
fmprove this situation. They use the concept of focusstng with a long
sclenotd to produce small-diameter low-energy beams, with beam sizes of
the order of 40 .n”ﬂ in the imaging plane. The magnetic field is

atong the beam direction. The magnetic field acts as a 1:1 lens that
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images the crossover of the beam emerging from the Wehnelt cylinder of
the gun onto the detector after reflectfon by the crystal, The
corresponding mintmum angle of resolution for aorwal inclgence appears
to be of the order of P, = 0.05°, compared to values of the order
of ’-ln = 0.5% obtainable in systems equipped with standard guns.
Because of the small beam currents achieveable with this gun, & detector
with gatn {s used, which in this systu“ﬂ is a Ffaraday cup with o
channeltron electron multipiter,

A recent development in ‘tow-energy electron guns is the use of
fleld emission sources. The major advantages of a field emttter are (ts
high luminosity and the fact that {t {s nearly a point source. The
latter in principle makes a paraliel beam a possibility, This cen
easily be visualized by consid ~ing a polnt source situsted at the focus
of a convergent tens, The high Tuminosity makes small beam sizes
practical, Although fleld emitters have been used {n high.enecgy-bewm
applications for some years, it has been difficult to make & low-energy
beam without serious energy spread and angular divergence, because o
high  extraction potenttal is required with typical anode
configurattons. Because lenses are fmperfect, the subsequent
deceleration to low energies causes energy and angular spreading. A
recent uevelopnenl“z) in anode configuration allows field emission at
potentials as low as 150V, and perhaps lower, Currents as large as InA
at 150 eV with beam sizes of less than Sum have been acmeved.““

Electron guns for RHEED appltcations operate at voltages anywhere
from 5 k¥ to 100 kv. Mo particular effort has been made to optimize
guns in this energy range for high resolving power, but even standard

guns are lfkely to be better than low-enerqgy quas because it {35
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generally easier to produce a finely focussed beam with small energy and
angular spreads at higher energles. Various types of guns are in use;
examples include quns from electron microscopes, guns iIn cylindrical
mirror analyzers used for scanning Auger microscopy, and high-energy CRT
quns.
8. Detectors

Signal detection in diffractometers requires the measurement of an
enerqy and angle-resolved current. For LEED, a detector must be capable
of 1) the measurement of a current of electrons at energtes 10 ev¥ < [, <

1000 eV, where E_ s the incident-beam energy; 2) energy resclution,

P
t.e., the separation of those electrons at or very near Ev from the
tnelastically scattered electrons; and 3) angular resolution, 1.e., the
ability to separate the current in one diffracted beam from all the
others, and to measure the angular distribution of current in one beam,
for RHEED the energy range at which the detector operates is higher, but
in principle, tts capabilities must be the same as for LEED detectors.
Two types of detectors are in common use, a Faraday cup that f{s
wechanically driven and a fluorescent screen with or without a set of
hemispherical grids. The most common LEED detector 1s the fluorescent
screen with a set of nested qrids. The inner grid ts operated at the
same potential as the sample, to provide a fteld-free region around the
.ample, The next grid (or two grids) ts set at a negative bias to
filter inetastically scattered electrons. The outermost grid is again
operated at ground potential but 1s not needed for DC LEED operetion.
{If no tintensities are to be measured, actuslly only two grids are
required). The fluorescent screen is operated at several kY positive

potential to give the electrons sufficlent enerqy to excite the
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phosphor. The major advantage of this detector ts that it provides a
visual display of essentially all the back-diffracted besms, making o
rapid determination of the size and shape of the sucface or overlayer
unit mesh possible, On the other hand, the abtlity to give a visuval
display makes the fluorescent screen an inelegant detector from the
point of view of signal processing. In many applications beam currents
must be measured. Because the fluorescent screen changes an electron
signal to an optical signal, reconversion to an electron signal fts
cequired,

Intensities in typical tntegrated-intensity-vs-energy profiies vary
over three orders of magnitude, requiring s similar dynamic range for
the fluorescent screen/detector combination, The response of a phosphor
scraen can be assumed to be linear over the ranges of beam currents used
in LE[D-(") However, the dynamic range of the phosphor generally does
not match thet of detectors used to measure the optical intensity tn &
diffraction spot. Maxima tea intensity-vs-energy profiles for typtcal
incident-beam currents may saturate the detector. If the tncident-beam
current 1s reduced, the minims in intensity-vs-energy profiles become
buried in fluorescent-screen nofse, e.g,, due to stray light or
inelastic-scattering background. A fluorescent screen is therefore not
ideal for weasuring beam fintensities quantitatively. In  some
applications adsolute fintensities are not required, For example,
angular distributions are independent of beam current as long as the
phosphor and the detector are not saturated. For such eeasurements, the
fluorescent screen represents a detector with a very 9ood response,
Because the average phosphor particle size is typically of the order of

wicromerers, the phosphor acts like a detector with a continuously
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movable, several um wide aperture, which s so small that it contributes
essentially nothing to the tots! instrusent response. Of course, this
optical stgna) must stil] be converted into electrons, and thus the
aperture width of the )ight-sensitive detector must be included in the
instrument response, The dynamic range must be high for this type of
measurement .,

An additional negative aspect of most standard fluorescent screens
15 that they are viewed in reflection, 1.e,, past the sample and through
the grids. Aside fros the fact the sampie blocks part of the fteld of
view and that the grids cause a loss of more than half the light
intensity from the screen because of their limited transmission {each
grid has typically 0.8 to 0.9 transmission), viewing in reflection
generally requires the detector to be 20 to 30 cm from the screen. This
causes a significant loss of intensity. Transparent fluorescent screens
(glass coated with 500, and phosphor) have been used to dvold these
problems. A 1ight-sensitive detector can then be placed directly behind
the S(l’eeﬂ.(57"8)

Spot telephotometers have commonly been used for recording the
diffracted-beas intensity from fluorescent screens. It s difficult to
follow the motion of diffraction spots on the screen with & photometer
as the energy s varied, and used fn the OC wode, & photometer lacks
sensitivity. As 8 result, other methods of measuring the drightness of
the fluorescent screen have been developed. To lwprove the sensitivity,
Schrott et a|.(79) have used a photodiode and synchronous detection,
modulating the suppressor grid at 100 Hz. Background iight is thus
effectively removed. Stair et ||.(”) recorded intensities by

photographing the fluorescent screen at various diffraction conditions,

56

using high-speed 35 em film, In this way the intenstties of all
reflections are obtained at the same time under identical conditions, a
method far preferable, in terms of datsa relfability, to measuring the
intensity-vs-energy profiles sequentially. The film is subsequently

mechanically scanned and digitized using a computerized
microdensitometer. A computer program locates the diffracted beams and
provides an {integrated intensity for each beam at each incident-beam
energy. The time to develop and digitize the ftlm {s long, resuiting in
considerable delay between a measurement dnd the avatlability of the
results of this measurement. A modification of the scanning procedure
uses a vidicon camera interfaced to s -1Mcwuter.(al'") This reduces
the delay time between measurement and availability of the results to
sbout a day. An assessment of the sensitivity of this method has been
made by Tommet et a1.(82)

Photographing the screen Veads to a reduction in total measurement
time by introducing parallel detection, rather than the serial detection
used in a telephotometer, but introduces no detector gain., A reduction
in total exposure of one or two orders of magnitude (from 10“'
electrms/-z to 10“ electrons/l.z for & set of intensity-vs-energy
curves for a1l observable beams) is achieved because of the parallel
detection, However, measurements of the intensily of each reflectton
require the same inctdent-beam current and measurement time to achieve
the same S/N ratio, wheee these measurements are obtained simultaneously
or sequentially, Hence, tn order to achieve & net gain in tlnj
incident-beam currents must be of the same order of magnitude o5 for
photometers. The use of photography csn be eliminated by using &

vidicon camera to view the fluorescent screen Mrectly.”") In this
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detection system, the image on the screen 1s focussed onto the seasitive
element of the vidicon tube, which consists of tracks that are divided
into & large number of channels, The distribution of iIntensity tn the
channels of one track fis accumulated into a memory array, with
simultaneous subtraction of background 1ight stored previousiy fin a
second array. This background-1ight measurement is made, for example,
by blasing the electron gun so that the beam can't emerge or by turning
off the screen voltage, The height of ‘the track as well as the
magnification of the optical system can be adjusted, effectively
allowing changes 1n the detector dimensions relative to the intensity
distribution on the screen. The contributions of the vidicon detector
and lens to the instrument response have been measured and shown to be
negligible compared to contributfons from the electron hu-.(” Thus
this type of detector scheme 1s excellent from the point of view of
resolving power, although, as has been noted, the fact that grids are
used affects the sensitivity and achievable S/N ratios because the
background due to tnelastically scattered electrons fs large. [In a
direct application, a vidicon can only measure diffracted-beam profiles
sequentially, but these can be made in real time. Despite the serial
detection, the greater sensitivity of the vidicon relative to film gives
about the same overal]l measurement time for a set of reflections.
Delays in the avatlability of the data are eliminated because the data
can be analyzed and displayed as they are taken,

The addition of a channel electron multiplier array(a) to the
detector improves the sensitivity by introducing gatn into the detector,
but decreases the resolving power, The mean gain of a chevron (dual)

channel electron wultipiier array s of the order of lo‘. Thus a
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reduction in primary-beam current of 108 gives in principle the same /N
at the same measurement times. Because of the finite channel width,
however, the channel plates produce a spatial broadening of the input
signal, For chevron arrays this broadentng fs accentuated because the
signal coming into one channel in the first plate gets spread into
several channels in the second. For a negligibly small besm incident on
a typical channel size of 25 ym, the FWHM of the beam on the screen,
after passing through the chevron plates, is about 75-100 um, at least
double that of the vidicon/optics/fluorescent-screen combination, (f
the resolving power 1s of no concern {e.g., in intensity-vs-energy
profiles, where an ftntegral over the diffraction spot is in any case
taken) this combination represents an excellent detector scheme. In
angular-profile measurements the limited resolving power that results
with this detector becomes important. Although the detector response
can, of course, be deconvoluted from the weasured intensity
distribution, it f§s clear that the increased sensitivity of channel
plates brings a reduction in ultimate spatial resolution,

Because channel plate arrays are usually flat, the distortion
introduced in beams entering the plates st angles away from the normal
to the plates must be taken into account.

The seasitivity of the detector can be further incressed by
replacing the fluorescent screen with a position-sensitive pulse
detector., With a fluorescent screen biased at typical energtes of 5
ke¥, the mintswen measurable current (using a vidicon) is estimated to be
1000 pulses/sec. A position-sensitive detector can measure individual
pulses. The first such detector that was constructed for LE[D“O)

consists of a resistive-anode encoder (RAE) preceded by a chevron
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channel electron multiplier array. An RAE is a continuous resistive
film that acts as a current divider for an incoming electron putlse, thus
determining its spatial position. Although this type of detector
determines the centrotd of the arriving pulse, the spatial resolution is
nevertheless not good. The spattal resolution is determined by the
extent to which the thermal noise perturbs the pulse currents. Thus a
trade-off between detector area and maximum allowable thermal noise
occurs, For a 75 mm square RAE, the lateral resolution is estimated to

be between 300 and 400 m(ﬂ!.&l)_

The RAE can accommodate 50 kHz pulse
rates. Data rates are therefore limited by the individua) channel dead
time in the channel plate array, and not by the RAE,

The ultimate presently attainable sensitivity and angular
resolution are provided by a Faraday cup detector with a channel
electron multiplier. With this arrangement findividual pulses can be
counted, and by making the aperture of the detector arbitrarily small,
any degree of angular resolution can in principle be obtained, Such
detectors are in common use in a vartety of spectroscopic techniques,
including LEED, Gronwald and uenzler(“) have described a Faraday cup
detector that includes deflection plates in front of the aperture so
that the beam profile can be measured without mechanical motton of the
detector. Some Faraday cup detector designs contain no retarding grids
but nevertheless provide much better energy resolution than is obtained
with detectors incorporating retarding grids. Such detectors comsist of
2 deep cup in close proximity to, but electrically isolated from, an
aperture plate, The diameter of the cup is several times the diameter
of the aperture, and the depth of the cup s several times fits

dismeter. The cup is biased to within 1 to 2 eV of the energy of the
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elastically scattered electrons, This detector provides excellent
energy resolution (of the order of the thermal spread in the inctident
beam) without significant loss of secondary electrons from the cup.
Because the fields outside the aperture are negligible, the angular
distributton of electrons in the diffracted beam being measured is not
disturbed, The advantage of good energy resolution s that
inelastically scattered electrons can be eliminated to a much grester
degree, making the background in angular profile measurements less of a
probiem, Finally, » Faraday cup detector is the only means of measuring
analog signals quantitatively, Hence it is preferable for every
ditffractometer to have two detectors, the Faraday cup for quantitasttve
current and high-angular-resolution messurements, and some forwm of
position-sensitive parallel-output detector for the rapid data
acquisition required for accurate structural determinations within the
time or electiron dose constraints of a typical surface crystallography
experiment .

Detectors for RMEED have consisted in most cases simply of 2
fluorescent screen, although energy fiitering and Faraday cups have been
used.(”"z'es) RHEED measurements are always made fin transmission
through the screen, an advantage in terwms of sensitivity, A light and
position-sensitive prodbe Nas been used to medsure RH. .y beaw
prnﬂles.(w) To eliminate vartations in screen response, magnetic
deflection of the diffracted beam has been used to Scan the beam across
a fixed detector.(“'”'es) RHEED measurements in scanning transmission

electron microscopes are asde with somewhat more sophisticated detection
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schemes, such as a vidicon camera pickup from the flyorescent screen,
in principle, all of the detection schemes discussed for LEED could as
well be applied in AWEED.
C. Goniometers

The function of a goniometer 15 to position the crystal accurately
with respect to the {ncident beam of electrons and the detector. The
tmportance of such accuracy depends on the experiment being perforwed.
For angular-profile measurements, absolute angles are not important.
For intensity-.vs.energy profiles, it is critical that absolute angles be
well known and that the repeatability of setting these angles be
excellent, Although they are not

very precise, standard UHV

manipulators are commonly used for all types of diffraction

measyrements,

Goniometers for spectal purposes have been built,
(86)

An exceedingly
precise one was constructed to perform automatically constant.
mntm-trmsfer-ueraqtnq“'-62) of fintensities. The goniometer s
constructed to couple the motions of the Faraday cup and the crystal in
colatitude, so that the momentum transfer vector automaticelly remains
constant as the diffraction conditions are varied. Uncoupling of the
motions is also possible to permit arbitrary angles of incidence and
diffraction.

for fine-beam or scanning LEED applicatfons it 1s also necessary
that the goniometer be stable agatnst vibrations, For such
applications, modified versions of manipulators used for scanning Auger

spectroscopy or similar techniques can be used.
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0. le_Preparation
Semple
crystaliography experiments,

preparation is  extremely {mportant in  surface
The magnitude of the probles can be
sppreciated when it s realtzed that the outer few atomic layers provide
#11 the structura) information, [t may seem surprising that any surface
can be prepsred well enough to observe diffraction, until one remembers
that the resolving power of typical instruments is only on the order of
several hundred : . Thus surfaces that have ordered regions that asre
this large on the average appear “perfect™ to the diffractometer. More
importantly, ordered regtons that are on the average much smalier than
100 x still give good diffraction pictures. Ordered regions as small as

a few atoms across give a measurable diffraction pattern if there are

enough of them, Thus the surface order does not need to be very good 1f
there 1s wunderlying crystallinity to provide ortentational and
translational coherence between the ordered regions. Much of the

surtace can be covered with scratches, etch pits, and so forth, and
these will not (superficially at least) affect the diffraction pattern,
especially when the instrument has a low resolving power,

Nevertheless 1t {s quite difficult t> prepare surfaces for

diffraction experiments, The best surfaces, »s regards low defect

density and cleanlimess, are cleavage faces of crystals that can be

cleaved in vecuum, These include a number of semiconductor crystels and

the layer compounds. Such surfoces can be used to measure the

tnstrument response. Most crystals do not cleave readtly. Thus the

waterials and surface ortentattons that can be studied by clesving in

vacuum  are quite limited, Most  surfaces require extensive

preparation, This includes orienting, polishing, and etching before
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further treatment in vacuum. Orientation to the desired axis to within
0.5°, using Lave back-reflection, is common practice; with the use of &
stable multtaxis gonlo-eter(s” and repeated attempts at polishing,
accuracy to < 0.1° can be achieved. Frequently polishing results in
surface curvature near the edges of the crystal, resulting f{n an
apparent misorientation effect there. Thus care must be taken to use
only the center of the crystal surface or to prepare a large-area
surface for diffraction studtes., The surface produced by polishing is
so damaged that no diffraction pattern is observable, generally even
with x-rays. Subsequent etching removes the polishing demage to &
sufficient degree to observe diffraction and a1so exposes the crystal
mosaic, which may range 1n metals from a fraction of & degree to several
degrees for poorly grown crystals. A wide variety of etch and polishing
procedures exists for different materials, (88)

At the stage of introduction into the vacuum chamber there #s sti))
remanent surface damage and 3lso a contaminant layer that frequently
consists of an oxide or a carbonaceous deposit. These can be removed by
thermal, chemical, or physical treatments, or a combtnation of any of
tne-.(”) Thermal annealing fs usually insufficient by ftself to clean
the surface, because of the tenacity of the contaminant layers. A
combination of chemical and heat treatment is the gentlest and most
satisfactory method, from the point of view of surface defects, of
preparing the surface, it s also exceedingly slow. Generally an
oxidation for large periods of time 15 required to remove carbon from
the surface and to deplete the near-surface regions of carbon, as it
continues to diffuse to the sink that is provided by the surface.

Oxidation leaves the surface with an oxide or at least a2 layer of
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chemisorbed oxygen. Oxygen may alsc have diffused into the lattice. A
reduction tn hydrogen can remove the oxygen. The hydrogen ftself may be
desorbed simply by heating. The resulting surface generally has good
crystallinity, although t may still contain a large number of
sacroscopic defects, such as etch pits, scratches, etc. Thus the area
that participstes in the diffraction is less than the total surface
ared, as can be observed in noble-gas dosing exnrlmts.(%) Repeated
hest tre:ziments, required, for example, to renew a surface after a
chemisorption experiment, frequently sccentuste gross defect structure,
so thet the surface may ook exceedingly rough and nonspecular after a
period of continued use,

The second major in-situ surface prepsration technique is physicat
removal of the surface contamination or damaged Yayers by sputter
etching with subsequent annealing. Surfaces prepared in this manner
always have remanent damage, with s defect structure that is rather
fine-scale and frequently observable in the diffraction pattern as a
broadening of the angular profiles or an increase 1n background.
Generally such damage cannot be annealed out In ressonable laboratory
times. Noble gases that are used for sputtering are trapped in the
lattice to depths of many tens of X or -ore(“). causing displacement of
atoms from regular lattice sttes, strain, and dislocations. Surfaces
are  frequently left with a step structure and 2 nonequilibrium
concentration of point defects that are difficult to eliminate. These
defects can markedly affect a number of diffraction measurements,

especially measurements of the thermodynamics and kinetics of overlayer
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ordering. Thus sputter etching should not be used on surfaces Intended
as substrates for such experiments, unless the purpose is to study the
influence of defects on ordering.

Surfaces can, of course, also be grown in-situ, by moleculer-besm
epitaxy. These can be macroscopically much smoother than polished
surfaces. Insufficient work has been done with diffraction on such
surfaces to ascertain whether, in fact, the density of atomic-scale
defects can also be made lower than on polished or cleaved surfaces.
The fact that many of these films are grown at conditions far from
equilibrium suggests that they way have a relatively large
concentration of structural defects.
¥l. Representative Experimenta) Results

In this section we very briefly illustrate the discussion of the
different types of measurements with examples that are representative of
the data that can be expected with typical LEED and RHEED
instrusentation. Rather than presenting “finished” results, we
emphasize data as they appear directly in the measurement.

Measurements of the integrated intensity vs, energy n LEED have
been made mainly with either a fluorescent screen/grid detector or @
Faraday cup. Figure 23 shows a comparison of “{ntensity-energy"
profiles of W(100) taken in both -cys.(” The agreement between the
curves s typical for data taken at different times, with different
detectors, or in different laboratories, The differences in peak
positions or peak intensities are probably due to the sensitivity of
integrated-intensity vs energy profiles to the angle of incidence, with
even a fraction of a degree causing significant changes in a profite,

The rising intensity in the peaks and background of the curve taken from

the fluorescent screen is probably caused by the larger inelastic-
scattering background accepted by this detector relative to that
accepted by the Faraday cup. Such curves are taken at a sertes of
different incident angles and for several diffracted beams and then
compared to dynsmical alcuhtloﬂs“s'”). The order of magnitude of
experimenta) uncertainties involved in equiltbrium position
determination ts {llustrated in Fig, 23. Mded to this are the
uncertainties in parameters entering into the calculations and the
difficulty, mentioned earlier, of defining satisfactory reliadbility
factors, The present status of equilibrium position determinations
appears to be that, while the precision of calculations may be as good
a5 0.01 A in the best cases, the absolute accuracy of structure
determinations ts probably no better than 0.03 A,

Angular-profile measurements tn LEED are illustrated in Figure 24,
which shows an angular scan over four orders of reflectton from cleaved
GaAs (110) and GaAs (110) that has been sputter-etched and only
partially reordered by annealing and thus contains wmany steps.(gz, The
broadening of the reflections from the sputter-etched surface is
evident, The spectrs were taken at & diffraction condition at which the
amplitudes scattered from the different terraces were out of phase
(1.e., near a value of G-Lat which the rods in Fig. 9 are broadest),
The curves represent an average of 30 scans requiring 1 .|"_(92) Figure
25 shows expanded scans of two profiles taken over tdentical measurement
times from the sputter-etched GaAs (110) surface annealed at two
different tewentur!s.(’z’ The change in the profile width and shape
is evident. The signal-to-noise ratto can differ markedly for the two

curves, as expected. A complete two-dimensional angular profile of a
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diffraction spot (1) 45 shown tn Fig. 26. It was deterwined by
repeated scans, each s)ightly displaced from the previous one, of a
very-small.aperture detector across the diffracted beam. {ow-intensity
wings are observed around the main peak. The full width at half-saximum
of such angular profiles taken at a variety of G_Lulues (V.e., at
different energies) and for severa) beams is generally used to determine
step hefghts and extract surface step densnizs(zs'zs'“), average
overlayer island slzes,(“'“"”'”) or other surface de'ects.(“) The
complete angular profile can be used to determine the size distribution

of ordered fislands o
(26,53)

terraces, rather than Just the average
stze. The uncertainty 1in angular profile measurements f{s
typically not better than 5% of the signal, with the resalving power
depending on the instrument response. ([n the best cases, the resolving
power may be 5.000 to 10,000 A. The fitting of complete angular
profiles with model calculations 1s still in {ts inittal stages, and
thus there can be, at present, only little confidence even in the
uniqueness of overlayer and surface defect structure determinations. As
better models are developed, a rapid improvement in the quantitative
nature of structural defect determinattons can be expected,

RHEED measurements of angular profiles are illustrated in Fig, 27,
which shows contour maps of RHEED streaks for the ordering of & GaAs
layer deposited onto a GaAs (001) surfau.(s” The contour maps Show
that for longer ordering times the streaks are becoming shorter and
turning into spots, indicating increased order in the overlayer,
Similar messurewents are being made on stepped surhcas.u’n Models
being developed for defect structure analysis are, of course, equally

applicable to RHEED data.
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Intensity-temperature messurements used to determine both mean
square vibrational amplitudes in surfaces and the positions of phase
boundartes are {llustrated in Fig. 28. The temperature decay of ‘he
“pesk” intensity of the (1/2,1/2) superiattice reflection for saturation
coverage of & W(110)p(2x1)-0 Iayer(") 1s plotted along with the change
in width of the angular profile. Both the seasured tntensity and the
intensity corrected for instrument response are shown. The Debye-Waller
factor has not been accounted for. It is given by a straight-line fit
to the data at low temperatures. The deviation from this straight line
indicates a phase transition. Such measurements are repeated at various
coverages (see F19.20) to establish the boundaries in the overlayer
phase diagram. MNeasurements al various energlies and for various besms
give the |S| dependence of the Debye-Waller factor, but should e}l give
the same posttion of the phase boundary at & given coverage. A careful
analysts of the shape qf the intensity decsy curve <an Surthermore
provide information on finfte-size effects, correlatfon lengths, and the
nature of the phase transition, including the detersination of the order
of the tuns!tlm(“) and the values of critical exponents.(’s)
[ntensity-temperature and angular profiles can also be observed
dynamically as a functton of time at fixed coverage and temperature to
follow the growth of an overlayer or surface phase. From the behavior
of the width and maximum intensity with time at different temperatures
tt {s then {n principle possible to determine activation energies and
preexponential factors, as well as the growth law operative for the
ordered structure,

Intensity-temperature messurements have been made for a number of

years, initially to determine the Debye-Waller factor and thermal-
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diffuse-intensity for clean surfaces and later to determine phase
diagrams for overlayers, Debye-Maller factor measurements are difficuit
to interpret in terms of surface vibrational amplitudes because of the
fiaite and exponentially decaying penetration of the electron beam, Few
phase diagram esessurements have been made. Difficuities lfe in the
interpretation of the tempersture decay in terms of the position of the
phase boundary at different coverages, as illustrated in Fig. 20, and
the relationship between the diffracted intensity and the existing order
on the surtace,
vI1. Conclustgas

In this chaper, we have attempted, in a tutorisl fashion, to
provide the basic elements necessary for an understanding of surface-
sensitive diffraction techniques, The emphasis has been on those
aspects that will help the reader evaluate the power, as well as the
limitations, of diffraction techniques to study surface
crystallography. Much of what has been said in the early sections of
this chapter is also applicable to grazing-inctdence x-ray diffraction
and to atomic-beam diffraction, aithough they have not been expifcitly
mentioned, Of necessity, a number of other techniques have not been
discussed.  One of these, the measurement of surface extended-x-ray-
absorption fine structure (EXAFS), a potentially quite powerful
diffraction technique, can be used to determine the local structural
environment (i.e., nearest-neighbor distances} around tindividua! types
of surfaces atoms. It is based on measuring the diffraction of »
spherical wave that represents a photoelectron (or a core level electron
excited by any other technique) emitted from & parttcular type of

atom. The resuiting intensity as a function of momentum transfer can be
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evaluated as in the early parts of this chapter. The major difficulties
with the technique appear to be the extremely sma)l signal levels and
the limited range in momentum transfer that is accessidle, leading to
relatively large uncertainties in the determination of the positions of
the nearest-neighbor atoms.

Limited surface crystallography information i1s also provided by
other techniques that are not related to diffraction. They are too

numerous to mention here, The wmost {mportant of them are {on-beam

. techniques, which are reviewed elsewhere In this book.

Finally, a review of the experimental aspects of a technique or
class of techniques should provide an evaluation of the state of the art
as well as a prognosis for the future. (n our view, the development of
technology for surface-sensitive diffraction has lagged constderably
behind that of other surface analysis techniques. This ts now beginning
to change, es the importance of high-quality, quantitative structural
information 1in the tnterpre ation and evaluation of the output of
surface spectroscopies fis becoming increasingly apparent. One can
expect the significant advances in detection schemes, efficiency, and
resolving power in LEED and RHEED, as well as an oversll improvement in
the quality of RHEED systews and in their response, One can also expect
application of these techniques to a widening range of problems, as weil
as & recognition of the necessity of understanding {nstrumental
parameters to obtain truly quantitative information. A further impetus
to this development 1s the recent marriage of surface science and
ultrshigh-vacuum technology with high-energy electron microscopy and
diffractfon, a field at the forefront of technology 'in which the ideas

of instrumental response, data quality, and quantitative interpretation

n
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Flgure Captions Fig. 4 Dependence of the mean free path of electrons for inelastic

scattering, Anelr o their kinetic energy. The hatched area

Fig. 1 Reciprocal lattice and Ewald construction for a crystal Indicates the range of values of “Ml that have been measured

11lumtnated by penetrating radiation. a) Diffraction geometry for different materials
and energy appropriate for LEED; b) diffraction geometry snd Fig. 5 Cut in the a direction through the reciprocal lattice of a two-

Fig. 2

Fig. 3

energy appropriate for RHEED. The relationship between the
separation of reciprocal-lattice points and the length of the k
vectors corresponds to a lattice with 3 A lattice constant and
energies of 150 eV and 10,000 eV respectively.

Reciprocal lattice for a single piane of atoms and Ewald

construction for a) LEED and b) RHEED geometries, The
relationship between the separation of rods and the lengths of
the k vectors corresponds to & latttce with 3 A row spacing and
energies of 150 ev and 10,000 eV respectively. The
intersection of the Ewald sphere and rectprocat-lattice rod in
b) s misleading. The widths of the lines for both the Ewald
sphere and the reciprocal-lattice rod vastly exceed physically
realistic values,

lattice and Ewald construction for

Reciprocal 8 crystal

11luminated by weakly penetration radiation. The recfprocal
tattice s generally drawn as a set of rods with the positions
of the third tave condition indicated. The Ewald construction

is drawn appropriate for LEED, The variation of the
interference function with GLalong a rod is indicated on the
right.

corresponds ts shown on the bottom.

The real lattice to which this reciprocal lattice

Fig. 6

Fig. 7

dimensional crystal that contains random lattice strain in the

4 direction. The reciprocal-lattice rods broaden with

increasing order, h, of reflection. The hatched regions

represent the full width at half maximum of the intensity

distribution. The (00) rod 1s not sensitive to strain

broadening. The widths are greatly exaggerated,

Schematic 11lustration of mosaic structure in a crystal and the

reciprocal lattice corresponding to the surface. . a) Mosaic
structure, with an average wmisorientation angle, a. The
misorientation s vastly exaggerated. b) Cut in the a

direction through the corresponding reciprocal lattice, which
consists of many rectprocal lattices all with & common origin
byt misoriented with respect to each other by the angie a. The
crystatliite size s assumed large enough to produce narrow rods
as shown.

Cut in the a direction through the reciprocal lattice of 2
vicinal

surface with monotonically increasing steps and &

constant terrace size, a)Surface: a is the row spacing, d the

plane spacing, and L the separation of terraces, b) reciprocal
lattice: the narrow rods represent the rectprocal lattice of »
lattice whose unit vector is L. The separstion of rods and

their inclinatton depend on the terrace size L, The hatched

81



Fig.

Fig.

8

9

rods represent the reciprocal lattice of a finite lattice (each
terrace) whose unit vector is a. The complete rectprocal
lattice for each terrace, called the terrace structure factor,
¥s shown above the figure. Diffraction features occur when the
product of the two reciprocal lattices is nonzero, The period
in the appearance of diffraction features gives the inverse of
the layer spacing, 4. The figure 1s drawn for a terrace size
of 5 atoms.

Cut in the a direction through the reciprocal lattice of
stepped surface with constant terrace size and steps
alternately up and down, a) Surface, b} two structure factor
components, ¢) complete reciprocal lattice. |Fl|z is the
structure factor of the (infinite} lattice whose unit mesh
vector is 10a. |l’2|2 is the structure factor of a single
terrace (five rows wide) with unit mesh vector a. The complete
rectproca) lattice consists of delta-function rods that have
zero intensity at operiodic posttions in GJ._ The blackness of
the lines is meant to illustrate the intensity. The pertodicity
reflects the inverse of the layer spacing. The periods in
panel c) are not in scale with the lattice periodicity shown in
panel a).

Cut in the a direction through the reciprocal lattice for a
surface with AB stacking that has random up and down step edges
occurring at random intervals,

a) Surface, b) reciprocal

lattice. The hatched regions represent the FWHM of the

Fig.

Fig.

10

intensity distribution. This width is related to the average
terrace size, The periodicity in G-Lrellects the inverse of
the step height.

Cut in the & direction through the reciprocal lattice for a
surface with AB stacking that contains & wide distribution of
step hetghts that are multiplies of the monatomic-step heifght.
Cuts in the a direction through rectprocal lattices for a
p(2x1) overlayer on an infinite, perfectly ordered substrate.
THe overlayer atoms are assumed to sit in bridge sites, so that
the layer and substrate appear to forwm on AB stacking sequence.
a) Complete, Infinite, and perfectly ordered overlayer. Sharp
half-order rods appear. b) Low-coverage overlayer broken up
into fintte-size islands, Upper panel: cut at a particular
Gl. Lower panel: behavior as & function of G-L The hatched
areas represent the FWHN, The half-order rods are brosd and the
fundamental reflections contain a diffuse-tntensity halo. Its
behaviour with GL depends on the scattering phase shift
differences between overlayer and substrate atoms and on the
overlayer-substrate distance. The wtdth and shape of the
superliattice rods are related to the average island size and
the size distridution. ) Saturation-coverage overlayer with
antiphase domatn boundaries. Upper and lower panels as in
b). The superlattice reflecttons are broad as in b)., Their
width and shape reflect the average domain size. The

fundamental reflections do not have a diffuse-intensity halo,

——— .
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Fig.

fig.

Fig.

i2

13Cut In the a direction through the reciprocal

14

Schematic diagram of an overlayer containing a twin boundary

and the resulting reciprocal lattice. a) Surface: Overlayer
atoms on one side of the twin boundary occupy sites that are
displaced by 1/3 of a substrate lattice constant. b) Cut in
the a direction through the corresponding reciprocal lattice.
The hatched areas represent the FWHN. Every third rod is not
sensitive to the twin boundary, because all atoms scatter in
phase. Other rods broaden and reflect the twin size
distribution. Relatively thick overlayers are assumed so that
there 1s no interference with the substrate, The upper panel
shows a cut at a particular GJ_ From Ref. 48,

lattice
corresponding to a layer that consists of ordered regions that
are translattonally random in the & direction. The layer s
assumed thick enough so that no interference with the substrate
occurs, The upper pane) shows a cut at a particular G_L
Schematic diagrams in real and rectprocal space {llustrating
various contributions to instrumental broadening. a) Energy
spread (either 1in the incident beam or due to detector
resolution), (00) reflection. Integration over & range in G.L
occurs, but no spread in E” b) Energy spread, nonspecular
reflections, An integration over a range in (EJ_AM 4 spreading
tn E” result, «c) Angular divergence, for a beam focussed on
the detector. An integration over a range in GJ_ results, but,
because the particular beam (here chosen to be (00}) was
focussed on the detector, there is no uncertainty in Q“ d)

Angular divergence, general case. Both an integration over a

a4

Filg.

flg.

Flq.

Fig.

range in G| and an uncertainty in _G.” result, e} Finite beam
diameter, A uncertainty in EH results that differs for

different beams. f) Finite detector aperture. An uncertainty

in B“ results that ts the same for all beams. In all cases

the contributions are greatly exaggerated for illustration.

15 Schemstic diagrems in real and rectprocal space of the major

types of LEED measurements, P

o 15 the angle of incidence

®easured from the surface normal, Fis the angle the scattered
bean makes with the surface normal, and ¢ is the tilt angle of

the crystal.

16 Schematic diagrams 1in real and reciprocal space of RHEED

measurements, The dashed line in b) indicates the path of the
detector, or the deflection of the dtffracted beam across a

fixed detector,

17 Schematic diagream of s fixed-aperture weasursment al various

energies (an “intensity-vs-energy profile”) for a Surface that
contains randomly distributed steps, fllustrating the effect on
the fraction of the Bragg iIntensity that is collected. ‘he
solid bar represents the detector aperture. It slways has the
same solid angle, du. At an in-phase condition, all of the
8ragg intensity is collected. At an out-of.phase condition, a
fraction that depends on energy and aperture size s
collected. From Ref. 59,
18Schematic  diagrams of integrated . intensity-vs-energy
sedsurements st constent eomentum transfer, a) Constant
azimuthal angle, o, varying colatitude angle, .90. b) Constant

colatitude angle '90. varying azimuthal angle, 4.

Ot e
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Fig., 19 Dependence on 2M of the relative values of the integrals over a Fig. 24 Angular-profile weasurements of the (01) to (04) beams from
Brillouin zone of the Bragy scatiering, one-phonon thermal GaAs(110) surfaces, a) cleaved in vacuum, b) sputter-etched and
diffuse scattering, and multiphonon scattering, From Ref, 65. annealed. The energy, 180 eV, s near an out-of-phase
Fig., 20 Generic phase diagram for commensurately adsorbed overlayers condition for the stepped surface. The (01) besm is at the
and intensity-vs-temperature measurements. The phase diagram right. From Ref. 92.
plots the allowed phases at any temperature as a functton of Fig. 25 Comparison of two angular profiles of the (01) beam from a
coverage. | 1s an ordered phase with a particular structure, sputter-etched Gahs (110) surface that hes been anneaied at two
L.G. (lattice gas) fs the disordered phase.  Coexistence different temperatures; Solid curve: 350°C for 10 min., dashed
regions always occur if the adatoms have an attractive curve: 560°C for 10 min. Each curve ts the average of 30
interaction, The dependence of the intensity on tempecature at scans, requiring approximately one minute. The curves are
points s, b, and c is indicated schematically. The Debye- normalized at their maxima. The actual peak intensities differ
Waller factor has been rewoved, The integral {s over the by a factor of 7. From Ref. 92.
| diffracted beam, which at o and ¢ becomes increasingly broad as Flg. 26 Two. ‘mensional angular profile of the (00) reflection from
T fincreases. At a, the reflection remains sharp as long as S1{111) at 180 eV. From Ref. Il.
there fis any order. and the integral is equal to the peak Ftg. 27 Contour maps of RHEED profiles taken at two different times
tntenstty when measured with a typtcal instrument, sfter deposition of Ga onto a GaAs (001) surface fn the
Fig. 21 Schematic diagram of a LEED diffractometer with Faraday cup and presence of an As backgrownd. Nith incressed time the streaks
vidicon detectors. sharpen t0  spots, demomstrating fincreasing order in the
Fig, 22 Schematic diagram of a RHEED diffractometer with 1light surface. From Ref. S7.
sensitive-diode detector and magnetic-fleld deflection of Fig. 28 Intensity-temperature measurement for the disordering of a
diffracted beams. From Ref. 68. saturation-coverage N(110) p(2x1)-0 layer; 0: Measured “peak”
Fig, 23 Comparison of “intensity.vs-energy” profiles for W(100) taken intensity, intemsity corrected for instrument response. The
with a Faraday cup (dashed curve} and with a vidicon detector change 1n width of the angular profile (--) and the fnstrument
{sol)d curve), The two curves are normatized ot BO eV, From response function width (...) are also shown. From Ref. 74,
Ref. 9,
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