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ABSTRACT

The plane wave reflection coefficient is an important geometry independent means of speci-
fying the acoustic response of a horizontally stratified ocean bottom. It is an integral step in the
inversion of acoustic ficld measuremeats to obtain parameters of the bottom and it is used to
characterize an environment for purposes of acoustic imaging. This thesis studies both the gen-
eration of synthetic pressure ficlds through the plane wave reflection coefficient and the inversion
of measured pressure ficlds to estimate the plane wave reflection coefficient. These are related
through the Sommerfeid integral which is in the form of a Hankel transform. The Hankel
transform is extensively studied in this thesis and both theoretical properties and numerical
implementations are considered. These results have broad applications. When we apply them to
the generation of synthetic data, we obtain hybrid numerical-analytical algorithms which pro-
vide extremely accurate synthetic fields without sacrifising computational speed. These algorithms
can accurately incorporate the effects of trapped modes guided by slow speed layers in the bot-
tom. We also apply these tools to study the inversion of measured pressure field data for the
planc wave reflection coefficient. We address practical issues associated with the inversion pro-
cedure including removal of the source ficld, sampling, field measurements over a finite range,
and uncontrolled variations in source-height. A phase unwrapping and assodated interpolation
scheme is developed to handle improperly spaced data.

A preliminary inversion of real pressure field data is performed. In parallel, an inversion
of a synthetically generated field for similar bottom parameters is also performed and the results
of processing the real and synthetic data are compared. The cstimate for the depth dependent
Green's function obtained from the real data shares many features with the depth dependent
Green's function estimated from the synthetic data, suggesting that the total inversion to obtain
the plane wave reflection coefficient will soon be possible. Errors in the present estimate of the
plane wave reflection coefficient are associated with uncontrolled source-height variations during
the acquisition of data.
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CHAPTERI:

INTRODUCTION

1.1} Overview

The plane wave reflection coefficicnt is an important geometry independént means of speci-
fying the acoustic response of a horizontally stratified ocean bottom. It is used both to calculate
ficlds in propagations models and as an input to a variety of inverse techniques which seek to
determine bottom parameters {1,2,3 |. In this thesis we will study both the generation of syn-
thetic pressure ficlds through the plane wave reflection coefficient and the inversion of measured
pressure fields to estimate the plane wave reflection coefficient. We will consider only the fields
associated with a CW point source in the deep ocean over a horizontally stratified bottom and
will not allow the bottom to support shear waves. The results of this thesis, however, are appli-
cable to a wide class of wave problems and can be generalized to permit the source to be within
any isovelocity layer and the introduction of shear. Further, it is our hope that the tools
developed in the course of this work will find applications in many areas.

The foundation for our studies of the forward and inverse problems is the Hankel
transform, (4,5,6 ] which arises in these contexts because the Sommerfeld integral which relates
the plane wave reflection coefficient to the reflected field is in that form. We will derive general
properties of the Hankel transform to guide the work in these areas. We will also study and
develop numerical implementations to permit computer processing. A fast, accurate numerical
Hankel transform algorithm is developed and illustrated.

The Hankel transform results allow us to isolate significant sources of degradation in
numerically generated synthetic ficlds. To remove these sources we develop a hybrid analytical-
numerical procedure which is significantly more accurate without sacrificing computational
speed. This hybrid algorithm performs some of the calculations analytically while keeping the
numerical computation in the form of a Hankel transform.

Through another hybrid technique we incorporate the cffects of rapped modes that may be
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guided by low speed layers in the bottom. The results are accurate both in the near and far
fields, in contrast with modal methods. The method developed for handling these modes can
also be used to control other complications assodiated with poles in the plane wave reflection

coefficient such as those that would be introduced by allowing for shear wave propagation.

In Chapter V we begin to study the inversion of pressure field data to obtain an estimate
for the planc wave reflection coefficient. We draw upon our previous results to consider a
recently proposed method for performing this inversion by Frisk, Oppenheim and Martinez [7 ].
Frisk, Oppenheim and Martinez have proposed that the Sommerfeld integral be inverted
directly, without recourse to the specular approximation used by previous methods. [7 ] With
such a direct inversion, estimates would no longer be confined to real angles of incidence and
regions where the specular approximation is valid. [8,9 ] Such a direct inversion has been made
possible recently by coherent measurements of the reflected pressure field resulting from a point
source over a horizontally stratified bottom. [10 ] In this chapter we study several practical issues
associated with this proposed direct inversion. We consider directly the issues of source fiekd sub-
traction, sampling, windowing of the pressure field, and uncontrolled variations in source height.
The issue of source-field subtraction arises because the plane wave reflection coefficient is
directly related to the reflected field and not the total field, which is measured. Under the issue
of sampling we study both the sampling rate required to obtain a valid inversion and the effects
of improperly spaced data. To handle improperly spaced data, an interpolation procedure is
developed which is based on a new phase unwrapping procedure. In the discussion of window-
ing we determine the range to which field measurements must be taken in order to obtain a valid
inversion. In the section on source-height variation we characterize the degradation that results
from variation in the source-heigin and study canonical variations.

Having considered many of the issues affecting the direct inversion of pressure field data to
obtain the plane wave reflection coefficient we now actually perform a preliminary inversion of

real data. In parallel we invert synthetic data that we have generated using bottom parameters
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comparable to those we believe associated with the real data. We draw upon the previous
developments to interpret the results.

In the remaining portion of this chapter we briefly develop the acoustic framework upon
which this thesis rests. We also describe the experimental paradigm by which the real data was

gathered.

1.2) Plane Waves and a Horizontally Stratified Environment

A horizontally stratified environment is one for which the material parameters vary only
vertically. Such a simple environment makes possible an in depth study without the complications
that a more varied environment would introduce. The insights gained from studying this simple
environment can provide an understanding of more complicated envonments. Also, for many
conditions, such as are found in the region of an abyssal plane in the deep ocecan, the model is

itself sufficient.

Figure 1.2.1 shows an isovelocity water layer over a horizontally stratified bottom. Within

the water a single plane wave has the form :!

el(k" #k” +"’)¢ —iwt (l)
For this wavc to bc a solution to thc wave cquation within the watcr (which has sound speed ¢ ):
V2 - lz—"zi S(x ) =0 @)

c” 3

the wave numbers (k, , k, , and k,) must satisfy:

2,.,2,.,2_ 0
itk +k — = =0 3)
c

We define the vector k = k, [, +k, [, +k, i, and the scalar, k = -‘ci k will point in the direc-

tion that the plane wave propagates. In terms of this vector, the requiremeat (3) can be written

k| = Vi +k2+k2 =k @

1) Throughout this thesis we will suppress the € Bibad time dependence because it separates out from all

the field expressions.
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If (4) is satisfied then (1) is formally a solution to the wave equation even if k is complex. When
one or more of the components of k are imaginary the plane wave is called cvanescent and will
vary expouaentially in the direction of the imaginary component(s).

Considerations of symmetry guarantee that when a plane wave strikes a horizontally strati-
fied bottom the resulting wave will also be planar. For the purposes of field calculations, plane
waves are cigenfunctions of horizontally stratified systems. An incident plane wave given by :

Plel(k,x +hyy +h,1) )
will generate the reflected wave

P, o ex hyy b1 ©)
The change in sign indicates that the reflected wave is returning in the z direction. The ampli-
tude change defines the plane wave reflection coefficient, which may be a function of k. Since
for fixed w only two of the three components of k can be specified independently we write the

plane wave reflection coefficient explicitly as a function of only two:

P
Tc(k, k) = -,f Q)

Our plane wave reflection coefficient is defined for a single frequency only. This implies
that the incident signal has been present for all time. The returning wave, Py o' Cthy —k"). is
influenced by the bottom at all depths. This is in contrast to the occasional usage of the term for

which only the surface contribution to a pulsed input is considered.

1.3) The Weyl Integral
Because the wave propagation we consider is linear we can determine the response to a
more complicated incident field by considering that field as a superposition of plane waves. [9 ]

To calculate the reflected responses to a point source shown in Figure .3.1 we first express

the field of the point source at z = 2 as a superposition of plane waves. We write:!

1) We will use kg to denote the wave number in the water.

8

-4
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2.
- "' n°\/x2+’2 = =
R [ 4 l l(‘,l"" ,)
P ) » = = Ak ,k *7dk,dk 1
A~ ](IyZo) :7'—-‘2+y2 2‘"!;!; (x y)‘ xURy ()

Equation (1) is a two dimensional Fourier transform and can be inverted to determine
Al by):

» x \/2_4,—2
AT T

1 e y) i
Ak, k)= — > dxdy = 2
teoty) 2 !;:[’ ;xz+y2 ‘ » Ct& —kxz—kyz @

Vil -1
Each plane wave in the superposition (1) propagates in the z direction as ¢! A or

Vg —i3-
H-or-he) depending on its direction. Because the incident waves are those which carry

-1
e
encrgy from the source to the bottom we know that all the waves have Re (k,) > 0.! This allows
us to write the field at z > zg as

» x
1> z9 Py(x,y,2) = %r-f f i RALTETEE ORI

y)
EY e dk, dk,  (3)
- koz _kxz"k,z =

When these waves strike the bottom at z =0 each is turned around (+&; - ~&;) and is
scaled by the plane wave reflection coefficient. The reflected ficld at z =0 is given by:

1 ir (k sk ) V - lz- i -
Pp(x,y,0) = z—f f g - = ze' 1ok -kiw) ik “"’)dk,dk, @
™ “ue VAG —k2—k;

The reflected field at any height z >0 is determined by propagating this reflected field up

just as we propagated the incident field down.

® x iT , ==
s410>0 Palry.a) = 5o [ [ ot clhol)  Vilire, i
T Zalx VG —k}P -k,

Equation (5) is often called the Weyl integral. [13 ]

7k, a, (5)

1.4) The Sommerfeid Imtegral

1) The complex W[ll ] associated with & plane wave is given by
S(x.y.z)--zl-l'v'--—_—'—-5—]PI’.[n]mpo'uolm'lnﬂnnin&edkﬂmdm

real part of the Poynting vector. A wave with positive real part of Vkf —k2—L,? carries energy in the po-
sitive ¢ direction.
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The field associated with a point source over a horizontally stratified bottom is symmetric
about the z axis of Figure 1.3.1. We can exploit this symmetry to reduce the two dimensional
Weyl integral (1.3.5) to 2 one dimeasional integral.

The symmetry of the problem guarantees that all the field variables in space show a cylindr-
ical symmetry. Because the two dimensional Fourier transform of a circularly symmetric function
will also be circularly symmetric, the Fourier domain will also display a cylindrical symmetry.

We define
r'2 - xz+y2
k2 m 2k} (6))
With these definitions we write (I.3.5) in cylindrical coordinates as:
»2n
. | i Vg -2 Y 15+1) arcose
Py(r,z) = — T'(k ’ e* ™%k dk,do 2
z(r,z) h_{ .{ Vk_oz—_k,z (K, )e ,dk, @
With r(\/k}+k,2 = ['¢(k, k). Performing the 0 integration and using [14 ]
1 2w
1 1 ixcom
Jolx) = - - {e d0 3)
Equation (2) becomes
Pa(r2) = [pmbmme Tt e VI 4 @
° Ck& —k?

This is the Sommerfeld integral. {13 ]

The Sommerfeld integral has the form

Pa(r,z) = { G (k, 2,20\ o7k, )k, dk, (5
where
Vg -2 ¥ (sg+1)

G(k,,z,30) = ml‘(’& )e ()]

We will refer to G(k, ,2,2o) as the depth dependent Green’s function or the Green's function.
The integral transform (5) is the Hankel transform. [4, 5,6 ]
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Equation (4) represents the reflected field as a superposition of cylindrical waves of the

form Jo(k,r )e! + -0

, cach of which can be considered to be a superposition of plane
waves all striking the surface with the same horizontal wave number, k,. Because I'(k,) is
related so directly to the plane wave reflection coefficient, T(V k. +k2) = T¢(k, k), we will

refer to it as the plane wave reflection coefficient.

1.5) Obtaining the Reflection Coefficient
Presently most techniques for determining the plane wave reflection coefficient as a func-
tion of horizontal wave number, I'(k, ), from the reflected pressure field, Py (r), do not concen-
trate on inverting Equation (1.4.4). Instead they consider the stationary phase approximation to
that Equation given by:! [9]
r(-'ﬂ)e ok
Pr)~ — B (1)

where kg is defined to be the water wave number, %, and R2 = r2+(z9+2)?

Equation (1.4.4) is inverted to provide

k
N(=)= L,f, ] Pa(r) @

K Equation (2) is used to estimate I'(?) then |I'(:;—°)l can be estimated from the mag-
nitude of P, (r) alone through:

rko

T = R ()] Q)
This fact together with the simplicity of Equation (2) account for its widespread use.

1) More frequently the plane wave reflection coefficient as » function of angle is related through the specu-
lar gpproximation to reflected pressure fleld. We t it a3 a function of horizontal wave number to be
consistent with the rest of the taxt. If we denote I'y(0) as the plane wave reflection coefficiont a3 a func-

tion of angle, the two formuletions are related through I'(8) = T'(ksin(8)). k.,‘—;- is the horizontal
wave sumber corresponding to the specular angle.
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Unfortunately the stationary phase approximation upon which (4) is based is appropriate only
for distances, R, large compared to a wavelength and only for specular angles less than criti-
cal.[8,9] It completely ignores near field effects associated with I'(k,) for k, > k. For applica-
tions that consider near field effects or the character of the pressure field close to or greater than
the critical angle, a more exact inversion of Equation (1.4.4) is required.

For such applications Frisk, Oppenheim, and Martinez [7] have proposed that both the
magnitude and phase of the reflected pressure field be measured and that the Sommerfeld
integral of Equation (1.4.4) be inverted directly, without recourse to the stationary phase
approximation. The Sommerfeld integral is in the form of a Hankel transform. Since the
Hankel transform is its own inverse [5], Equation (I.4.4) can be inverted and solved for the
plane wave reflection coefficient in terms of Pg(r), the reflected response to a point source.

This gives:

I'k,) = _i‘\/kg __k’Z ! Vg 42 |2 “olfpn(")-’o(kﬂ)fd" ©)
0

1.6) Experimental Model

In this thesis we will perfform a preliminary inversion of measured pressure field data
according to Equation (1.5.5), as suggested by Frisk, Oppenheim, and Martinez. [7] The data
we analyze was taken by G. Frisk, J. Doutt, and E. Hays in 1981. In this section we present the
details of the experimental configuration they used. A similar experimental configuration has
been described in the literature. [10]

Figure 1.6.1 shows the experimental configuration used by Frisk, Doutt, and Hays. As
shown, two receivers were moored 1.17 and 54.55 meters from the bottom of the ocean on an
abysal plain under 1900 meters of ocean. The source was attached by cable to a ship on the sur-
face, and drifted slowly away at a height off the bottom of approximately 135 meters. Every 12
seconds the source emitted a 4 second 220 Hertz tone which the receivers recorded after quadra-

et S —
T ——— - .
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Figure 1.6.1 Experimental configuration used by Frisk, Doutt and Hays to obtain real data
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turc demodulation and low pass filtering. In this way the complex amplitude of the field as a

function of range was recorded. The source strength was 177 dB re 1 uPa at 1 meter.

Recording by the receivers was initiated every 12 seconds upon recognition of an 11 kHz
trigger pulse sent from a pinger mounted on the source, and continued for 6 seconds. During this
time the output of the receivers was quadrature demodulated, low pass filtered to 2 Hz, digitized
by a 12 bit A/D converter at a 5 Hz rate and recorded on cassette tape. A schematic of the prel-
iminary data processing in the receiver system is shown in Figure 1.6.2.

The ship drifted at a speed of about 1/2 kn allowing one sample of the field every half
wavelength. The clocks in the source and receiver were synclironized and had a stability of about
one part in 10° per day. The 11 kHz emission times at the source and the arrival time at the
receivers were used to determine the slant range between the source and the receivers. As part of
the processing it was necessary to estimate the source height and convert from slant ranged to
horizontal range.

Frisk, Doutt and Hays determined that the signal was in a steady state condition by the 4th

data sample.

1.7) Summary

In this thesis we consider the generation of synthetic pressure fields through the evaluation
of the Sommerfeld integral. This integral is in the form of the Hankel transform of the depth-
dependent Green's function. We also consider the inversion of a measured pressure field to esti-
mate the depth-dependent Green’s function and from that the plane wave reflection coefficieat.
The foundation of both these procedures is the Hankel transform. In the next chapter we will
both catalogue and develop the properties of the Hankel transform that will provide the founda-

tion for the work of this thesis.

Figae i




Y

- 22 -

CoSl omz || AasD | o
FILTER[™ |CONVERTER

220 Hz

SIGNAL ANDPAS MIXER =~
HYDROPHONE l BFILTERS’ F

2Hz A/D .
SIN |FILTER[ |CONVERTER

11 KHz |0 DAY
AMP/PROCESS™ |cLOCK

CASSETTE

L—— [MIcROPROCESSOR |~ MEMORY [ (CAZSE TTE

Figure 1.6.2 Schematic of preliminary processing by data acquisition system
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CHAPTER II:

THE HANKEL TRANSFORM

I1.1) Overview

The relation of the Hankel transform to the two dimensional Fourier transform of a circu-
larly symmetric function makes it as important a tool for problems cast in cylindrical coordinate
systems as the Fourier transform for proplems in cartesian systems. Applications can be found in
such diverse ficlds as astronomy, electrodynamics, electrostatics, oceanography, physics, and
scismology. Because it relates the pressure field associated with a point source in a horizontally
stratified medium to the plane wave reflection coefficient, it forms the foundation of this thesis.

In this chapter we explore the properties of ihe Hankel transform.

We begin by presenting the most common definitions of the Hankel transform in Section
I.2. We show how the Hankel transform arises from the two dimensional Fourier transform of a
circularly symmetric function in Section I1.3. To relate the Hankel transform to the more fami-
liar one dimensional Fourier transform, in Section II.4 we present its asymptotic form. In Section
I.5 we complete our presentation of available propertics with a summary of important results

availablie in the literature.

The remainder of this chapter is devoted to results previously unavailable. We derive these
results to provide the foundation for our work later in this thesis. Section I1.6 examines window-
ing and the Hankel transform. We will later use the results derived in this section to determine
the range over which pressure field data must be known in order to successfully estimate the
plane wave reflection coefficient. We will also later use the approximate results preseated in this
section to determine the effect of varying source-height during data acquisition on the estimate of
the plane wave reflection coefficient. Section I1.7 studies the effect of sampling on the Hankel
transform. Sampling issues arise both when data to be transformed is available only on a discrete
set of points and when the Hankel transform is computed numerically. The results from this sec-

tion will be used extensively in Chapter IV.
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The addition of white Gaussian noise is often a reasonable model for the accumulated
effect of many sources of corruption acting on a measured signal. Section II.8 discusses the
degradation introduced into the Hankel transform of a signal by the addition of white Gaussian
noise. It also shows that sampling such a function on a square root grid can improve the noise

behavior of the associated Hankel transform.

We begin now by presenting common definitions of the Hankel transform.

11.2) Definition of the Hankel Transform

In the literature a number of different integral transforms are referred to as the Hankel

transform.! Three of these are presented below:

1)’”1{/(')} = [£(r)Wolpr)rdr = Fy(p) Watson [1966]

0

2)HT2{/(r)} =2n f 'f (rW o(2mpr)rdr = F(p) Bracewell [1965]

3)m3{r(r)} = ff (rMolpr)Verdr = F3(p) Bateman [1953]

[)
Definitions (1) and (2) are only superficially different since F,(p) = 2wF ;(2wp). Definition (3)
is substantially different with

Fs(:) _ ml[%r:)_} @

As we will see, under definition (3) the Hankel transform has properties very similar to the
Fourier transform. We will use definition (1), never-the-less, because of its relationship to the

two dimeansional Fourier transform.

1) Sometimes these transforms are also referred to as the zero-order Hankel transform. We will not make
that distinction in this thesis.
i
W n——— - g st e
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11.3) The Hankel Transform as a Two Dimensional Fourier Transform

If we use the definition of Watson

HT{/(f)} = _{f (rWolpr)rdr = F (p) M)
then the Hankel transform is simply related to the 2 dimensional Fourier transform of a circu-
larly symmetric function. [1,2 ] To show this we write the 2 dimensional Fourier transform in
cartesian coordinates:

Folk, b)) = 5= [ [ fo(xy)e'®* ™5 asdy @

¥ fco(x,y) is circularly symmetric we can unambiguously define

Fr) = fo(x,y) where r = Viliy? 3)
Writing (2) in polar coordinates we have:
1 22w
Fp(p.®) = ;{{I(r)e"’"“("‘”rdrde )
A change of variables £ = 0—¢ shows that:
l »2g
Fp(p:d) = 5= [ [£(r)e'™ Hrdrdg ®)
Too

30 Fp(p,d) is not a function of ¢b. We suppress ¢, drop the subscript, P, and perform the §

integration using

2y
L feuootgs = so(x) ©
2n 0
to see that any radial slice of the two dimension Fourier transform of the circularly symmetric

function f. (x,y) is given by:

F(p) = {f (r W olpr )rdr ™
which is the Hankel transform.

By considering the Hankel transform as the two dimensional Fourier transform of a circu-

larly symmetric function we can also relate the Hankel transform to the Abel transform. The

——
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Abel transform frequently arises in optics, secismology and other fields. In this formulation it will
appear as the projection of a two dimensional circularly symmetric function onto its axis.

We begin by noting that the slice of the two dimeasional Fourier transform in polar form,
Fp(p,0), cquals the slice of the two dimensional Fourier transform in cartesian form, F¢ (p,0),
since both functions represent the same slice of the two dimensional Fourier transform. When
fc(x,y) is drcularly symmetric then its transform in polar form, Fp(p,d), is drcularly sym-
metric and equal to F (p), its Hankel transform, as we have shown. For this case we can there-

for write:

F(0) = Fp(0.0) = Fc(0.0) = 5= I [Scteyei®asdy ®

If we perform the y integration first we have

F@) = 5[ | [fey)dy |emae ®

The integral in y generates the projection of f-(x,y) onto the x axis. We define this projection

to be p(x). If we use the circular symmetry of f¢ (x,y) we can rewrite this projection as:

P = [fe@yy = [fc(Valey? Oty <2[7c(Valryi 0y (0)

Or in the cylindrical coordinate system

- P r)rdr
Equation (11) is the Abel transform of f(r). The Abel transform can therefor be considered as

the projection of a circularly symmetric f¢(x,y) onto the x axis. Since the Hankel transform

was showa to be the Fourier transform of the projection we see that

oy} e}

This relationship was presented by Bracewell. [3 | Implementation of the Hankel transform

through Equation (12) is equivalent to the projection-slice method proposed by Oppenheim,
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Frisk, and Martinez. [4 ]

Equation (12) relates the Hankel transform and the one dimensional Fourier transform
through the Abel transform. When we consider only large values of p, the transform variable,
an approximate relationship between the Hankel transform and the one dimensional Fourier
transform can be developed that does not involve the Abel transform. This can be done through

the asymptotic form of the Hankel transform, which we present in the next section.

11.4) The Asymptotic Form

i the Hankel transform is not dominated for all values of p by the behavior of the kernel
pear the origin (as would be the case for 5(r)/r for example ) then the asymptotic behavior of
the transform can be studied by substituting in the asymptotic form for the Bessel function. If

we use the asymptotic form for the Bessel function presented by Lipschitz {5,6 ] !

v—
-7';-‘—.1.,(;) = cos(x =) + é- in(x ~7) - ]-2% [cosx——:-) - 0-32; ]x>0 §))

where |8] < 1 and we keep only the leading terms in x, the Hankel transform becomes:

VipIF (p) = -:7/%{ f(r)cos(lpr |~ %)‘/:dr ()

If we expand the cosine term Equation (2) becomes:

VipIF (p) = 7‘; [{f (r)cos(pr)Vrdr + sgn (p){f (r)sin (pr)Vrdr ®)

The integrals in Equation (3) are the Fourier cosine transform and the Fourier sine transform [8
]. In some cases this form allows us to extend results available for these Fourier transforms to
the Hankel transform. When the sgn(p) term can be ignored, for example, Equation (3) sug-
gests that asymptotically \/BTF (p) behaves much like the Fourier transform of VTr_lf (r).

The sgn (p) term can not be ignored without further approximation whea the values of the sine

1) A more recent reference in the form of an asymptotic series with the same leading term is [7 ]

- e —_
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and cosine trandorms for negative p effect the positive part of the spectrum. Such is the case
when these transforms are degraded by sampling or integration to a finite limit, for exampie. {9 ]
Had we used the definition of Bateman for the Hankel transform, Equation (3) would have

appeared even more like a Fourier transform:

Filp) = [{f (rcos(or)dr + sgn (9) [ (- )sin(pr e @

Bateman's definition (Equation I1.2.3) is more directly related to the Fourier transform than the
definition of Watson (Equation [1.2.2). Despite this, we use the definition of Watson becaunse
we with to preserve the relationship between the Hankel transform and the 2-dimensional

Fourier transform presented in Section II.3.
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I1.5) General Properties of the Hankel Transform

A number of properties for the Hankel transform are readily available in the literature.

[10,1, 6,7] We present some of the more important of these here for complc.-.t.enes.1

PROPERTY f(r) F(p) = _{f (r W olpr )rdr
self —inverse F(p) f(r)
linearity a f1(r)+f(r) a Fy(p)+F (p)
scaling f(ar) al—zF ( ‘5)
derivative Vi (r) —p2F (p)
power [ )" yrdr = [F(0)G" (oIodo
moment Fp) = i .S;ll:lzﬂ_l.pz" with m,_ = }r'f (r)dr

=0 (a2 "2

In the remainder of this chapter we develop properties of the Hankel transform not avail-
able in the literature but of considerable importance to the later developments in this thesis. We

begin by determining the effect of on the Hankel transform of a function when it is multiplied by

a range limited window.

I1.6) Windowing and the Hankel Transform

a) An exact windowing expression

The definition of the Hankel transform has infinity as the upper limit of integration. In
practice it is often impossible to carry out the integration to infinity. This may be because the

function to be transformed is only known out to a finite range or because the integration must be

Toa il covm : .
We will consider two functions to be equal if the result of convolving their difference with a band-limited
function is always zero. This is equality in the sense of generalized functions.

st . p— ——
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performed numerically and only a finite number of calculations can be made. Following the
convention used with the Fourier transform we will write the upper limit of integration as infin-
ity but will make the function to be transformed zero beyond some finite upper limit by multi-

plying by a window of finite extent. [9 ] In this section we will explore the degradation intro-

duced into the Hankel transform of a function by such windowing. The results of this section

will also find application to the approximate evaluation of integrals of the form ]

» . i
[£ @) olor)olsrrar ¢V !

which arise in this thesis in connection with source-height effects.
An exact but cumbersome expression for the effect of windowing can be derived from a

result presented by Bracewell. [10 ] If we define:

P(p) = {p (r ) opr)rdr
2

Then P, (p), the Hankel transform of the product of p(r) and w(r) is given by:

*2u

P, (p) = {p (r)w(r ) olpr)rdr = { { P (W (Y p*+E2-2ptcosd)Ed 0d £ 3

We can relate the Hankel transform of the windowed function, P, (p) to the Hankel transform

of the unwindowed function, P (p), by carrying out the theta integration in Equation (3) to
obtain:

» 2
P,(p) ={r(e)u(p,e)de with H(p,a)sq W (Vpi+§2-2pEcos8)d®  (4)

i H(p,£) had the form H(p~¢), then Equation (4) would be a convolution, reminiscent
. of the windowing result for the Fourier transform. [9 ] By placing some restrictions of w (r) we
can derive an approximate expression for the effect of windowing that has the form of a convo-

) lution.
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b) Approximation as a convolution

A simpler approximate expression describing the cffect of windowing can be derived by

using the asymptotic expression for the Hankel transform:

Vip|F(p) = % l{f (r)cos (pr)Vrdr + sgn (p)_{f (r)sin (p,)\/:d,}

®
= 2 [6.0) + n )6 o0)

G, (p) and G¢(p) are a Fourier cosine transform and Fourier sine transform respectively. [8 )
The cosine transform and the sin transform cach have the property that the transform of a pro-
duct is the convolution of the transforms. Using this, the effect of windowing in the asymptotic

formulation of Equation (1):

VIpIF,(p) = % {f(r)w (r)cos(pr)Vrdr + sxn(p){f(r)W(r)sin (pr)Vrdr| @

can be written as:

by VIeTF. () = G, (5)*W5(5) + s8n(5) [Go (0 W (5] ®
where we have defined:
, We(p) = [w(r)e'™ar @

In general Equation (3) can not be rewritten as the convolution of F (p) with a window
term because of the sgn (p) term. However, if the Fourier transform of the window, Wy (p), is
effectively confined to a narrow band around p = 0, then for p larger than this band (B,,):

P >By Go(P)*Wr (5)+s8n(5) [Go ()W (0) | ~ G ()*Wi (9)+ [s8 ()G () |*Wr o)
Combining Equations (2), (3), and (5) we have:

. VIF. @ = [VIelF 0 ]*W: ) ©
f* which is our asymptotic result.
. LT If We(p) is not negligible beyond some band, B,,, then the effect of windowing on the
*
/ - - = - -
T
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Hankel transform can not be put in this simple form. For such cases the exact result of Equation
(11.62.4) must be used.
¢) Resolution and leakage

Given Equation (II1.6b.6) we can address the practical issues associated with windowing.
As is frequently done for the Fourier transform, we divide the issues associated with windowing
into two general classes. The first we call resolution and refers to the local smearing affected by
the main lobe of the window. The second we call leakage and refers to the contribution of the

side lobes. [9,11]

We begin by expanding Equation (I1.6b.6) to write:

p>0 VoF,(p) = {\@r OWr(p=8)dg with We(p) = fw(r)e'™dr (1)
When p is sufficiently large ( p greater than some pg) then \/E can be considered constant over

the main lobe of Wy (p—§). For these p, Equation (1) can be written approximately as

p>pg VpF,(p) = ";{ F(We(p—~£)d¢ ()]
30 that
F,(p) = { F (E)We(p-§)d )]

Under this condition the issues of resolution for the Hankel transform are the same as those for
the Fourier transform. If we desire to resolve events in the Hankel transform on the order of 8

then the lobe of our window must be less than 3. Discussions about a variety of windows are

available in the literature. [9, 11 ] For the Hanning class of windows, the main lobe width is —;—,

where B is the length of the window. Our requirement for resolution of events on the order §

becomes:

8>3 0

Leakage is the phenomena we asociate with the side lobes. For the purpose of this analysis

em— e am . Y e . ———
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we consicer Lie iobe width to be sufficiently small that it can be 2pproximated by an impulse so
that we ignore the smearing effects that we have assigned to resolution. We approximate Wy (p)

as a weighted superposition of impulses;

Wr(p) = ;ﬂi 8(p~T;) )
The a; indicate the rate at which the side lobes approach zero. The convolution of Equation (2)

becomes;

ViF (p) = _j; V&(E)gaIG(p“&*Ti)d&
2a; \/F-_EF (1)) ®
i
When we are concerned about the leakage due to a singularity, we must consider the weighting
a,-ﬁ which indjcates the amount of leakage of an cvent at T; of strength 1 would have at

P. Here the Hankel transform differs from the Fourier transform because of the Vp=T; term

which slows the decay rate, Consequently for equivalent leakage, the lobes of the window must
fall by a factor of vl; faster than that required for equivalent performance in the Fourier
transform. For this reason we haye concentrated on the Hanning window rather than the Ham-
ming in many of our examples.

By weighting the side lobe heights by a factor of V;, optimal windows could be designed

for Hankel transforms in a manner analogous to the Fourier transform.

d) Examples

In this section we present two examples of windowing and the Hanke| tangdorm. To each

we apply a rectangular window:

1 0<r <4000
wr)= 1o 4000<, m
which has a length similar to the range over which data is available in the experiment described
ek Vrin

in Section (16). The first function we transform is 72—-2—2- for which the true Hankel
rt+

. -
PSS S

e
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L ] Vii_2 " .
transform is given by . e! @), Figure 11.6d.1 presents the log-magnitude of
§7k2_p2

2k Vri+(2y?
-v-——- 0 < r <4000. As can be seen in the figure, this function decays almost four
r2+(2)?

orders of magnitude over the window length. Figures I1.6d.2a and I1.6d.2b present the magm';

tude and phase of its computed transform. Essentially no degradation due to aliasing is apparent
eaz\’ru(m)*
in the computed transform. Figure I1.6.3 presents the magnitude of . Over the
V 2 2
r“+(133)
window length this function has decayed roughly two orders of magnitude. Figures I1.6d.4a and

I1.6d.4b present the magnitude and phase of its Hankel transform. The correct transform is

. i 1Va2-p(133)
given by: e d .
y C k2_.p2

ek Vrl+(2)2
m— for 0<p=<k. Instcad the magnitude of the transform shown in Figure I1.6d.4a
k*=p® |

The magnitude of the correct transform should look like

shows considerably more degradation than that of Figure 11.6d.2a. This is due to the fact that

this is the transform of a function which has proportionally more energy outside the window.
One is tempted to assume the ripples apparent in Figure I1.6d.4a are due to leakage of the

v;:———p; singularity. This is not the source of degradation, however as may be seen by noting

that this same singularity is present in the first tranfform of Figure I1.6d.2a for which no such

rippling is apparent. The rippling is due to the smearing of the transform in Figure I1.6d.3a over

1V3-p2(11)

its rapidly oscillating phase term e which is not apparent in the magnitude plot.

When the true phase varies rapidly over the width of the main lobe of the window the effect of

smoothing can actually be to introduce rippling into the computed magnitude.
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11.7) Sampling and Aliasing

It is often necessary to approximate the integral in the Hankel transform by a sum. This
approximation may be necessary because the fuaction to be transformed is known only on a
discrete set of points or because the integral must be evaluated numerically. The resulting sum
will be a degraded version of the truc Hankel transform. We will adopt the terminology of
Fourier transforms and refer to the replacement of the integral by a sum as sampling and the
resulting degradation as aliasing. In this section we examine the form that aliasing takes for the

Hankel transform.

The discrete sum approximation that we will concentrate on is the Fourier-Bessel series.
We will derive an expression that relates the output of the Fourier-Bessel series to the true
Hankel transform. Because the Fourier-Bessel series uses samples on a set of points that is
approximately evenly spaced, the results we derive will be approximately correct for any evenly
spaced sampling scheme.

We begin with the formulation of the Fourier-Bessel serics [7, 6 ] which states:!

E 1 - d
0<p<l F(p) = 2 gf—“’—’%i?ﬁlomp) ™

Where A\, n=1,2,3, - - - are the ordered zeros of Jo(x).

If F(p) =0 for p > 1 then the integral in the expression above is just the Hankel
transform of F (p) evaluated at A, f (A,) so that the Hankel transform, F (p), can be expressed

exactly as a sum:

0<p<l F(p) = 2%171%10(x, p) when F(p) = 0forp>1 )
s=1J]1 Ay

When F (p) is not truly bandlimited to p < 1 and/or the sum is not carried out to infinity, Equa-

tion (2) is only an approximation to the Hankel transform. The study of the effect of finite N on

1) Ws will call two functions equal if the Fourier transform of their difference has no energy at any finite
frequency. For this reason we aeed not single out the values of F (p) in Equation (1) st points of discon-
tinuity.

it

.\’




the approximation is the study of windowing, covered in the previous section. Here we consider

only the degradation that occurs because the infinite series is used in place of the integral.
Finally, we note that it is because the zeros of Jg(x), \,, rapidly approach n1r+% that the
sampling above is approximately evenly spaced.

To determine the effect of approximating the Hankel oransform:

F(p) = ,Zf (r)J ofpr)rdr €
by the Fourier-Bessel series:
0<p<1l F@)= 3 —52—f(MWo(Arp) @
2700

we express F (p) in terms of the correct transform, F (p), by inverting (3) to write f(r) in terms

of F (p). We substitute this into Equation (4) to yield:

. N g P
0<p<i ””’z.‘sﬁ.m {F(gvo(x.e)ede Jo(Aap) (5)

Interchanging the order of integration and summation we have

F(p) = { F(OTy (p.E)EdE (6)

Where, following the notation of Watson (page 582) [7 | we define:

TN (pvg) = 2.§1 .’12(x )

The study of aliasing for the Fourier-Bessel series is the study of T .(p,§). We can obtain

N [ Jo(Ay€W o(Anp) ] -

an expression for T .(p,£) by using an asymptotic result presented by Schiafli:! [12 ]

1 [sin Ay(p—E) _ sin Ay{2-p—§) 1
2 2

1) This differs from Watson's presentation of Schiafli's resuit.

2) Schiafli does not restrict the region of validity of his result. Watson, however, states that Schisfli's result
procseds from a formula which is strictly valid only for 0-<p+§<2 and p#£. We will later plot 7125(p.€)
to show that the results of this analysis appesr valid inside the region 0<p+E52 and spproximately valid
outside that region.
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As N -x Ty(p,t) approaches a weighted sequence of impulses. We determine that sequence

here.
We begin our analysis of Equation (8) by first considering the expression:
. sin [ Nmx + 1%
sin ANX _ L 4 J (9)
. mX . WX
— m——
sin 2 2
Which equals
gin N nx cos%-f— cosl\:;x sin—":—t{ (10)
. X .
) 2
In Appendix I we show that as N ~ = the first term in (10) approaches the limit:
S(-1)*8(5 ~24) an
k

In Appendix I we also show that the second term in Equation (10) approaches 0. The limit

of Equation (9) is therefore given by:

. sinAyx
lim N
N =

= S(-1*8(5-2k) (12)
in JX x
sin )
Using Equation (12) the first term in Equation (8) can now be secn to approach the limit:

B’E‘,ﬂ:—— ((Ep__ 5) = 22C-1'8o—¢-4) 3)
sn
2

The second term in Equation (8) can be put in the form of Equation (9) by defining
y =2-p-§

sin Ay(2-p—§) _ sin Ayy

14
.inzrjz_-ip;ﬁl mzzz 14

Combining Equations (13) and (14) we have:

bm sin Ay(2-p—§)

Nd;;—;———- 2-p-D = 2%(‘1)"5(2‘9‘&4*) (15)
2
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We can determine T .(p,£) by combining (13) and (15):!

. 1
i Tu(p.0) = = S0-1) [so--40) ~ s2-p--4b) 16
-~x t
If our transform is not severely aliased so that F (p) is negligible for p > 2 then substituting

Equation (16) into Equation (6) shows that:

2
0<p <1 F(0) = [FQ)Fr [560-9 - 8200 Jsat an

which equals for 0<p<1 :?

V2,
FG) = F(9) ~ ~=2F (20) 18)

We observe that the aliasing result most directly relates \fp-F" (p) 0 \/;F {p)-

An example of aliasing is presented in Figure I1.7.1 where we see 4\/; times the Hankel
transform of e %" generated with the Fourier-Bessel series. The figure displays the aliasing
terms generated by the impulses in Equation (16). In the region 0< p<< 2 the figure matches
the result indicated in Equation (17) very well. In the region 0< p< 4 the figure does not
correspond exactly to what would be determined by substitution Equation (16) into Equation (6)
indicating the limited validity of Schlafli’s result.

Figure I1.7.2 shows a plot of 2\/;§-Tm(p,§) 0<< p< 10 0« &< 10. This picture sup-
ports the accuracy of Equation (16) for Tx(p,&) for 0< p+£= 2 and suggests that Equation
(16) is at least approximately correct over the range of p and £ shown in the fgure.

We conclude this section with a final example of aliasing for the Hankel ransform that will

play an important role in the generation of synthetic data. Figure 11.7.3 shows the function

1
f(r) === Im(rg) >0 (19)
r-=rg
corresponding to two poles, one at 7 = ry and the other at r = —rg. This function has the

known Hankel transform: [8 ]

1) Over the region of validity for Schiafli's result.
2) We have included the point p+§ = 2, which is not strictly within the interval specified by Watson.
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i
F(p) = =HE (rop) (20)
V32 e
Asymptotically H,Sl)(rop):me 4 e o that its magnitude should appear
o

\/_
=v-2—. Consequently the magnitude of F (p) should appear smooth and decay as 71- In
Trop P

A
Figure I1.7.4 we sce the numerically computed transform using the samples f 72.-;?] Rapid

oscillations are apparent which are not present in the magnitude of the correct ransform. The
source of these osdllations is aliasing, which can be seen by using Equation (18) to approximate

the numerically computed transform:

~-{g -
V2 & _irep _ V4096—p V2 T4 irg(4096-p)

F = e e e e 21
®) .\7 Trop \7; Vury(4096 —p) @
which equals
i{n
3 .1 \/5 e [ irop —irop ]
Flo) = -

(») Vzme e Ae (22)

with A = e“P9 Tpis can be rewritten as:

in
s ~ 1 \/-2- e [ _ irgp , . ]

¥ (p) v-p V‘n’To'e (1-A)e + 2iA sin{rgp) (23)

where the beating caused by the aliasing is apparent in the sin(rgp) term. The aliased output

displays the form of the Vl- decay term times an extremely degraded estimate of VpF (p).
Y

When the transform decays only at a rate of of Vl-' this example shows that severe degradation
P

due to aliasing can be expected.

11.8) The Effect of Additive W hite "aussian Noise on the Hankel Transform
) Statement of the Effect of Additive White Gaussian Noise on the Hankel Transform

In practice it is seldom possible to know exactly the function whose transform we desire.

Frequently it is powsible to model the uncertainty about the input function by assuming that the
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errors associated with each sample are random and uncorrelated from point to point. Since the
combined effect of many random factors can often be modeled with a Gaussian distribution (by
invoking the central limit theorem [13 ]) the assumption is often added that the distribution of
error around each point is Gaussian. This model of the uncertainty corresponds to additive white
(the uncorrelated assumption) Gaussian noise. We assume the mean of the noise process is zero
j so that the expectation of the noisy input signal is the true input. If we further assume that the

variance of the noise process is not a function of the input sample number then this Gaussian

noise process is stationary.

In this section we explore the effect of such uncertainty on the Hankel transform of the !

input function. Since the Haunkel transform is a linear operator and the noise process has zero
mean, the cffect of the noise will be to introduce a variance in the output of the Hankel
transform proportional to the noise power but the expected output will not be corrupted. [14 ] In
this section we first show that unlike the Fourier transform the variance of the Hankel transform
N of stationary white Gaussian noise is not stationary, but instead concentrates power near the ori-
gin. This result is important because frequently the Hankel transform is used in place of the two
3 | dimensional Fourier transform in problems with an underlying circular symmetry. Because of
' this property, a slice of the the two dimensional Fourier transform of noisy measurements made

over a two dimensional grid of a circularly symmetric field will differ from the Hankel transform
of a slice of that field.

In Section (b) we will show that if f (\/;) is a stationary white Gaussian noise process then

F (\’5) will also be stationary white Gaussian noisc. This result implics that if the input function
] is sampled on 2 Vr grid and each sample is independently corrupted by (zero mean) Gaussian
noise that does not depend on the sample number, then samples of the Hankel transform on a
l - \’; grid will be independently corrupted by Gaussian noise and the amount of corruption will
‘; not depend on the value of p. On these grids cach sample represents the same area of the under-

lying two dimensional circularly symmetric function and the noise properties of the Hankel

S




transform are equivaleat to the noise properties of the underlying two dimensional Fourier

transform.

To show that the Hankel transform concentrates noise power near the origin we first write:

Fy(o) = z [r >+ |iatoryrar W
Where we have introduced the limit of integration, B, to insure convergence. n(r) is stationary
white Gaussian noise with variance N¢. The variance of Fj is given by
m[ﬁ.(p)] =
= E[1f2 @) - EGa oD 1
-E [:j» (rMolpr)rdr I’]

e )
= [[E |n(a)n(8) [Vo(pa) o(pB)aBd ad B
[felrenm)]
s8
= {{m(a—awwwoshwua
L)
= Ng {Ja(pa)azdu
For p = 0 Equation (2) above shows that
. ’ NoB?
VAR [r, ©] = [asta= =3 ®)
When p+0
. » No®
VAR [F. (p)] = No{la(m)a’da = ;‘-{ g8 (eMde @
In units of normalized frequency v = p/B
R y No
VAR [F.(p)] = NofJ} (pa)adda = —=[e1 (6)dE (6))
r} vB~ g

which is plotted in Figure 1.8a.1. As can be seen this function decays rapidly with v so that the
Hankel transform concentrates noise power near the origin. We can explain why this noise pro-
perty of the Hankel transform differs from that for the Fourier transform by considering the
underlying two dimensional circularly symmetric Fourier transform represented by the Hankel
transform.
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We recall from Section (I1.3) that the Hankel transform of a function, f(r), corresponds to
a slice of the two dimensional Fourier transform of the function f (r,6) made by sweeping f(r)
around the origin in two dimensions (so that f(r,0) = f(r) for all §). When we generate the
Hankel transform of the noisy input, f(r) + n(r), we obtain a slice of the two dimensional
Fourier transform of f(r)+n(r) swept around the origin. The result is very different from
sweeping f (r) around the origin and then adding SWGN (stationary white Gaussian noise) in
two dimensions. In the first case the noise field is circularly symmetric, in the second case it is
not. It is the symmetry in the underlying noise field implied by the Hankel transform that causes

the concentration of noise power near the origin.

We will now show that this behavior of the Hankel transform with respect to noise can be
averted by changing to a Vr coordinate system for the input and a Vp coordinate system for the
output. Samples evenly spaced in these square root coordinate systems have the property that the
distance between any two samples always represents the same area of the underlying two dimen-
sional (circularly symmetric) fumction. Each noisy sample of the function and its Hankel
transform represents the same amount of area in the underlying two dimensional spaces. Conse-
quently the noise properties are equivalent to those associated with samples evenly space on a
cartesian grid (amociated with the two dimensional Fourier transform).

b) Proof that if £ (V7) is stationary white Gaussian noise then F (Vp) will also be stationary white
Gaussian noise, where F (p) is the Hankel transform of f (r)
The proof that if f(Vr ) is stationary white Gaussian noise (SWGN) then F (Vp) is also

SWGN, consists of three parts and a conclusion. First we will show that for the integral
tranform defined as F(p) = [f (rWolpr)Vprdr that f(r) is SWGN if and only if Fy(p) is
¢

SWGN. Second we will use this to show that Vrf (r) is SWGN if and only if VpF (p) is SWGN.
Finally we show that if V7 f(r) is SWGN then £ (Vr ) must be SWGN.

i) Proof thar Fy(p) is stationary white Gaussian noise if and only if f(r) is stationary white Gaus-

L s A ———
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sian noise, where F i(p) is the Hankel transform of f (r) as defined by Bateman.
We begin by recalling that the Hankel transform defined by Bateman [8 | and presented in
Section (I1.2) is given by F,(p) = f f(r)o(pr)Vprdr. Because this operator is linear, Fai(p) is
o .

Gaussian. For the same reason if the mean of f(r) = 0 then the mean of Fi(p) is also 0. We

need only show, then, that

E[FalonFae) | = Co(01-pa) M
Now
E [Fz(Pl)Fz(Pz)] =
E [{ £ (rMo(pir)Vorr. dr{ TV o(piE)V pikd }

= [N =6 ko) oos6) Vorpareand

- ]
= NoV Ple{/o(mf)Jo(sz)fdf

MM_ bt

8 -
= NoVom (mp‘ 3)
» = Ned(p1=p2)
This proves that f(r) SWGN implies that Fy(p) is SWGN. The converse is proven by noting
that the above integral transform is its own inverse so that the same argument applies, renlacing
£ (r) with F5(p). )
i) Proof that \/;F (p) is stationary white Gaussian noise if and only if \’;f (r) is stationary 1hite
Gaussian noise, where F (p) is the Hankel transform of f (r)
From (i) we know that if Vr £ (r) is SWGN then
O/ CNIolor)Vordr = Vo s (1) olorirdr = VoF (1) €)
is SWGN. Since the Hankel transform, f S (r M o(pr)rdr is its own inverse the converse follows by
0
starting with Vr f(r).
)
2
g [}
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iii) Proof 1rat \/r_f (r) is stationary white Gaussian noise if and only if f (\/r_ ) is stationary white

Gaussian noise

8(r1—r2)

First we show that if E [f (-)f (r2) | = 8(r1=r2) then £ [ratrprar] = o

This assumes that {(r) and { "}(r) exist in the region of interest.

i Proof:

rar =
| g = [ ULED3C~ds @

da
@)
Using Equation (4) we can write E [f (r)f (l[rZ])] as:

= [£ @81

S efrarnsaraD ] =

; : Y o 8[ry—1"Ya)]8[ra—1"Yay)ldad a, |
. ._!:LE [f( 1)f(“2)] ll[l -1((“)][1—1(02)] s ) i
1) } Fatarman At @t e ldader ®

L4 [ @)}t ()] 1

I 8{ri~1""(a)]8[rs~1""(a)]
= Il
Tf we define £ = ["Y(a) %0 that a = [(£) and da = [(£)d§ then

' E[fairdrerd] = [301-08¢-p 55
Zx Q) (6)
- 8(ri-rd)
I(ry)

8(ry—r3)

We now show that 7 (V7 ) SWGN iff £ [f(r,)f(r;_)] -
. 1

We apply the result of the first part of this section to our special case by defining I(r) = r?
30 that {(r)=2rdr With this definition we see that if some p (v ) is SWGN then p(r?) will have a

. . 8(ri~-ra) e e . .
variance proportional to ———. This implies that if f(Vr) is SWGN then f(r) has a vari-
1

8(ri— -
ance proportionsl to ('—l'ﬁ . Finally we note that if E[f(r,)f(rz)] = ————6(’1 ra) then
! 1

e

—.r~‘~ ——— e g T e e T U TR s - Gl o A - e o =
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E [V (r)Vraf )] = 8(r1=ry) therefor if £(VF) is SWGN the V7/(r) is SWGN. The

converse follows from the same steps in reverse.

iv) Conclusion

In (i) and (ii) we showed that if Vrf(r) is SWGN then VpF (p) will also be SWGN. In
(iii) we showed that Vir £ (r) is SWGN if and only if f (V7 ) is SWGN. The argument of (iii) and
(iv) also showed that VpF (p) is SWGN if and only if F(\/;) is SWGN. Thus we have shown

that if £ (Vr ) is SWGN then F (Vp) must also be SWGN.

11.9) Summary

In this chapter we have developed the properties of the Hankel transform in geaeral. By
themselves these properties might be simply interesting but together with the ability to numeri-
cally perform the Hankel transform, they become tools for scientific research. In the next chapter

we will discuss methods for numerically performing the Hankel transform.
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Chaapter 1II:

Computing the Hankel Transform

111.1) Overview

Because of the importance of the Hankel transform there presently exist many algorithms
for its evaluation. As yet, however, there is no generally accepted algorithm analogous to the
FFT for the Fourier transform. This chapter presents a survey of numerical Hankel transform
techniques. It does not include all the published aigorithms but does represent the major classes.
We begin in section II1.2 by discussing perhaps the oldest and best understood algorithm, the
Fourier-Bessel series, that we used to derive our aliasing result of Chapter II. Section II.3
l presents the backsmear method and an example of an efficient class of realizations. Section .4
discusses the asymptotic transform method as it has been proposed in the literature and presents

new results that can be used to improve this method or to asses the error in the standard realiza-

tion from the output transform alone. Section III.5 discusses a common combined transform

! ‘ ' ) method and presents a caution about its use. Section III.6 presents a convolutional method fre-

quently used for electromagnetic problems which require the transform of smooth functions of

limited extent. Section II1.7 discusses the projection-slice method. In that section we develop a

l . fast algorithm for generating the projections (shown to be an Abel transform), which itself has )
wide applications. [1 ] When it is followed by an FFT the result is an efficient Hankel transform.

Both the Abel and Hankel transform algorithms are iltustrated with examples.

111.2) The Fourier-Bessel Series
Probably the first proposed method for evaluating the Hankel transform is the Fourier-
Bessel series, which was discussed in the aliasing section. The Fourier-Bessel series is summar-

ized by the identity: [2,3 ]

. L
0<p<1 F(p) = zzfp(_ﬁ)-’o(’\uﬁ)ﬁdé

Jo(A, 1
237 1200 olAaP) )]
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Where A, n=1,2,3, - - - are the ordered zeros of J o(x ).

This relation can be used to obtain the Hankel transform of a band limited function, f (r),

defined by
F(e) = [f () olpr)rdr @
where F (p) = 0 for p>1 by noting that when F (p)=0 p>1:
x 1
FOu) = JF @) olordpdp = [F (oM o(pr)ed ®
Substituting into Equation (1) we have:
S (A)
0<p<l F(p)=2 2 Jo(Anp) @)
r=1J1 ( )

which is in the form of a sum as we desired. If F (p) is bandlimited to p<B, instead of p<1,
Equation (4) can be modified by a change of variables. The resulting gencral form states that

when F (p) = 0 for p>B then

0<p<B F(p) = 211 (”
l’ 1

The properties of the Fourier-Bessel series have been extensively studied. [2,3 ] As a numerical

o(%P) ®

algorithm for implemeating the Hankel transform it is usually appropriate only when a few
values of F (p) are required or when computation cost is less important than careful control over
the errors. This is because the Fourier-Bessel series requires than a new sum be computed for

every value of p. Further, it requires that the function to be transformed be available on the

A
nonuniform grid, _BL

Apnother algorithm that is appropriate when only a few values of F(p) are required, but
which accepts input values on an even grid, is the backsmear method. We present the backsmear

method in the next sect:on




M1.3) The Backsmear Method

The backsmear method exploits the efficiency of the FFT to provide an efficient algorithm
when only a few output values of the tranform are desired. This algorithm can be derived by
replacing the Bessel function with its integral representation the Hankel transform can be written

as the two dimensional integral:

x 20 | =
Fo) = [£(-)o(oryrdr = 3= [ [f(r)eior=strar | o @
0 To |

x

If we define G(x) = f £ (r)re’™dr and note that cos@ is even, the transiorm becomes:
0

L]

u 2
F(p) = %{ G (pcos8)d 6 = % { [G (pcos0)+G(—peos0)]d0 @

G (x) can be evaluated efficiently on an even grid using an FFT. [4 ] The integration called
for in Equation (2), however, must be performed for every desired value of p. Further, since the
integration of Equation ¢2) is in 8, some interpolation scheme must be used to generate
G (pcosd) on the quadrature points required by the numerical integrator.

The backsmear method is appropriate when the transform is required at only a few values
of p. When this is the case and when G (x) is slowly varying so that the numerical integration
which must be carried out upon it can be done efficiently, then the backsmear method is effi-
cient. This is particularly true if the interpolation scheme used permits a quadrature formula to
be developed for the numerical integration.

Oune such development is presented below for the case of linear interpolation between the
pointsof L (x) = G (x) + G(~x).

We seek

7
F(p) = ;‘;{ L (pcos8)d® @

and have available only L (-h—’k-T-) from the output of the FFT. We approximate L (x) by linearly

T AT T - - - —— e -
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interpolating L (%) so that
LAY
L f@x)= 5 L 4
where
L L Iy pody| dcx<dtl
L(NT) + (x NT)(NT)[L( NT ) L‘NT)] NT X<NT
Ly(x) = 0 otherwise )
We can integrate L (pcos8) as follows
7 74 L5
JL(pcose)ds = [ S L;(pcos8)dd = 3 [L;(pcosd)ds ©)
0 0 j=1 j=10

The L; terms can be integrated term by term:
5 i .
[Li(peoreras = *_{m IL (k) - f{uLN‘;—H - L(;,%)} + avr{:<i§,i>-z<~J;)}w]ds )
where ~

- cos”x |x|s1
cds 'x = 0 IXIZI (8)

Evaluating this integral and substituling into Equation (6) we have

s, k
=i2—:1 - -L -_ - L——+1 ..1_ - .1—.+1 - _L
me(k) cos™( k )HL(NT) ’[L(N‘r) L(NT)}l ®

£l - - j+1 i
+ 1}:‘0 [Vk=-,1 - Vi—(j +1)1] [L (JFT") - L(—N-';)]

Whea k is small or F(Tv&i) is desired for only a few values of k, this is an efficient pro-
cedure. When k is large and ﬁ(—N%:) is required for many values this is a slow method, how-

ever. In the next section we present a fast algorithm for the evaluation of the Hankel transform

at large values of the transform variable, p.

A .. . ——— [
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IN.4) The Asymprotic transform

In the seismic community the Hankel transform is commonly evaluated approximately by
replacing the Bessel function with its asymptotic form so that the resulting integral looks like a

Fourier transform. [5,6 ] The result will usually asymptotically approach the Hankel transform,

though pathological functions can be found for which this is not the case (ﬂfl for example).

The main disadvantages of this method are that it is almost never suitable for small values of p
and that the error induced by the substitution is determined in part by the function being

transformed. The main advantage is that the resulting integral looks very much like a Fourier

transform and can be evaluated efficiently with an FFT.

An expression for the Bessel function, suitable for an asymptotic expansion is provided by

Lipschitz:' (7 |

V2 .
forx >0 Jgo(x) = T:x co:(x—%) + ésin(x—-;) - —l%-i—m:(x—%) + %‘e—(i—-} where [0]<1 (1)

In the literature describing this technique |5 ] only the leading term is retained, providing:

F(p) = —\7%{[ (r)cos(pr—%)\/;dr when p >0 (3}

This is written as a Fourier transform by noting that

cos(pr—*%) = —\;2-(00.\' (pr) + sin(pr)) 3)
hence
F(p) = Vi'«' [{f(r)\/r- cos(pr )dr + {f(r »WVr sin(pr)dr] whea p >0 )

This expression can be evaluated with an FFT.

We can write the error associated with the transform technique as

™

«(p) = {f (r)r [Jo(pr) - vvi—'m(pr-{-) ]dr

. (5
= ;{f(')ﬂ(pr)dr

1) A more recent expansion with the same leading behavior can be found in Watson. [2 ]
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T

V3
with H(pr) = pr {Jc(pr) - vﬂipr-cos(pr - T)} H{(x) is plotted in Figurs III.3.1. It looks

ver much like a slowly decaying sinusoid. e(;) decays with p both because H(pr) decays

(slowly) with p and “eczuse of the of the 1/p term. Because of the sinusoidal behavior of H (pr)
the error term of Equation (5) can be larze at those frequencies where f (r) has a lot of energy.

By using the expression of Lipschitz we can develop an asymptotic Hankel transform with

an error term that decays much faster than the error term for the conventional asymptotic

ethod. This expression also makes it relatively easy to judge the validity of the conventional

asymptotic transform after it has been performed because it presents the leading error terms of

that transform as a function of the transform itself.

We substitute the expression of (1) for Jo(pr) in the Hankel transform to see that:

vi [z <0 .
F(p) = ‘\72- {ff(')‘/;CGS(p'-%)a'r - lf%ln’n (or ~7)dr

(6)
128 ey fmcos(pr——-)dr + 64 p Jf d(r)dr]
I we use
cas(pr—l;-) = 712- cos(pr) + Sin(pr)]
Q)
sin(pr =T = = [sin(pr) - cos(or) |
then Equation (6) becomes
F@=7%kmw%mmm+ymﬁmww
1 p ( . 7 A\ : 1 F . R 4 Ay
- g{%:—)—sm \prjur -+ E‘-"_‘,:-%E-)-sm \pr jdr
®
- .12_8 2f 33 cos(pr)dr - 128 zf =-sin (pr )dr
3 =
+ Wo‘eg%)-ﬂ(pr)dr]
If we now define
fum-gowﬂmwwr
)

nm-ymeww
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and note that

f;{%—l: cos {pr)dr = —_{f(r)\/r_sin(pr)dr = —F,{(p)

%p{i%lsin (pr)dr = {f (r)YVrcos(pr)dr = F.(p)

x Qo)
L [ cor oy = £ 3

‘f:?{ tr‘%)'si" (pr)dr = ~F,(p)

then

» » e &
F(p) = 717 Fo(p)+F.(p) + %J’r.(e)dﬁ + ;:;fn ©)ae + l—zz?ffﬂ(éx)d&:dﬁ
(11)

3 T r
prped b ol GOT

We can combine terms above by defining

9 %t
* 128p2ffFl(€l)dﬁld§+

Fl(p) = Fc (p) + Fl (p) (12)
so Equation (11) becomes

[J et »
F(p) = = [Fulo) + 5o [P0 + o [frededs - s f L,‘;;lo(pr)dr] (13)

The indefinite integrals above can be converted to definite integrals by integrating from 0 to

infinity and adding on the values necessary to force the resulting equation to match Equation (8)

atp = 0:
L4 P x
[ri@as = [r@ds + ¢y wim €y= [Kar (14)
LA pfé =m
JIF(&)dtde = {[{Fl(-s)de + c,]dg *+ € with Cy= [Tdr (13)

Performing the integrations over the constants and replacing the iterated integral we are left with

the expression

» [3 »
F(p) = v"-p(n(p) + %[%{r.(em + %c,l + —&;%[{(p-e)r.(em + c,] e {l}},l«w)»] (16)

The first term can be recognized as the usual asymptotic expression for the Hankel transform.
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The second and third terms are corrections to this expression which can in principle be deter-
mined from it. The final term is the remaining error term but which is considerably smaller than

the term associated with the usual asymptotic expression.

I it were desired to calculate the second and third terms direcdy as a Fourier transform,
the same procedure could be used as will be described in Section (II.7) where it is applied to cal-

culating the Abel transform.

Equation (16) can also be interpreted as providing first and second order error estimates
for the classical asymptotic transform. These estimates allow the error associated with the classi-
cal method to be estimated (to first and second order) from a knowledge of only the resulting
transform. Such estimates permit one to interpret the result of an asymptotic transform with a

questionable appearance.

111.5) A Combined Transform Method

The Fourier-Bessel series and the backsmear methods both permit the calculation of the
Hankel transform on any output grid. The computational cost of each of these methods increases
lincarly with the number of points computed. The asymptotic method is fast and usually gen-
erates good estimates of the Hankel transform when p is large. A combined scheme is possibie
which uses a slow method such as the Fourier-Bessel series or the backsmear to compute the
Hankel transform point by point for low values of p and which switches to the asymptotic

transform for large values of p. Such a method has been proposed in the literature. {8 ]

The main issue with such a scheme is the point at which the aigorithm should cease comput-
ing the transform point by point with the slow method and begin to accept the output of the
asymptotic transform. At present there is no reliable method for doing this. It has been sug-
gested in the literature that the transition be made at the first point for which the slow algorithm
produces a transform value which matches the value of the asymptotic transform within a speci-

fied tolerance. [8 ] This scheme for switching to the asymptotic transform would be entirely ade-
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quate if the error made by the asymptotic algorithm were monotonically decreasing in the
transform variable, p. This error is not always monotonically decreasing, however, as we will
illustrate by constructing a function for which it is not. The existence of such a function indicates
that the switching method proposed in the literature [8 | will not always work. In fact, for the
function we construct, the error made by the asymptotic method will be zero at a point we
specify. The switching scheme proposed would begin to accept the asymptotic transform before
this point even though the error made by the asymptotic transform beyond this point might be
greater than the specified tolerance.

As in Section (IIL.4) we write the error associated with the asymptotic transform as:

@ = L1 Gryar M
V2 w -
where H (pr) = pr {Jo(pr) - Wcos(pr—f) and was plotted in Figure II.3.1. In

order to comstruct a function, f(r), such that €(p) is not monotonically decreasing we first

choose some small 8 and set

1 o<r<s
f(r)= Y )
| = L8 o rar

L I R W

1 x
— |H dr
kp"{ (por)

For this f (r) the error made by the asymptotic transform is:

) = L[H(or)f (r)ar
Po

Lt (3)
s p—f H(py)dr =

- L1 oryer B2 Ly Gryar
0

1
— |H (pyr )dr
Po'{ v
When p = pg the error, €(pg), equals zero. In general for p > pg it will not. For this con-

structed function the error is not monotonically decreasing and the switching procedure described

-
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in the literature will not work.

Until an adequate switching method has been found or uatil the class of functions for which

the proposed switching algorithm will work has been well defined, there can be no guarantee

that the combined algorithm will work properly and this method should be used with caution.

111.6) A Convolutional Method

In this section we describe a method for computing the Hankel transform that puts the
Hankel transform in the form of a convolution by transforming to an exponential grid. When
this grid does not involve an extraordinary number of points to adequately represent the func-
tion, the Hankel transform can be efficiently evaluated with an FFT. We will discuss the presen-
tation of this method by Siegman [9 ], though other presentations are available in the literature.
(10]

Siegman converts the Hanke] transform into a convolution by sampling the function on an

exponential grid. He begins with the Hankel transform integral

: F(p) = _{f(’)io(llf)rdf 1)

Adfter the following definitions:

p=pge’ v=in(L)
Po

2
romroet &= in() ®
ro
Equation (1) becomes:
F(poe*) =
= [ (oD olporoe™ Yrieds
) 3

3 [ [ Coe® rotorroe O

3 [ 21 (roe ") |7 alporoe =)
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which is the convolution of rJe “2f (rge ~*) with Jo(peroe®) and can be implemented with an
FFT.

The strength of this technique is the efficiency with which the Fourier transform can be
implemented. Its weakness stems from the requirement that f (r) be sampled evenly in e "¢, In
order to obtain the sampling density necessary to represent a function near the origin it is likely
that such a density of points is necessary to represent the function at larger ranges that the com-
putational savings are lost. Also, the presence of the gain factor e ~2* might be a severe problem

for the region 0< r < 1. It is unlikely that this transform technique would work efficiently for

functions with more than moderate range-bandwidth products.

In the next section we present another Hankel transform algorithm that exploits the compu-
tational efficiency of the FFt through a change of coordinate system. It requires only that the

function be represented on a square root grid, however.

II1.7) The Projection-Slice Method
a) Overview
In Section II.2 we related the Hankel transform to the two dimensional Fourier transform

of a circularly symmetric function. We showed that the Hankel transform can be obtained by
first forming the projection, or Abel transform:

p(r) =A-f(r)-2{f(vr2+)'2)dy = 2[‘%}?& M

which is then followed by a Fourier transform:

F@) = [1e)loryvdr = 5= [p()e'"ar @
Oppenheim, Frisk, and Martinez [11 ] suggested that the computational efficiency of the FFT be
exploited by implementing the Hankel transform as a numerical projection followed by an FFT.
Previously, however, the projections were expensive to compute, requiring on the order of n?

operations and function evaluations or interpolations. As part of this thesis a Somputationally

Mo W
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efficient method for computing the projections (the Abel wansform) was developed. [12 | When

followed by an FFT the result is a computationally efficient Hankel transform requiring on the

order of N*logN operations.

b) The Abel transform

We consider the Abel transform shown below:

= Af() =2 d
pey=as () =2 LOLESE

As suggested by Bracewell {1,2], we write this transform as a convolution by defining:

and

pir) =p(Vr) r=0
fery=f(Vr) rzo

which leads to the convolution formula:

P(r) = F(r)* h(r)
The Abel transform of £ (r), p(r), is determined hy:

p(r) =p(rY

Bracewell [2] proposed evaluating (6) by shifts and sums.

Because the Fourier transform of kA (r) is the known analytic function:

HQ) = l;—‘i 71; for all v

P (r) can be determined in principle by means of the Fourier transform:

pr) = fi(v)l—;—i -Vlv- e!2 gy

where F (v) is the FT of f(r). Unfortunately the singularity at v = 0 makes this function dif-
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ficult to represent in the computer and is responsible for the long tails of p (r) which cause alias-

ing problems when the convolution is implemented with a Fourier transform. We avoid these

difficulties by removing the Vl- factor from the numerical part of the wansform (8) in such a
v

way that the remaining function is as well behaved as F (v) within the numerical portion of the

transform. The singular part of the transform is performed analytically and added in after the

numerical processing.

To this end the transform (8) is written

i(r) =‘£ '( "'i vl__ 2arv 4., 4 IF(U)1+' vl;eﬂnrvdv (92)

_14i | tFO) = F@e A=V izew 4 o 5oy L2V - -izere
> { ,}—(——)-v e'? gy F(O)%'Tv e dv +(9b)

0 .
+:£F(V) - (_‘/l; (1—\/-) 121wx dv + F(O)f :/;e(bﬂzu)u dv

Where b is a parameter analogous to the real part of the exponential in a Laplace transform.
Our choice of b is described later.

The integrands in the first and third integrals of Fquation (%h) do nat have singularities at
v= 0. Becausc both the numerator and denominator of these integrands approach 0 as v
approaches 0, they can be evaluated by I' Hospital's rule to show that as v approaches 0 they
approach F (0).

Upon defining

{f( ) v=0
L) = (Fw)-F(@) e M(1=Vo) Vv  otherwise (10)
and performing analytically the two integrals that do not depend on F (v) we have :

= 1 +i 2wrv \/-. - 1 - i\/; = 1
g(r) fL(v)C‘ dv + F(0) {V72wi b=2mir Vb+2mir b +2mir an

-ro-——- e e s = e s WG PI A AT A —r - el . = . —tps —— - - -
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L{v) was defined in (10) such that L (0)=F (0) and L (v)= F (v) for large v. The parame-
ter, b , was chosen so that L (v) moves smoothly between its limits. If b were set to 0, L (v)
would have a DC term that would transform to an impulse. Theoretically this would be canceled
by the singularities in the portion of the transform performed analytically (see equation above)
but computational crrofs would certainly cause problems. If b were infinite, Z (v) would suffer

from the 1/Vv singularity at the origin. b is chosen to smooth out the singularity somewhat

between these limits. We have been using values of b such that ¢ ~5* has decayed to e ! after

roughly 6 samples of F (v).

We present three examples of functions processed with the Abel transform algorithm

described above.

Example 1 (a)

The first example is the transform of the pillbox function

\ {15 r <}
B FO =15 |zl (12)

1024 samples of this function were generated on a VaT grid with T= 1/32 and

transformed. The result is shown in Figure II1.7b.1 as dots superimposed over a solid line which

B Y T

is the transform computed analytically ( 2V 1—r2 ). The output matches the analytic solution
well.

Example 2 (a)
For the second example we transformed the function

10 ) a3

where w (7 ) is 2 Hanning window. 2048 samples on a VaT grid with T= 1/2 were input (Figure
IM.7b.2). Figure II.7b.3 shows the output (dots) superimposed over the correct transform (solid

kine). The correct Abel transform was computed by evaluating the Fourier-Bessel series [11] to

L mpd £’
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obtain a slow but accurate Hankel transform of the windowed input. The Hankel transform was
then inverse Fourier transformed to generate the Abel transform. In the absence of the window

the result would have been sin(r)/r.

The output is coincident with the correct solution.

Example 3 (a)

For the third example we again transformed 2048 points of

10, @0
on the grid VAT but now T was chosen to be 4. This input is shown in Figure III.7b.4.
Increasing the sampling interval reduced the effect of windowing on the input because a greater
range of the function was represented but it also increased the sampling interval on the output.
Figure IT1.7b.5 shows the output (dots) superimposed over the correct transform. Again, there is

no discemible error.

c) The Hankel Transform

To complete the Hankel transform it is necessary to Fourier transform the projection
obtained from the Abel transformer. Unfortunately this is available on a VaT grid and not the
even grid required by the FFT. To generate p (r) on an even grid it is necessary to interpolate.
If a simple interpolation scheme is used, like sample and hold or linear interpolation, the result
will be generated rapidly but may suffer some degradation. If a more sophisticated interpolator
is used, better results can be expected but at the expense of greater computation time. Because
the interpolation is from an uneven grid to an even grid (and not the reverse) it is difficult to
characterize the error theoretically beyond the fact that the finer the initial grid the better the
results. We complete the Hankel transform of the examples presented above using linear interpo-

lation to generate the uniform grid.

ey —— T e e . e Ly N T,
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Example 1 (b)

Figure [II.7c.1 shows the resuit of using a FFT on the linearly interpolated projection gegerated
in Example 1 (a). The dots are the calculated output and are superimposed over the analytic
solution (solid line). The agreement is excellent. The time required to perform the total Hankel
transform (1024 input points to 1024 output points), including the required linear interpolation,

was less than 31 seconds on a PDP 11-55 with a floating point processor.

Example 2 (b)

Figure II1.7c.2 shows the resuit of Fourier transforming the linearly interpolated output of
Example 2 (a). Again the dots represent the output of the Abel-Fourier scheme and the solid
line is the Hankel transform as computed by the Fourier-Bessel series.[11] The agreement is

excellent.

Example 3 (b)

Figure II1.7c.3 compares the result of Fourier Transforming the lincarly interpolated output
of Example 3 (a) (dots) with the correct transform (solid). Significant distortion is apparent in
this transform. Since the output of the Abel transform in example 3 (a) essentially equals the
output in example 2 {a) (the correct projection) except for the sampling interval, we can associ-

ate this distortion with the linear interpolation performed before the FFT.

d) Discussion

We have found, as indicated by the examples above, that the Abel transformer works well.
When its output can be successfully interpolated and is followed by a FFT the result is a fast,
accurate Hauokel Tta;:sform as illustrated by examples 1 and 2. As the spacing between output
samples of the Abel transformer is increased, the suitability of a simple interpolation scheme
becomes suspect. Example 3 was chosen to illustrate the effect of inappropriate interpolation on

the resulting Hankel transform. At this point it would be prudeat to determine the validity of a
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Figure Ill.7c.1 The Hankel transform of a pillbox computed by using an FFT on the linearly

interpolated output of the Abel transformer presented in Figure II1.7b.1.
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Hankel transform performed with this algorithm by comparing the output for inputs of different
grid spacings.

¢) Summary

The procedure for performing the Hankel transform H-f(r) = Fg(v) is summarized
below.

1) generate £ (r) = f (Vr)

2) Fourier transform to obtain F (v)

3) generate L (v) = F (v) ~ F(0)e 2 I*l(1-Vo)Vy

4) perform the inverse Fourier transform and add in the analytic terms:

A bt Vo % Ve 1
Flr) = 2 {IFT L) +F(O){ Vb ~idnr b —2wir Vb +2mir b +2wir }}

S) interpolate 10 an even grid p(r) =  (r)
6) Fourier transform to obtain the Hankel transform

Fy(v) = FTp(r)

Bach of steps 2) thru 6) requires no more than the order of N log(N) operations. There-
fore the total transform can be accomplished on the order of N log(N) operations. Direct compu-
tation of projections from the 2 dimensional crcularly symmetric function would have required
at least N function evaluations and N sums for each of N points before the final FFT, which
leads to an algorithm requiring on the order of N 2 operations. Therefore for sufficicnty large N
this method of calculating the projections can provide a considerable advantage in speed.

Steps 1) and 5) above indicate that in two places interpolations may be required. In many
cases, however, the fuaction to be transformed can be generated initially on a grid evenly spaced

in Vr. Further, f(VaT ), as required by this algorithm, has the desirable festure that equal

Syl T
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areas of the underlying two dimensional function f(r,8) are represented between samples. If

stationary white gaussian noise (SWGN) corrupts the measurement of f (\'n_T-) n=90,1,---

then the Hankel transform on a Vv grid will be corrupted by SWGN (corruption of equal areas

of the underlying two dimensional function produces corruption of equal areas of the underlying

2-D FT). This is not true if f(nT ) is corrupted by SWGN.
To implement a2 Hankel transform using this method it is necessary to perform the interpo-

lations of step 5). Because of the speed of the Abel transform portion of this algorithm we have

! found it sufficient in many cases to simply generate an over sampled version of 5 (r) and to use

linear interpolation to obtain p (r) .

f) Conclusion

For many applications this method of calculating the Abel transfcrm appears to permit the
efficient calculation of the Hankel transform for large data files. This transform method is par- '
. ticularly appropriate for the evaluation of the Sommerfeld integral, in which the oscillations of

l | the kernel increase with the independent variable. As a general transform method issues of

U

- representation on a Vr grid must be further explored. Because of the equal area property
described earlier for f (\/r_) and because the speed of this algorithm permits oversampling in
' p(r?) it is not expected that these issues will pase serious problems. It appears that the Vr grid )

! is of fundamental importance in the Hankel ransform.

TIL.8) Summary

In this chapter we presented a number of numerical techniques for evaluating the Hankel
transform. No one technique is ideal for all situations. When the value of the transform is
desired at only a few points, the Fourier-Bessel series or the backsmear method is appropriate. If

speed is extremely important, accuracy is not, and the transform is not needed for small argu-

meants, then the asymptotic method is justified. If the input function and its Abel transform can

be well represented on a square root grid (which is the case for functions which increase in

R R JOEI YO — fe o mmam e e s
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complexity with range) then the Hankel-Abe) (or projection-slice) method is a good choice.

Having established the properties of the Hankel transform and examined its numerical -

implementation we are now ready to consider using it to generate synthetic data.
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CHAPTER IV:

SYNTHETIC DATA GENERATION
IV.1) Overview

The geacration of high quality synthetic pressure fields is an important branch of acoustic
rescarch. Because present methods can only approximately compute the fields associated with a
point source for complex environments, simplified environments are often considered for which
fewer approximations must be made. One important environment which lends itself well to
analysis but which has sufficient compiexity to be of interest for practical problems, is the horizon-
tally stratified environment. It is an excellent model for the conditions present in the deep ocean
over an abyssal plain, and consequently of direct interest to us. Currently, techniques for caicu-
lating synthetic fields arising from a CW point source in this environment exist in the literature
[7,11,3 ] These techniques are based upon the numerical evaluation of the Sommerfeld integral {1
), for which two major computational efforts are required. First, the plane wave reflection

coefficient for the bottom profile must be pumerically generated. For this the propagator matrix
method [12,8 ] is used. Second, the pressure field is computed as the Hankel transform of the
depth-dependent Green's function (which is simply derived from the plane wave reflection
coefficient). Typically, in these techniques many of the degradations associated with the numeri-
cal evaluation of the Hankel transform are not carefully controiled. In this chapter we exploit the
properties of the Hanke! transform derived in Chapter Il to carefully control these errors. We

will show in Section (IV 3a) that a major source of numerical error is aliasing, which becomes

important because asymptotically the ficlds decay only as -:'— .l We associate this slow rate of deca,

r

. 1
with the source singularity, ——=>=——, in the depth-dependent Green's function and show how
Vlz} :

to separate this portion of the computation from the numerically computed Hankel transform.

1) Assuming for the present that there are no trapped modes associated with low speed layers within the
bottom.

-
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The remaining numerical calculations are significantly iess degraded by aliasing and are well
behaved in general. They remain in the form of a ‘lankel transform for which we can exploit the '

computation efticiencics now available {9 ] The result is a new hybrid procedure which is compu-

tationally efficient and significantly more accurate than existing methods. This hybrid scheme is

i illustrated with examples of synthetically generated fields.

.i In Section (IV.3b) we discuss the difficultics associated with numerically evaluating the

| , Hankel transform of the depth-dependent Green’s function when slow speed layers are present in

the bottom which give rise to proper modes. Proper modes are associated with the 1

kP =k,

singularities (with k, near the real axis) in the depth-dependent Green's function and contribute
terms to the field which decay asymptotically as T}'— This very slow decay in the field causes
r

|
|
!| severe aliasing problems when it is calculated using a numerical Hankel transform algorithm. In
| Section (IV.3b) we show how to separate the effects of proper modes from the numerical calcula-
\, l v ' tions by performing part of the Hankel transform analytically. We make this separation in such a
. manner that the portion of the 4eld assigned to the analytical calculations is exact and finite for
ali ranges. This makes it possible to numerically calculate the residual numerical contribution to
\ the field accurately and add the result to the analytically determined expression. The result of the
total hybrid algorithm is a field which is accurate for all ranges and which can accurately include

the effects due to proper modes arising in the presence of slow speed layers. We present an exam-

significantly better than what would have been achieved without removing the effzct of the poles.

} ple of a field gencrated synthetically with this total hybrid method and show how the result is
k In this chapter we also develop a numerical implementation of the propagator matrix method

[ for generating the plane wave reflection coefficient that is well behaved numerically. We begin
‘&W‘ : the chapter by describing the computation of the plane wave reflection coefficient by meaans of the

1 ‘ . Thomson-Haskell method [12,8 ].

ARSI oA . 45 b oot s Ak, 2 T e e




1V.2) The Propagator Masrix Approach to Generating the Plane Wave Reflection Coefficiens
a) The Method in Principle

1) Overview
To calculate the plane wave reflection coefficient we consider the response of a layered bot-
tom to an incident plane wave as shown in Figure 1V 2a.i.l. Within the n®™* isovelocity layer we

express the field as the vector:

P
[U((:)) JJolkrr)e Tl (¢

where P, (z) is the pressure in the n™ layer and U, (z) is the normal component of the velocity.
We have chosen this representation because P(z) and U (z) are continuous in z, even across
layer interfaczs. In the discussion which follows we will suppress the time and radial dependence

of the field because they are the same in ail layers.

In the propagator matrix approach, the impedance at the bottom layer:

P(zy+)
Cwer ™ Ulzw+y)

is available from the material parameters. In principle this impedance is used to determine the

@

reflection coefficient at the top interface in three sieps. First the field at the top interface is

related to the field at the bottom interface by the propagator nvatrix:

P(z0) P(zy)|
vio) = ® U @

Next the incident and reflected pressure waves at the surface are related to the field at the top

interface and then to those at the bottom through:

P.o P(z0) ° P(zy) ay ay |P(zy)
P_o “Alueo] “A®luen)] ™ lon an [Utw) Q)
Finally, the reflection coefficient is calculated in terms of the impedance, {y .1, using
[P +0 [au a1
Poof = laa ag) ltwerY (2 +1) ®
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so that

2 P-0 _outivaen ©)

r
Pio g +{ns1on

i) The Propagator Matrix
The essential element of this approach is the propagator matrix, ®, of Equation IV 2a.13. In
this section we review its derivation.

Within any isovelocity layer, the field can be considered as the superposition of a positive

and a negative traveling wave. The pressure field is given by

P(z)=P."" +p_e™* 1)
The normal component of velocity, U (z), is related to P (z) through the telegraph equations [2 ]
aP 174 , PR
For the non-normal case we use —a—z- = py = —jwplU which implics that:
ik' (k,g ikg ~tk 3
o e P ————P e
U() Twp +€ Twp € )
, k,
or defining Yo = ——:
wp
U(z) = YoP ™' —yopp_e ™ ®)

1o matrix form Equations (1) and (3) become:

P (z ) e ks ¢ —tk,2 .
U(Z) = Yoe‘*i‘ =Y e <k | P _ )
P(z))| . P(z2) o
It U(zy) is known at some point in the layer then U(zy) can be computed in principle by
P. P (z ) P(z 2) +
inverting Equation (4) to find P_ in terms of v (z) and then calculating U(z4) from P_l
Combining these operations into one step gives:
. -1
P(z3) et e i | pthte e h P(zy)
U(Zz) = Yocalli —Yﬂe-a',i Yoeu'" _Yoe'uo'l U(zl) ®

which gives us:

e
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cosk,(z5~z24) ;sink, (z2-2)
Yo

P(zy) P(zy)
Ulzg) U(zy)

The values of &, and Y, are functions of the material parameters of the layer under considera-

= [i¥ gsink, (z,—2,) cosk, (z3~z1) (6

tion. In particular if ¢, is the sound speed in layer n, p, its density, k, the horizontal wave

number of the incident plane wave (by Snell’s law common to all layers), and w the temporal fre-

k
quency of the CW source, then k, = -:’—. k, = \/k,,z-—lc,z. and Y, = -—'p
" w

To indicate explicitly the dependence on the material properties of the nh layer we write:

U@y~ D, (23-2,) ™

[P (z2)
U(zy)

P(H)]

when z, and 2z are both within layer n.

To calculate the field at the top interface in terms of the field at the bottom interface, as
shown in Figure IV 2ai.l, we can use the previous discussion which was applicable only to a single

layer, to relate the field at 2, to the field at 2, _;:

P(z,-1) P(z,) P(z,)
U] = P72y ) ™ Py 2 ®
We then iterate the procedure through all the layers to find
P (Zo) P (2,.) P(zu)
veo)] T 2 By, ™ Plue,) ©)

b) Numerical Implemensation

) The modified propagation matrix

The bulk of computation associated with the propagator matrix approach is the accumulation
of the matrices @@, - - - ®,. When these are accumulated on the computer, the actual opera-
tion is @(P( - - - Dy))). It is possible for the scale of the accumulated product to ditfer
dramatically from any particular ®,. Because of the limited dynamic range in the computer it is

advisable to scale terms to make them comparable before accumulation. Fortunately the final cal-

N o T
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culation for the reflection coefficient depends only on ratios of elements in ®. For this reason we
normalize each of the ®; so that its largest value equals 1. This procedure alone could cause
another problem stemming from the different scales in general for P and U, which is due to their

different units. To bring P and U into the same units we do not actually refate

U (24-1) U(z,) 1)

but rather consolidate units by muitiplying the normal component of velocity by the characteristic

[P (zn-1) [P (24)
o

impedance of that layer. Therefore we actually calculate:

P (z0) [01 by ] [GN ] P(zy)

[CoU (Zo)] T b1 Eiay) T [Ewby Evan] |IvU (o) @
where

ky; = \w/e Y=k,
wpy.
L
St
{

a; = cosk, ;(z,—z-y)

=
&=
by = —isin k,.‘(z( “2(-1)

) Relation of the modified propagation matrix to the incident and reflected waves

We now relate the field vatiables to the incideat plane wave and the resulting reflected plane

wave by slightly modifying Equation (1V.2aii.4). We assume that the top interface is at z = 0 so

P (0) 1 1][Peo
T @] = lo | {vo ~vo| |P-o )

that:

and

~~

[P +.o [ (0) )

P, cov ©

EEPPPTAIIS

PR
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By defining:

{d’u ¢12] N [a: b,
on on| = Hle e ©)

and using Equation (IV.2b.i2) we have:

[Pm] 1 [1 1] {tbu ¢12] {P (av)
Poo) =211 -1 |6 &) [tV Gw) @

We now need to use the fact that the pressure and velocity fields in the last layer are made up of

only positive traveling waves so that (referring to Equation IV.2aiid) Py, = P(2y) and

Uvs1 = 1 P (zy) we bave
Iv+t -
P.o 1 [¢1x+¢u dntédnl |1
P.o| 2|tu—tu du—dn|| iy Pyw ®)
v+t

If we now use

[4
Ever ™ y (6)
v+
we have the reflection coefficient
P. - + -
r 0 o Su=a * Eyai(di=020) ™

T Peo | Gutdu + Enoi(0ntdm)

Equations (IV.2bi2) and (7) show that this approach uses only the ratios of the impedances
in adjacent layers and never the impedances themselves. These ratios are much better behaved in
general than the individual impedances. For this reason, because the use of P and Y oU instead of
P and U, and because of the scaling of the layer propagation matrices this implementation of the

propagator matrix approach has good numerical properties.

¢c) Selected Properties of the Reflection Coefficiens

In Figure IV.2c2 we present a perspective plot of the log magnitude of the reflection

coefficient as a function of k, for the bottom of Figure IV.2c.1 calculated using the numerical
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f=220 Hz
|z +zo]=2m
ko=.8975979 m™'

Co =1540 m/s
Po =1g/cm?

Ve
C, =1493.8m/s
pi =1.5g/cms3 10m

by C, =1700 m/s

P2 =2.0g/cm?

Figure IV.2c.1 The bottom parameters used to generate the reflection coefficient shown in Fig-

ure IV.2¢.2
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WATER WAVENUMBER

Figure 1V.2¢.2 Perspective plot of the log magnitude of the plane wave reflection coefficient for
the bottom of Figure IV.2¢.1
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algorithm just described. The reflection coefficient is displayed both for those horizontal wave
aumbers corresponding to real angles of incidence (0 < Re(k,) <k, where kg is the water wave
number) and for horizontal wave numbess corresponding to complex angles of incidence
(ko < Re(k,)). The complex angles correspond to evanescent waves. Single evanescent waves do
not carry any time average power flow (their Poynting vector is imaginary) and conscquently the
magnitude of the reflection coefficient is not limited to be less than one in the evanescent region,
ko<k, [6]

In Figure 1V.2c2 a pole is apparent in the reflection coefficient on the real &, axis in the
evanescent region. This on axis pole corresponds to a proper mode propagating in the low speed
layer within the bottom. Other off axis poles corresponding to leaky modes are also apparent in
the reflection coefficient. A discontinuity, or cut, can be seen extending from k, along the real &,
axis to infinity. This is the branch cut extending from the branch point at k5. Another cut extend-
ing from k¢ to infinity falls on this same line and is therefore not apparent. The origin of these

branch points and cuts can be found in our derivation of the reflection coefficient where we asso-

ciated

AR N )
and

eTtVRETRT ith P @)

Clearly the roles of P, and P . would be reversed by changing the choice of sign for the square
root. For incident and reflected wave this would correspond to inverting the reflection coafficient
(if no other waves were affected). The two sheets corresponding the the branch point at kg
reflect the two choices of sign for the incident wave. We have displayed the choice associated with

positive real power flow for the incident wave.
In the intermediate layers such as layer 1 of this example, changing the role of P, and P _

would not affect the reflection coefficient. For the intermediate layers, the physical problem does

not name (or distinguish between) forward and backward traveling waves. Consequently there are

|
!
'
)
|

b e e
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no branch points associated with intermediate layers.

If the opposite sign were chosea for the square root, Vm, associated with the
emerging wave, P . y .| from the bottom of the stack of layers (into the isovelocity half spacs) the
direction of energy flow associated with that wave would change. Unlike the intermediate layer,
there is no returning wave in the isovelocity half space. Consequently, the physical problem would
change. For this reason we see a branch point at ky . reflecting the two different "physical” prob-

lems.

In Figure IV.2c2 we have chosen to display the Riemann sheet for which both
Re(\/’k_g"-_k?) > 0 and Re(\/k-m:) > 0. On this sheet only waves with real power flow in
the positive direction are associated with P .. This constrains our incident waves to be those with
power flow from the source to the layered oottom and specifies that there is no power flow retumn-
ing from infinity.

When we perform the integrations discussed later we must choose which side of the cuts to
integrate upon. For reasons of convergence we choose the side for which Im(\/l;"-_k,:) >0
when j=0and N +], is satisfied. Consequently, whenever we integrate the reflection
coefficient in the complex k&, plane, we always satisfy both Re(\/k_,;—_k,:) > 0 and

Im(\/k,!—k,z) > Ofor j=0and N +1.

IV.3) Evaluating the Sommerfeld Integral

Once the plane wave reflection coefficient, I'(k, ), has been computed it is necessary to
evaluate the Sommerfeld integral:

Pa(r) = (ke VIR e ak, (1
R() .’;\/k—or_—k? ( 0( r %y )

in order to compute the reflected pressure field. The Sommerfeld integral is in the form of a

Hankel transform of the depth dependent Green’s function,

i F(k,)e‘v"z-k"“ +19}

. The propertics of the Hankel transform were

Gk, 2,20) ® ==
kg —k,

I
o3




developed in Chapter II. In Sections (6) and (7) of that chapter we discussed the effect of trun-
cating the integration at some finite value, and the effect of sampling. The truncation was accom-
plished by multiplying the function to be transformed by some finite length window. For the gen-
eration of synthetic data we find that windowing of the Green’s function is not an important con-
sideration in general because when z +2¢ > 0, G (k, ,z,2¢) decays exponentially in k, for k, > kg.
Except when z +z is very small we can integrate Equation (1) until the Greens function is negli-

gible and truncate at that point. It is not necessary to muitiply by a windowing function.

The issue of sampling and the associated degradation introduced into the transform, aliasing,

can be very much a problem however.

a) The Source Singularity

In order to highlight the issues associated with the source singularity, , and the

i
Vkg —k,

propagation terms in the Sommerfeld integral, we first consider the evaluation of Equation

(1V 3.1) for a hard bottom case where I'(k,) = 1.

For the hard bottom case the pressure field is given by the known integral:

Pp(r) =} i i V"oz“ézlzﬂollo(gr)&dg = Ciko r ﬂ””os @
vVr +(Z +ZO)

—_—e
o Vki ¢
We evaluated this integral numerically with the Fourier-Bessel series to obtain an estimate for the

field:

kn xl
G(—,z, —
(S 2ol olr=2)
JEn)
where for this example, A was chosen to be 2000 and |z +24! = 2. In Figure (IV3a.1) we com-

. 2 N
P,,(r)=71721 0<r<aA 3)

pare the log magnitude of the result (dots) with the known transform (solid <:m've).1 We see that

the magnitude of the numerically generated field, P (r), oscillates rapidly in contrast with the

1)The output of the Fouricr-Bessel series has been displayed to twice its region of validity to better illus.
trate the source of degradation.
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Figure IV.3a.1 A comparison of the log magnitude of the reflected field generated by a point
source over a hard bottom (solid line) to the field numerically computed using the Fourier-Bessel
series (scatter) which is shown to twice its presumed region of validity
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.. ue Hankel transform. As we will now show these oscillations are due to aliasing in the numeri-

cally computed Hankel transform.

In Section (11.7) we showed that the effect of sampling on the Hankel transform is to
approximately produce an aliased estimate of the true transform, \/;PR (r). Since for this exam-
ple, Pg(r) decays asymptotically as 1/r, \fr-Pg (r ) decays asymptotically only as 1/Vr . What we

see in Figure (IV.3a.1) is given approximately by:

. \/_ uo\/r!-t(n-;? ‘“om
0<r <24 1Pp(r)I = -Via-r 4
"0 = [T VTG o) @A=ry+G+20) @
When r is much greater than z +z¢, Pg(r ) is approximately:
. l 1 e’qr e:kolu-rl J
< r< 24 1P(r)) B == | S - e
o< O I T ES @
Since we are in the region 7 <24 this can be rewritten:
kA
0<r<24 [(Pp(r)i= l——-[v. \;M—" ‘°’] ©)
We can write Equation (6) in terms of the desired transform and a modulation term as:
k24 ) | ik 24
- ~ |1 1 e ikor . e . |
1P | = === ——==e + 2 sin k 7
(o = e[ + agin o
Pt
V2A —~r
iy m [l e ey
P f = - +
= (F) [[’ v ]e 2i vE sin korl (8)

When r << 2A ¢(r) is small, so that the magnitude of P(r) appears as roughly the correct

transform with a modulation term.

We note at this point that if we had sampled the output of our transform at an integral mul-
tiple of 27 /ko we would not have seen these oscillations. At this sampling rate the cosine would
have appeared as a DC offset in the magnitude of the pressure field. If the output sampling rate
were near but not exactly an integral muftiple of 2w /kg the cos (ko ) would have appeared as a

low frequency modulation because the sampling is in effect demodulating the cosine down to a

- TR T S A e




low (but not now zero) frequency. This result is an important one because frequently pressure
fields arc generated by using an FFT based approximation to the Hankel transform (IV.3.1) and
the water wave number is the maximum wave number used [5,4 ] The grid resulting from such
processing is exactly an integral multiple of 2 /ky. Carrying the integration to higher wave
number would make evident the modulation in the answer by automatically providing the output

on a finer grid.

The problem of aliasing arose because the field being computed decayed only as 1l which
r

forces us to use a very high sampling rate to properly sample the Hankel transform. We now note

that this L decay is due to the

Vr

singularity in the Green’s function. It is well known

-1
Vg =k,
that the asymptotic, or far field, character of such a transform is determined by the singularities

of the kernel over the path of integration [10 ). The Green’s function which is transformed in

Equation (IV 3.1) was

Gk, ,z,20) = i er\/k}-k}u ! ©)
kg —k,

The asymptotic character of the transform, P (7 ), is dominated by the singularity

._..1_. (10)
\/lcoz —I«:,2
The integral
eikovrzﬂ! 2} i e( kg -k, IHJ (k, 7 )k, dk an
0
ViZezl 0 VEE k2 o

shows us that this singularity is in fact associated with the 1/7 decay rate. Physida.(ly this singular-
ity was due to the angular spectrum of the point source. The 1/r decay associated with this singu-
larity is often associated with the point source by noting that the field around a point source must
decay at that rate in a manner such that the intensity, which decays as the field squared,
integrated over any three dimensional shell enclosing the point source, would not be a function of

T.
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The source of slow asymptotic decay we have isolated suggests a procedure for reducing the
problem of aliasing. We remove the source singularity from the kernel, numerically transform
what is left, and add the result to the analytically determined transform of the source singularity.
When we remove the singularity we must do so in a manner such that the numerical transform we
must perform is well behaved. We allow for a general I'(k,) but at this time assume that I'(k,)

has no singularities along the real k, axis with asymptotic contributions to the field capable of

dominating those of the singularity.

]
Vk§ -k,

To this end we rewrite integral (IV.3.1) as:

Pa(r) = [ T(k,)—mime! VEE 114000y e g = 12
r(r J; \/1‘10-—_,"23 of (12)

\/ho!—-l'zuholjo(k")k'dk’ + I‘(k)f l\/loz-k’!ll’lnl
0

Jolk, r Yk, dk, (13)

S N N T R
j;lr(k,) T vere Virrl

If we define:

L(k,)= [l‘(k,) —I‘(k)]._i._ef d =k s 44

\/ko “k,

so that L (k,) does not have the 1/Vk 02 —Ic,.z singularity at k, = kg.! then we can write Equation

(14)

(13) as:

® ik \/754-(1 +:°)5
Pr(r) = [ Lk, ) o(k, r )k, dk, + T(k)= (15)
0

Vri+(z +20)2

Because L (k,) does not have this singularity along the path of integration the output of the

numerical transform will decay at a rate faster than 1/r. The asymptotic Ur decay is provided by

We show in the appendix that if the impedance and its first derivative at the interface is finite for
k, = kg tben the
Y4
lim L(k,) = ——
k- [P wPo

where Z; is the impedance of the bottom at k, = kg, @ is 27 source frequency, and pq is the density of
the water. For an isovelocity half space this expression reduces to

Pt
L k OB e————
(ko) oVETST

Which is finite.




the analytic term which can be recognized as the specular reflection when r is very large (glancing

incidence). These observations are confirmed in the examples which follow.

In the following examples we illustrate the generation of synthetic pressure fields through
the hybrid algorithm implied by Equation (15) where the integral is performed with a numerical
Hankel transform algorithm and the analytical expression is the result of integrating the singular-

ity.

1) Hard Bottom

This is the degenerate example because for I'(k,) constant, the entire transform is pes-
formed analytically. The result of the analytic transform was compared to the direct numerical

transform Figure (IV.3a.1).

it) Slow bottom

Figure (IV.3adi.l) shows the bottom parameters for this example. Figure (IV.3aii2) shows
the result of the hybrid calculation (solid line) versus a direct numerical calculation. The improve-
ment is dramatic. Figure (IV.3aii3) compares the hybrid field of Figure (IV.3a.ii2), with its
numerically generated component. As can be scen, the near field is dominated by the numerically
generated component. As range increases this numeric term begins to suffer from aliasing prob-
lems but the analytic term begins to dominate, minimizing the effect of aliasing on the computed

ficld at large ranges.

iit) Fast Bottom

Figure (1V.3aiii.l) shows the parameters of the fast bottom for this example. Figure
(IV 3aiii2) shows the hybrid calculation versus the direct numerical calculation. Figure
(1V 3a.iii 3) presents the hybrid field and its numeric component. The improvements are similar to

the fast bottom case.

b) Poles Due to Slow Speed Layers
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Figure (1V.3b.1) shows the parameters of a slow speed layer between two isovelocity half
spaces. These are the same parameters used to generate the perspective plot of the reflection
coefficient presented in Figure (IV.2c2). Figures (IV3b2a) and (IV.3b2b) show the magnitude
and phase of the reflection coefficient for this bottom as a function of horizontal wave number.
We see that for this example the reflection coefficient has a singular point beyond the water wave
number, kg. That singularity is a simple pole associated with a proper mode excited in the low
speed layer. Such a proper mode can appear only for kg < k, < ky ;. In this region conserva-
tion of energy is not violated because the waves are cvanescent. Proper modes are generated
when the low speed layer acts like a dielectric waveguide. When this happens energy diffuses (tua-
nels) from the point sousce to the low speed layer but does not otherwise propagate vertically.

Energy from the field is now constrained to decay in only two dimensions instead of three and we

expect that the field associated with the pole will decay asymptotically as L so that the integral

v

of the flux over any two-dimensional ring surrounding the source remains constant.

Poles such as this disrupt the asymptotic character of the field derived in the previous sec-

tion. As before we would like to analytically determine the contribution of these poies and

i . . -
remove them as we removed the —————— singularity. To do %o it is necessary to evaluate the

Vk§ —'k,z

integral:

Vk!-k,ilz +8ql

1(r 2 +29ik, ) f [ Jo(k, 7 )k, dk, (1)

k2-k,? ]\/'T-T!

In Appendix (I) we show that for Im(k, ) = O (associated with no return from r = ® )

1(r 2z +2¢;k, ) is given by:

-1 7 Vg
’('0’+30;kr‘ -'Z_B'f m
- r

e'ﬂltd'ao‘ﬁldg - ;—;-H&‘)(k,‘r)e-m"'"‘ @)

where

8w +\k, —kg 3)
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The first integral is casily cvaluated on the computer. In addition as r becomes large the first

term rapidly approaches:

-1 e"‘oV’!"’(' -0'10)I
— 4
282 ‘Vrz+(z +zo)1 @

The second term decays as 1/\/r- whea k, is real.

Equation (2) is also correct for lm(k,‘_) > 0, but whea Im(k, ) >> 0 the poles no longer

contribute asymptotically as 1/\/; because the Hankel function decays exponeatially. Under these

conditions

it r=n)  Clky) ilky 4t b
» ———

H{O(k,r) = \2RwE, e v~ ©)

C(k'i) —t,‘ur ik, -2
ry-Bl e’ (6)

As Im(k, ) becomes large the exponential decay dominates the 1/VF decay even over the finite

range that concerns us. It is for this reason that we consider only those poles near the real axis

(close to the path of integration) and leave the others to the numerical part of the transform.

With [ (r,z +2 o;k,‘) so defined, the reflected pressure field can be written:

- p é - a AV 3= LIPEoN .
Pr(r) { Yy L, ) ;_"rz‘*nz]‘ Jo(k, r )k, dk, +2‘a:l(r.z+:o. k) ()

Where the expression in brackets no longer has any poles near the line of integration and so can

be evaluated as before.

In order to remove the poles as required in Equation (7) it is necessary to determine with

precision the pole locations, k, , and their scales, (a-1);. The pole locations can be found using

standard complex root finding techniques, though care must be taken to provide the root finding
algorithm with values of ihe reflection coefficient on the Riemman surface so that it appears ana-
lytic except at isolated singularities. This means that the branches chosen for the square roots
must be taken in such a manner that a branch cut is never placed between points simultaneously

considered by the root finder. Once the root locations are known, the scale factors can be found

P i
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( ')) k,}z‘k,‘z J “ ( )

provided that the k’; are taken sufficiently close to k, that [(k, ) is well approximated by just one

pole in that region.

If many poles are clustered together, they can be determined simultaneously by solving:

T(k,) = 3 _(2:.1.)_‘_ j=12, - N ©)

for N sufficiently large. If a pole is near a branch cut then the poles on the other side of the cut,

on the opposite sheet, and near the cut must also be considered to be near that pole.

Figures (IV.3b.3a) and (IV.3b.3b) show the magnitude and phase of the reflection coefficient

of Figure (IV.3b2a) minus the pole contribution:

a-1
') ——— 10
)~ a5 (10)
For this example a.; = 1.689712*1072 ; 5.027826*10* and

k, = 9.069830% 107" + i 2.488749*107%.

Note the difference in scale between Figures (IV3b2a) and (IV3t_ a). The small notch visi-

ble at k, = k, is due to a small amount of error in the estimate of k, .

A notable feature of Figure (IV.3b.3a) is the unmasking of the off axis zeros in the region
ky+1 < k, < ko where previously | (k,)! = 1. These zeros can be clearly seen in the perspec-
tive plot of the total reflection coefficient in the complex plane that was presented in Figure
avac2).

Figure (IV3b4) presents the hybrid field (solid line) versus the field calculated without
removing the pole from the reflection coefficient (but otherwise removing the 1/\/k-0!_--—k,z singu-
larity as in the previous hybrid examples). The spread in the directly computed field due to alias-

ing is severe because aliasing in the Hanks:l transform severely affects a function that decays as

3
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1/Vr . The hybrid field does not exactly follow the contour of the top of the spread just as the
hybrid computations in the previous examples did not exactly follow those contours when the
aliasing became severe. Figure (1V.3b.5) presents the log-magnitude of the analytically generated
pole contribution (solid line) and the remainder of the field exclusive of the pole contribution.
The non-pole contribution is most significant for short ranges, while for this near bottom

geometry the pole contribution dominates farther out.

The expression for / (r ,z +29;k, ) in Equation (2) shows that the contribution of the pole to
the.field decreases exponentially with 1z +z¢l. In this example 1z +zo5! = 2 to emphasize the
near field behavior associated with the pole. For larger values of [z +z4! the pole contribution
would be considerable less. Equation (2) can be used to estimate the magnitude of the pole con-

tribution if the pole location, &, , and 1z +29! are known.
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CHAPTER V:

THE INVERSION PROCEDURE
V.1) Overview

Iz Chapter II we developed the propertics of the Hankel transform. These properties pro-
vided our foundation for the development of an accurate procedure to numerically generate syn-
thetic pressure ficlds, presented in Chapter IV. In this chapter we will use the results of Chapter
II to explore the problem of determining the plane wave reflection coefficient from measure-
ments of the pressure field arising in a horizontally stratified environment in response to a CW
point source. The estimation of the plane wave reflection coefficient from measurements of the
field is an extremely important problem. Determining the plane wave reflection coefficient is an
essential step in the inversion of pressure ficld data to obtain the parameters of the bottom. In
this context it is of interest to geophysicists and others who wish to determine the composition of
the ocean bottom. The plane wave reflection coefficient is also used as a geometry independent
characterization of the bottom. As such, if it is estimated in a region from one set of acoustic
measurements, then the fields associated with an arbitrary source-receiver geometry in that
region can be determined. This is of great value in problems of acoustic imaging.

The inversion procedure that we consider in this chapter was proposed by Frisk,
Oppenheim, and Martinez [1 ). It requires as input, coherent measurements of the pressure field
as s function of range resulting from a CW point source over a horizontally stratified ocean bot-
tom. From this the (complex) reflccted pressure field, Py(r), is extracted. The Hankel
transform of this field is computed to provide the depth-dependent Green’s function as a func-
tion of horizontal wave number:!

G (k,,2,30) = { Py (r ) ofk, 7 )rdr a)

Finally, the plane wave reflection coefficient is obtained by multiplying the Green's function by

We will sometimes shorten "depth-dependent Green’s function” to "Green's function”.
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terms which compensate for the source spectrum and for the source-receiver distance:

P(k,) = ~iVig—kie VBRI 0lG 220 @
This entire procedure is summarized in Figure (V.1.1).

In this chapter we will concentrate on the estimation of the depth-dependent Green's func-
tion. We divide the issues addressed directly into the categories of source-field subtraction, sam-
pling, windowing, and source-height variation. The issue of source-field subtraction arises
because the plane wave reflection coefficient is directly related to the reflected pressure field and
not the total pressure field, which is measured. The issue of sampling covers the effects caused by
having the pressure field available for computation only on a discrete set of points. We discuss
both the effect that sampling rate has on the estimate of the depth-dependent Green'’s function
and the practical problem of interpolation, which is required to move the field from one grid to
another (often to compensate for missing data points). We develop a phase unwrapping pro-
cedure that allows us to interpolate the magnitude and unwrapped phase, which vary slowly

compared to the quadrature components.

In the section on windowing we discuss the effect that having the pressure field available
only to a finite range has on the estimate of the depth dependent Green’s function. We deter-
minc the rangc over which the data must bc known in order to accuratcly detcrminc the depth-
dependent Green’s function. We do this by using the properties of the Hankel transform

developed in Section (I1.6).

In the section on source-height variation we exploit the results of Section (II.6) once again,
but this time we use them to determine the effect that variations in the source-height has on the
estimate for the depth-dependent Green’s function. Such variations are inevitable during the
acquisition of real data. We illustrate these effects by considering the effect of three specific vari-

ations.

L iy BT
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Figure V.1.1 The inversion procedure to estimate the plane wave reflection coefficient from the
total field generated by a CW point source over a horizontally stratified bottom
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V.2) Source-field subtraction

In this section we consider the removal of the source field when the source-receiver
geometry is known. In Figure (V.1.1) we showed the source field removed beforc the Hankel
transform. We did this because conceptually we wish to deal with the reflected field alone. In this
section we show that numerically it is better to remove the source field in the transform domain,
after the Hankel transform of the total field has been computed.

Because the Hankel transform is a linear operator, in principal the estimate for the Green'’s

function can be made by subtracting the source field either before transforming:

» eikom
G(k,,z,20) = [ |Pr(r)- J ok, r)rd 1
(k,,z,2¢) { r(r) m olk, r)rdr ¢}

or by subtracting in the transform domain:

» = ikq V r2+(z _10)2
G(k,,z,zp) = fPT (r ) o(k, r)rdr - f £ - J olk, r)rdr )
0 0 Vr2+(z —zq)?

which becomes upon performing the second integral analytically:

i ei Vg -k2z-14|
k3 -k}

If Py (r) is available only over the finite range 0<r <rp,, then the field integrals can only be

G(k,,z,20) = [Pr(r)Jolk,r)rdr — ©)
[1}

carried OUt tO 7 y4y. Substituting r ., for = in Equations (1) and (3) will make these two formu-

lations no longer equivalent because the analytically performed integration is not windowed.
The function transformed in Equation (1) is the reflected pressure field, Pg(r). In Section

(IV.3) we argued that the reflected field decayed asymptotically as —:—.1 If the total field, Py (r),

decays asymptotically faster than -1-, we can expect that the formulation of Equation (3) to
r

suffer less from windowing effects than the formulation of Equation (1). We will now show that

the total field does in fact decay faster than the reflected field alone. In fact, by transforming the

1) In the absence of trapped modes.

- -
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tota] pressure field and then subtracting the source contribution in the Hankel domain, we have

performed the dual to the removal of the —\/_1——=; singularity discussed in Section (IV.3a).

2
kg —k,

Before we begin, an analogy to a similar procedure for determining the Fourier transform
of a function known only over a finite range but with a large, known constant offset might pro-
vide some insight. If such a function is (Fourier) transformed directly, the offset will transform
to an impulse at the origin which is smeared into the rest of the transform. The smearing will
occur because the transform is taken over only a finite aperture (windowing). The alternative is
to subtract the offset from the function, transform the result, and add an impulse (with a
strength which is determined analytically from the known offset) to the origin. This second pro-

cedure will give superior results because the transform of the offset is not degraded.

Transforming the reflected field alone is analogous to generating the Fourier transform
directly from the the field with the known offset. In the case of the reflected field, however,

instead of a simple constant offset, the function has a known asymptotic behavior. It decays as

l. We are about to show that adding the source field to the reflected pressure field is analagous
r

to subtracting the offset in the Fourier transform example. In the Hankel transform case we are

actually considering it corresponds !0 subtracting a term with the same asymptotic 1 behavior.
r

The difference will decay faster than l
r

We begin by considering the Green's function associated with the total field for zy>z.

which is given by:

Grlky,2,20) = —eeer [I‘(k,)e' 4 -tora) IV ‘*,’(to-r)] @
Vi -k?

ieN kE =k (2q9-2)
Vg -t}?

tion coefficient at kg, it will be more clear why adding this term in the transform domain

The term is the source term. If we rewrite Equation (4) in terms of the reflec-

corresponds to subtracting the asymptotic behavior in the pressure domain. We must use the fact

- g -
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that for all bottoms I'(kg) = ~1 (except the degenerate case I'(k,) = 1 ). We write Equation

(4) as:

N i _ “2% Vg -kUz) | iVkG-kXz1p-1)
Gr(k,,z,20) = \/k—oz-_—k— —,2 [F(k,) T'(ko)e ]e ° (%)

As we discussed in Section (I'V.3) the asymptotic behavior in the pressure domain is determined

by the behavior at the singularities in the iransform domain. [2 ] At k, = kg the phase term,

. ~2iVr§ 1)

, equals 1 so that unlike the Green's function associate with the reflected field

alone, the numerator of the total Green's function approaches zero as k, approaches the

A f—“'—kzl £ 2 singularity at kg. We wish now to determine the contribution of the singularity at
0~k

k, = kg in the total Green’s function in order to show that the "softening” introduced by the
addition of the source term has made the associated total field more range limited. We can
bypass a great number of issues by instead considering the asymptotics of the simplified Green's

function:

-\ g2 -2 iV k2-x2 -
Gi‘-’mPle(k,;Z,Zo) = 2 Vk§ kr(z)]e' kg —kHzg-2) (6)

: [
1 —1 - ['(kg)e
Vk§~k}?
By considering Equation (6) we exclude those issues associated with f'(k,). Our examples

in the synthctic data gencration scction showed that these terms do not give risc to terms which

decay as slowly as —1—

Equation (6) is the Green’s function for a dipole and has the known Hankel transform:

e oV rd+(1 —z5)? e tkgVri+(z +1q)?
\/r2+(z ~z0)? Vri+(z +29)

It is well known that this field decays asymptotically as iz' and that this asymptotic behavior
r

Py(r) = Q)

begins more quickly when z is small than when it is large.

Since the total field will be more range limited than the reflected field, it is better to

transform the total field numerically and subtract the (analytcally determined) transform of the

e Gl ATy btk g
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incident fieid than it is to subtract the incident field before transforming.

V.3) Sampling
a) Overview

Typically, data is not available on the grid required for processing. In the experiment pro-
viding the data for this thesis, for example, the range values for which the data has been
obtained is determined by the drift rate of the boat and the source away from the receivers. The
individual samples do not occur exactly where we would like thgm and while the experiment was
designed to provide samples as close to .the Nyquist rate as possible, typically the number of sam-
ples on averages is less than we would like. Finally, there are isolated cases of missing samples, a
reality of data collection. Section (V.3b) discusses the issues associated with the average sam-

pling rate. The issues associated with the grid in general are discussed in Section (V.3c).

b) Sampling rate

In Chapter (I1.7) we saw that when f (r) is sampled on approximately a linear grid and the

transform:

F(e) = [£(r) olpr)rdr ¢}
is computed from these samples, then f (r) must be sampled on a grid at least as fine as !Al in

order to correctly perform the transform for F (p) negligible p>A . In this chapter we consider
the transform of the pressure field, to obtain the depth-dependent Green’s function. This
transform has the form:

i I'(k,) ALY Sy HLRel)

G(k,,z"‘lo) = kg_k'Z

= [Pr(rV ok ryrdr 2)
G (k, ,z +1¢) is negligible for k, >kg+¢! except possibly near the poles of I'(k,) (for some

1) For some small_e>0.
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small €) because when &, >k, it decays exponentially. Consequently when there are no poles in s
I'(k,) for real k,, then the pressure field need only be available on a grid as fine as 1:—:1 with
A = ky+e to accurately determine G (k. ,z +zp) in the region 0<k, <k,. If we wish to obtain

G (k, ,z —z;) in the region where it is exponentially decreasing (k. >kg), however, we must sam-

ple fast enough to represent the signal in that region as well.
If a pole is present in I'(k,) at k, = k,, the Green’s function will be significant near k,,

despite the exponential decay. If the presence of the pole is ignored and the field is transformed

nw '

on the grid e then the pole will be aliased into the Green's function at lower wave numbers.

If there is only one pole present we can write the Green's function, G (k,) (we suppress the
z variation) as:

a-y
k2-

r r‘.z

G(k,)=G(k) + for k, >k 3)

A
The results of Chapter (11.7) show that if the pressure field is transformed on the grid -—kl, then.

the aliased Green's function computed will approximately be given in the region 0<k, <k by:

a-y

G(k,) = G(k,) — V2k/k,—1G 2k —k,) = G (k,) — \/2k/k,—1ak——k—)—2—;—
~k, Yk,

@
so that the Greens function at 2k o—k,, will be corrupted.

If the amplitude, a_;, is very small (which would be the case for large source-receiver
geometries) and some smearing is present due to windowing (the field is not measured out to

ranges where the trapped mode dominates), we may not see the pole’s effect and it can safely be

ignored.
In general the possibility of trapped modes must be considered before deciding upon a sam-

pling rate, parucularly in geometries with small source-receiver heights. For such geometries it is

not always sufficient to sample at ff’-
0

B ikl 2 o N
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¢) Sampling grid

When data is not available on the grid required for processing we must first interpolate.
Successful interpolation is possible only if the signal is adequately represented by the original

samples. If we know only that our signal has a Hankel transform which is negligible beyond
. o o Aa
some bandwidth, A, then the signal is adequately represented by samples on the grid —C—- for

C =A and where A, n=10,1,2, - - - are the ordered zeros of Jy(r). [2 ] This is true in

theory. In practice, if the the samples are not originally spaced as required, it may be impossible

to actually perform the interpolation onto another grid. If the samples are only available on the

A
grid —C% with C <A, then it is not possible to interpolate without making additional assump-
tions.

We will show that for the class of pressure fields examined, an additional assumption seems
reasonable. This assumption makes interpolation possibcheven when the sampling rate is slightly
too low. We will assume that the magnitude and phase of our pressure fields are smooth com-
pared to their quadrature components. Figure (V.3c.1) shows the magnitude of the pressure field
associated with a point source over a pressure release bottom. Between calculated points the
curve varies so little and so regularly that a plot of the points appears to be a smooth line. Fig-

ure (V.3c.2) shows the result of first subsampling the points plotted in Figure (V.3c.1) (which
. . An . . -
were available on the grid > ) by a factor of two, and then interpolating back onto the original

grid using splines.1 The differences between the two curves are negligible.

We can compare this successful interpolation to the result of subsampling the quadrature
components, spline interpolating, and computing the magnitude. The result of this operation is
shown in Figure (V.3c.3). The apparently smooth line comes from the subsampled set of values

which the splines was constrained to match in the quadrature components. It actually consists of
1) Splines were used because the original grid is given by N,/A, where N, are the ordered zeros of
J o(x ) This grid is uneven and makes other interpolation schemes less desirable.
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every other point of the displayed curve. The surrounding scatter is the magnitude of interpo-
lated points supplied by the splines. Clearly, splines did not successfully interpolate the quadra-

ture components.

Figure (V.3c.4) shows the phase of Figure (V.3c.1) computed by

6 = tant| 5L )
P’

where P; is the imaginary component of the field and P, is the real component. The rapid vari-
ation in 6 suggests that it is not adequately represented by the grid upon which it is presented. (]

is not the only representation of the phase of the pressure field, however.

d) Unwrapping the Phase

The phase displayed in Figure (V.3c.4) is the principal value of the phase, often referred to
as the wrapped phase. The wrapping comes about because of the ambiguity concerning which
phase should be associated with the quadrature components. If 6 satisfies:

Me'® =P, +i P, )

then so must 8 + 2mm where m is any integer, since

Mel(0+21tl m) MeiOeZm'm = Mel® = P, + iP; )
Given just P, and P; there is no way to determine the correct value of m. The arctan routine
used by Fortran follows the convention of choosing m such that

—w<f=mo+2mm<m 3)
The output value 0 is the principal value of the phase, or the wrapped phase.

If the phase of the pressure field were approximately increasing at a rate of kgR where
R= m and the field were sampled at the Nyquist rate of 172k, then the phase
difference between samples would be roughly 7 and the wrapped phase every sample or two
would suffer a jump to a different m in order to satify the condition — 7 < 8+2mm < =.
This would obscure any underlying regular behavior that we expect from most physical

phenomena. These frequent jumps are responsible for the rapid oscillation appareat in the phase

ob el
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of Figure (V.3c.4). We wish to compensate for the wrapping that takes place when the principal
value of the phase is generated. To do so we must make use of our knowledge of how the phase
is varying from point to point.

We conjecture that the phase of the total field is dominated by a component at the water
wave pumber associated with the dominant specular path and that the remaining portion of the
phase is slowly varying compared to the sampling rate. We write

Pr(r) = M(r)e'™” 0
where M (r) and 8(r) are real, and write

0(r) = kR +e(r) 5)
where R = Vr? + (z —zp)%. We will call kgR the modeled portion of the phase and €(r) the
residual phase. We are going to show that as long as the residual phase is sampled fast enough,

we can reconstruct the true phase.

In this notation the difference in true phase value from sample to sample can be written:

0(’:) - 9(’!;-1) = kO(Rn - Ru—l) + e(Rn) - e(Rn—-l) (6)
so that
9(",,) - 9(’:1-1) - ko(R, = R,-;) = €(R,) - €(R,-1) Q)]
Precisely stated, our requirement that the residual phase be slowly varying compared to the sam-
pling rate is:
le(Ry) — €(Ry-1)| <m for all R, (®
To unwrap the phase we first form:

8(rs) — 6(ra-1) = ko(R, — R,-1)
= 0(r,) =~ my2m — 8(r,_1) — m,_127 ~ ko(R, — Rp-1)
= 8(2) = 8(ra-1) = 2m(m, - m,_)) ®
= ¢(R,) — (R, -)
from the measured data. We now do the unwrapping by defining mo = 0 and picking the

integers, m,, (n = 1, 2, - - - ) sequentiaily to satisfy:
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xé(rlx) - é(rn-l) - kO(Rn - Rn-l) - 217('"1: - mn-l) = :E(Rn) - E(Rn-l)' <% (10)

and define the unwrapped phase to be:
8(ra) = 8(r) = (m,)2w (1
Figure (V.3d.1) shows the result of running this algorithm on the phase of the synthetic
data with magnitude shown in Figure (V.3c.1) and wrapped phase shown in Figure (V.3c.4).
The resulting phase is dominated by the linear term kgR we defined in our model. Figure

(V.3d.2) shows the residual phase. The smooth and small variation of the residual phase over
the intervals [r,,_l STy ] for all n, is a strong confirmation of our phase unwrapping assump-
tion.

Figures (V.3d.3a) and (V.3d.3b) present the magnitude and residual phase of the fast bot-
tom example of Section (IV.3a). For this example, too, the residual phase is well behaved.

Figures (V.3d.4a) and (V.3d.4b) present the magnitude and residual phase of the slow

speed layer example of Section (IV.3b). For this example, too, the residual phase is well
behaved. The field in this example was shown to be dominated in the far field by the contribu-
tion due to the pole beyond the water wave number. The upward slope of the residual phase
apparent in Figure (V.3d.4b) reflects the fact that this pole is contributing the dominant com-

ponent to the phase (in the far field) which is slightly larger that the A¢R term subtracted out.

e) Interpolating the magnitude and unwrapped phase

In Figures (V.3c.1) and (V.3¢c.2) we showed that the magnitude of the dipole field could be

. An n , .

up-sampled from the grid 1 to 2 In Section (V.3d) we saw that the unwrapped and resi-
dual phase components enjoy smooth, regular variation ideally suited for interpolation. Figure

A A
(V.3e.1) shows the residual phase for the dipole field up-sampled from the —iL to the 7" grid.

A
It is indistinguishable from the residual phase gencrated on the -2—" grid shown in Figure

(v.3d.2).
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We vow show that for the dipole field we can actually interpolate the magnitude and
unwrapped phase to increase the sampling rate of the quadrature components of the field. This
allows us to determine the Green's function to a higher horizontal wave number than the

Nyquist criteria applied to our original sampling scheme would have us believe.

A
We recall from Section (I1.7) that if the pressure field for the dipole on the grid —1"— were

transformed and displayed in the range 0<k,<2 the result would be severely aliased and com-

pletely inaccurate in the region 1<k, <2. To obtain a transform accurate on 0<k, <2, the qua-

A
drature components must be at least sampled on the grid -—2"— We can still obtain the transform

A
in the range 0<k, <2, never-the-less, by interpolating the field onto the grid T" through its

magnitude and unwrapped phase. Figures (V.3e.2a) and (V.3e.2b) show the magnitude and

phase of the transform generated by such a procedure. First the magnitude and residual phase of
p( Ll"-) were generated. These were up-sampled as just discussed. From this up-sampled magni-
tude and residual phase (and the modeled, kR, portion of the phase) the associated quadrature
components were generated. This was transformed. Figures (V.3e.3a) and (V.3e.3b) show the
magnitude and phase of the Hanke!l (ransform of p (-)‘14) generated without interpolation. Only

small differences in the magnitude are apparent. The phase curves also display only small differ-
ences though in the inhomogeneous region (where the phase is oscillating rapidly as evidenced by
the two parallel lines) the small difference has caused a slightly different picture of the oscilla-

tions. By contrast, Figures (V.3c.4a) and (V.3e.4b) present the magnitude and phase of the
A

Hankel transform of p(-IL) up-sampled by direct spline interpolation of its quadrature com-

ponents. Clearly, once again, a direct interpolation of the quadrature components did not work.

We apply this scheme for interpolating the magnitude and residual phase to the field of the

fast bottom example of Section (IV.3a). We first generate the magnitude and unwrapped phase
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A A
of p(—z;?), interpolate up to the grid 7"-. generate the quadrature components, and then
Hankel transform. The magnitude and phase of the result is shown in Figures (V.3c.5a) and
A
(V.3¢e.5b). The magnitude and phase of the correct transform (of p( -24) generated without

using this interpolation scheme) is shown in Figures (V.3e.6a) and (V.3e.6b). We sec that the
Hankel transform of the up-sampled data and the Hankel transform of the data originally avail-
able on the fine grid do not agree exactly. Figures (V.3e.7a) and (V.3e.7b) present the magni-
tude and phase of their complex difference and Figure (V.3e.8) presents the magnitude of the
Hankel transform of that complex difference. This transform represents the errors made in the
pressure domain by our up-sampling procedure that gave rise to the error in the Green's func-
tion. We sec that practically all the error energy was conceatrated at the origin. This error could
be due to a breakdown in our phase unwrapping assumption near the origin or to a poor han-
dling of the rapid change in magnitude by the splines. This problem can be corrected by a dense
sampling of the original field near the origin so that there is no room for interpolation error
thege.

) Phase unwrapping errors

At this point we consider briefly the kinds of error that might be expected when the
assumption underlying this phase unwrapping technique is violated. If for some n

IG(R,.) - O(Ru-l) - kO(Ru - Rn-l)‘ > (1)

the wrong m, will be chosen. From that point on, cach m, (k= n,n+1, - - - ) chosen by the

procedure will aiso be wrong by the same amount. A plot of this error is a step function of

height M, — m, centered at n as shown in Figure (V.3f.1). If multiple violations occur, the |

error will look like the sum of step functions as illustrated in Figure (V.3f.i). The mmoothness

apparent in the residual phase in all of our examples suggests that no errors have occurred.

If the phase unwrapping scheme is used to interpolate the ficld, these errors are not serious.
As part of the interpolation procedure, the quadrature components are regeaerated from the
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interpolated magnitude and phase. The error curve shown in Figure (V.3f.2) would have no

affect on the quadrature components regenerated from the unwrapped phase. In general, after

the interpolation, the error curve will not be a simple sum of steps but will be smeared by the _
interpolator. This will usually affect the quadrature components. If the interpolator is well . j

chosen, the leakage will be small and limited to the area near the error. Finally we note that

errors in the phase unwrapping scheme will occur when the unmodeled portion of the phase is
varying rapidly between samples. When this happens the interpolator is likely to have difficulties

even without errors in the unwrapped phase and this scheme is probably not appropriate.

V.4) Windowing

In Section (IL.6) we stated that in terms of resolution the Hankel transform behaves very
much like a Fourier transform. We wish to consider the resolution required to gemerate the

Green's function and the window that this implies.

The total Green’s function is given by

ViR | i Vid-rG -z«)]

when z>z, (1)

Gr(k,,2z) = v;;i—k-; [F(k,)e
0~k

The most rapid variations in Gy (excluding possible poles in the reflection coefficient beyond the

el Vg ks +25)
water wave number) occur near k, = kqo. Whea I'(%, ) is smooth compared to —W—
0~ *r
. Vg -k z +20)
the rapidity of these variations is dominated by the -—-73——;-— term. With a windowed
kg —k,

sample of the pressure field we can not hope to determine the exact behavior of G at k, = kg,

i\/k-}_-:,’(r +19)

!

when z +z¢ is large the rapid variation in G is due to primarily the ¢ term. We
can obtain an ad hoc estimate of the resolution we require by considering the lobe widths associ-

ated with the phase for k, aear k.

That is we define &, , by the relation:

B e e T e e S e e itk
I
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V k& —k,z,,,(z +z¢) = 07w )

and define the lobe, 8, by:

8, = kr,n—l -kr,n 3)
i we use (ko—k, ,)(ko+k, ,) = (z':: )? then when k, » = k we have:
0
1 nw 2
(ko—k, ) = 2%, [z—q] @

and

1 ™ 2 1 T 2
~ 1 2_(n-1)%) = — +1
al Zko [Z+ZOJ (n (’l 1) ) Zko [Z+Zo] (2" )
Section (II.6c) indicates that the required window width, B, is related to the desired resolution

approximately as:

3 _ 3¢+ 11 ©
w  2ko 2n—1

5,
Thus to resolve the lobe closes to ¥ when z +zy = 136 and kg = .9246 we require a win-

~ 3
B ===
3

dow of about:

2
- 136 1 - -
B = 3*{ - } @)(9246) 3+ (1013) = 3040 meters )

V.5) Source-Height Variation
2) General expression

The procedure proposed to estimate the plane wave reflection coefficient, I'(k,), and
shown in Figure (V.1.1), requires that the pressure field be measured with the source at a fixed
height, zg. [1 ] Frequently, experimental conditions cause the source-height to vary. In this sec-
tion we will explore the effect that a varying source-height has on the estimate, I'(k, ).

Instead of considering the effect of a varying source-height on the estimate for the plane
wave reflection coefficient directly, we will consider its effect on the depth-dependent Green's
function givea by:!

1) We will suppress the dependence of the depth-dependent Groen's function on Z and Zg.
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ir(kr) ei Vg -3z +20)
kg —k?
which is the Hankel transform of the reflected pressure field. By considering the effect on the

G,) = {Pn(';z)-’o(kr’)"d' = (1)

depth-dependent Green’s function we can make use of the properties of the Hankel transform
that we derived in Chapter II. The plane wave reflection coefficient is determined by multiplying
the estimate of the depth-dependent Green's function by terms which compensate for the source

strength and the source-receiver separation as was shown in Equation (V.1.2).

We consider the effect of a source height given by

zo(r) = zo+h(r) @
To explore the effect of Hankel transforming a pressure ficld measured at a source height that is

a function of range, we write the Green’s function estimated by Hankel transforming this field
as:

Ck)=

'i” (7 2 (r ) olk,r)rdr

<17 32 +1 +h(r
= [Viﬂs}é“ Vig-deemo [ [ “ "’“"’:.,(er)lo(k,r)rar]ede

@)
Jo(k, 7 )rdr

We now define:

Vg -&

H(kr »g) = g{el 2"(’)"O(gr )Jo(kr")'d" 4)

which with (3) becomes:

G(k,) = { G (OH (k, ,£)dE (s)

Equations (4) and (5) exactly describe the effect that source-height variation has on the
estimate of the depth-dependent Green’s function. As written, however, they do not provide
much insight into what variations are tolerable or into the qualitative effect of source-height vari-

ation. To provide us with this insight we develop an approximate expression for H (k,,£) by
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Vg ~2n(r)

using the windowing result of Section (II.6). We do this by considering e as a win-

1IVig-e(r) i

dow. The result will be reasonable provided that the Fourier transform (in r) of e

parrow, as discussed in Section (I1.6b).

We write
H(k, 8) = £f e O o(6r ) o(k,r)rdr  with o = Vi§ -8 ©)
0
The Hankel transform of J g(£r) equals S—(kf:g—)' so that :
Vi N \/—S(kr‘é) Vi
kH(k, .E) = £|( kr——k—*)*Wg(kr) = VEW (k, —§) ™
where
Wilk,) = [e'VIERO, 0 gy ®

-

This provides us with approximate expressions for the kernel, H (k,,£), and an approximate

expression for the estimated Green’s function in terms of the actual Green’s function:

v
H(k,.8) = vf—wg(k, )

- ©)
p ~ L L (VE -
k) = 5o [VEC@OW ke~ 0t

In the following sections we apply this result to some special cases.

b) Particular variations
§) No source-height variation
When the source-height is constant, A (7) = 0. For this case our approximate result above

gives W ¢(k, —£) = 2m8(k, —£) and G (k,) = G (k,), which is as we would expect.

il) Linear source-height variation

I the source-height varics linearly then h(r) =ar and
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b4
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Cn
L

|

ek,) = fe‘[“m+k']'dr = 2nd(k, +a \’kg—gz)l. This gives us

. 17
6 (k) = = [VEG 03k, ~4+a Vg -8t )
0
To evaluate the integral we have to simplify the argument of the delta function. We define

s =¢(-at kg -—§2, so that

‘\/ 2_ 1+ 2.2 2k2
§=s+ 5 (1+:2)(s a‘ky) @

Substituting into Equation (1) we have:

6 k) = = VESTO (€ls Dok, =5) 2= —s
)

_1 §o—p

-v;\/{OG (&0) 202+§0_p

Where

k+ Vi2-(1+a) k2 -a%¢)
.‘§0= 1 )
+a 3
+aV(a?+1)k¢ —k2 )
al+1
is real. We see that G(k,) is

assuming that &g a distorted version of

k+aV(a+Dkg k2| _ . . -
G 771 . This approximate analysis also correctly indicates that as the ,
a+

slope of the linear variation, a, goes to zero G (k,) goes to G (k,).

lii) Sinusoidal source-height variation
|

When the source-height variation is given by
l

h(r) = ae'™" (1) . i

thea » ‘(
-

E o = ' . ¥

Wg(k,) - Joet‘/tg-glae et dr = fe'“’""'eu"dr @ / ;

1) Provided § < k. The integral is not defined for complex arguments and a different analysis would be
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with o = a Vikd -¢2.

To perform the integral in Equation (2) we expand the exponential in its Taylor series to

n
{iwe'“’}
ik
%y

obtain:

W&(kr) = fi

~xpn =0

= zo-(—L':’! Setore™ar 3)
=273 MS(I:, -na)
n=0 nt

We use this to determine the effect of the real cosinusoidal variation:

i -i
h(r) = 2o — *

Substituting (4) into Equation (V.5a.8), for cosinusoidal variation 4 g(k,) is seen to be given by:

Wg‘(k,) = fe

i k& _EZ..u.el'nr i k& _§2£¢-iur )
. L 2 e™" dr (5)
Equation (5) is the Fourier transform of a product of terms in the form of Equation (2). Conse-

quently we can write Equation (5) as the convolution of terms in the form of Equation (3):

{:o\/iﬁ }m +n " 6)

=23 5 2 3(k, ~(n —m)a)

»=0m =0 n'm!

Wit = 3 e Lm0 | fon S et on)

If we perform the integration (V.5a.9) we obtain:

s z (@ VEE = (k, ~(n ~=m)a)® }”‘
G(k,) = [71;] k,;(:':gn)a L zah' Vk,—(n=m)aGk -(n-m)a)| (7)

The cosinusoidal source-height variation with an amplitude, a, and a frequency o, has the

effect of reverberating, or comb filtering, V'k,G (k,) in two dimensions. The impulses of the

required for this case.

FISTopay
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filter are spaced at the variation frequency «. The .weightings, which we define to be

w (k, ym ,n), determine the envelope of the reverberation. They depend on the amplitude, a
+

{ia ViZ-i? }"' g {ia ViZ-k? }"' {ia Vg -2 }'

2 2 2
min! m! n!

w(k.sm,n) =

®

We can write the estimate for the Green's function in terms of these weighting functions as:
33,

Gk, ~ [7] b SGiem)a W ~(n-m)amm) Ve ~(n=m)aG (k, ~ (n ~m)a) |(9)

The weighting functions, w (k, — (n —m)aym ,n), are greatest when m = n = ng,, and

decay rapidly from that point in 71 and n. This result can be shown by replacing the factorials in

]
(8) with Stirling’s approximation (excellent even for small n: n! = V2gn { } ) and defining

iaVkg -k} I .
x = — The weighting functions then become:

_xmam 1 [xe]” 1 [xe]” -
o = 25 5= e o ) a0

m
The {55} term has its maximum at m =x- and falls off in m with greater than geometric
m

decay. The Tlr term pulls this maximum only very slightly lower.
m

The result is that w (k, ;m ,n) is lazge form, n ~E Vk¢ —k? and small elsewhere. When

2 | 2‘1 & <<1 we can ignore the (n —m )o term in (9) so that G (k,) is given
|

approximately by

{—m}

alm!

Vk, =(n =m)aG (k, = (n —=m)a) (11)

cen= 3] EEN

By defining:
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i (ﬂV{§V%*ﬁ} {% M—ﬁ}
C(k,n) = (@) : 12)
g ) msmaxz(o,—n) m! (" -m )' (
we can obtain the result, valid for 2 | < 1 that
’% y
: [ § -
VEGKk,)= 3 Clk,n)Vk -naG(k,~na) (13)
k= —-x

% A perspective plot of C (k,,n) (i) is presented in Figure (V.5c.1a) for the case @ = 3
! and ky = .9246159. The back of this figure corresponds to k, = kg and consequently k, = 0.
i The Green’s function in this region corresponds to plane wave components of the field which are
directed entirely in the radial direction and which do not vary in z. Figure (V.5c.1b) presents
the slice of Figure (V.5c.1a) corresponding to this region, C (kg,n). C (kg,n) is zero everywhere
except at n = 0, where it is 1. Referring to Equation (13) we see that the degraded estimate of
the Green'’s function at k, = kg is given by:
kr

G (ko) = 711?; S C(kgn)Vig-naG(k,—na) (14)

n=—x

Substituting for C (kg,n) in Equation (12) we see that
G (ko) = G (ko) (15)
The portion of the spectrum, k, =kg, corresponds to field components that do not vary in
z. It is reasonable, then, that the cosinusoidal source-height variation did not affect that portion

of the apgular spectrum.

In Figure (V.5c.1a) moving forward towards the leading edge corresponds to decreasing &,
and increasing k,. With decreasing k,, C (k, ,n) becomes increasingly less impulsive, indicating
greater amounts of degradation. Figure (V.5c.1c) presents the slice C(0,n). This slice
corresponds to that portion of the angular spectrum which has the maximum amount of vertical

variation. In Figure (V.5c.1c) the value C (0,0) is not even as large as the adjacent values,
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C(0,-1) and C(0,1). The Greens function will be degraded by cosinusoidal source-height vari-
ation in this region.

Figure (V.5c.2) presents a perspective plot of C (k,,n)/(i)" for the case a = 12 and
kg = .9246159. Once again C (ky,n) is the discrete delta function, 8(n), and the Green’s func-

tion will not be degraded at k, = ky. Because a is larger now, 2V} —k,? of Equation (12)
2 0

grows more rapidly as k, becomes smaller than it did for a = 3. As a result the figure shows
that serious degradation begins for k, much closer to kg. The increased amplitude, a, has
resulted in an increased amount of degradation. The product, ak, = a V k& —k?2, determines
the severity of this eifect.

We note also that because of the (i)" factor in Equation (12), the phase of C (k,,n)

I

2
ically affect the phase of the estimated Green’s function, é(k,), even before it significantly

increases by —— with each n. This suggests that cosinusoidal source-height variation may dramat-

affects the magnitude.

Thus we have seen that the effect of sinusoidal source-height variation is to comb-filter the
estimate of \/k_,-(; (k,). The spacing between impulses in the comb filter is the frequency of the
source-height variation. The amplitude of the source-height variation and the vertical wave
number, k3 ~k?2, together determine the weightings of the impulses. When the product of the
amplitude and the vertical wave number is small, the only contribution comes from the low lag
components. As this product increases, the higher lag components begin to contribute and the
comb- filtering will become increasingly apparent. If the frequency of the source-height variation
is very low, causing the spacing of the impulses in the filter to be very small, the degradation

will appear as a smearing.

V.8) Summary

In this chapter we have studied the issues associated with the inversion of pressure field
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data through the Hankel transform to estimate the depth-dependent Green's function and the
plane wave reflection coefficient. We have developed a phase unwrapping procedure that allows
us to interpolate the magnitude and unwrapped phase apd thereby determine from the set of
field samples available, the values of the field at the ranges we require for processing. We have
also shown that it is better to estimate the total depth-dependent Green’s function from the
Hankel transform of the total field, and to later remove the affects of the source. Finally, we
have examined the effects of source-height variation to help us understand the possible degrada-
tion that this effect would would introduce into the depth-dependent Green's function estimated

from real data.

We are ready to perform a preliminary processing of real data.
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CHAPTER VI

Inverting Real and Reailisiic Zaia

In Chapter V we described the procedure for inverting coherent field measurements arising
in response to a CW point source, to obtain the plane wave reflection coefficient. In that
chapter we addressed some of the practical issues that must be faced when rez! data is to be -
inverted. In this chapter we perform a preliminary inversion of real data. [1 ] To help interpret
the results, in parallel we invert data generated synthcﬁcally for a realistic geometry and set of

bottom parameters.

The real data that we invert was obtained by G. Frisk, J. Doutt, and E. Hays in 1981.
The associated experimental geometry was described in Section (1.6) and is preseated again in
Figure (VI.1). We will be using the data obtained from the lower receiver shown in this figure.
In Figure (V1.2) we present a velocity profile and density parameters for a bottom that we
believe is comparable to the bottom where the real data was taken. We use this geometry, velo-
city profile, and these deansity parameters to generate the synthetic data of this chapter. This
synthetic data is generated using the hybrid procedure described in Chapter IV and the numeri-
cal Hankel transform that was described in Section (I1.7) 12 ] The efficiency of this Hankel
transform algorithm made it possible to obtain high quality results over a large range that would

otherwise not have been practical.

We begin by generating the synthetic data for this geometry and bottom. We use the
pumerical procedure described in Section (IV.2) to generate the plane wave reflection coeffi-
cient, I'(k,), as a function of horizontal wave number. Its magnitude and phase are presented in
Figures (V1.3a) and (VI.3b). We sce that a pole is present in T'{k,) beyond the water wave
number. This pole is due to the low speed channel just below the water-bottom interface.

Because the source+receiver height is large, this pole will contribute an insignificant amount to

1) This algorithm was implemented in Fortran on a VAX-11/780 by Mike Wengrovitz.
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the pressure ficld and need not be removed as was done in Section (iV.50). Consequently we
can generate the field with the hybrid procedure described in Section (IV.3a). The magnitude
and residual phase of the associated synthetic field are presented in Figures (V1.4a) and (V1.4b).
In these figures very little high frequency ripple is apparent even at large ranges, implying that
the field is indeed adequately represented and not suffering from spatial aliasing.

Figures (VI.5a) and (VI.5b) present the magnitude and residual phase of the synthetic
field after inclusion of the incident field. The regular behavior in these plots suggests that the
magnitude and residual phase are good representations of the total field. As further confirma-
tion of the validity of the total synthetic fields generated for this example, we present the output
of a ray program that was run for this profile in Figure (VL5¢).12 The two synthetic fields are
in good agreement except in the region of the caustic, 1500m < r < 2000m, where the ray

method is known to be inaccurate.

Figures (V1.6a) and (VI.6b) present the magnitude and residual phase of the real data
(which includes the source field). In the region beyond the first hundred meters, the magnitude
and residual phase of the real data behave regularly, which gives us confidence in them. The
interference pattern apparent in the magnitude is similar to that of the synthetic data. The zeros
in the magnitude are well matched by the the changes in the residual phase for large ranges. The
first few hundred meters of the residual phase, however, looks significandy different from the
residual phase of the synthetic field. In this region, changes in the source-height have their
greatest effect on the measured field because the geometry is most significantly affected by
source-height variation in this region. We recall that the residual phase is given by:

€(r) = 6(r) = kgVri+(z —z9) 1)
The large negative slope of the residual phase for low ranges could be due either to an estimate
of kg which was too large, in which case the residual phase would displa?' a negative phase

everywhere, or to an estimate of (z-z¢)® which was too large. We believe that this

1) But with s slightly different source height of 125 meters rather than 135 meters.
2) 1 wish to thank fim Doutt for providing this synthetic field.
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uncharacteristic behavior is due to imperfect knowledge of the source heigat in that region. The
gentle negative slope of the unwrapped phase for the real data for large ranges is probabiy due

to a slight overestimate of the water wave-number, kg.

Before we attempt to invert the real experimental data to estimate the depth-dependent
Green'’s function two ‘major factors must be considered. First, the experimental data is available
only over a finite range and second, it is available only at discrete points which are not spaced
properly for our processing. The first issue can be resolved by referring to Chapter V where we
showed that for the source-height and gecometry used to obtain the experimental data, it was only
necessary to know the field out to about 3040 meters to minimize the degradation due to win-
dowing. The experimental data is available to 6000 meters. We belicve, therefor, that window-
ing should not prevent its successful inversion. The second issue can also be resolved by refer-
ence to Chapter V where we showed that by interpolating the magnitude and unwrapped phase
it was often possible to translate the pressure field data available on one set of ranges to another.
We will use the procedure developed there to interpolate the experimental data onto the set of
ranges that we require for processing by the Hankel transform. In parallel we will process the
synthetic data. The processed synthetic data provides a useful measure of the success of our pro-
cessing because the depth-dependent Green's function that we obtain can be compared to the
true depth-dependent Green's function which is known for the synthetic data, and presented in
Figures (VI.7a) and (VI.7b).

Figures (VI1.8a) and (V1.8b) present the magnitude and phase of the Green's function cal-

culated by processing the synthetic data. The synthetic data was originally available on the grid

nmt n=0,1,2, - --. It was linearly interpolated (through its magnitude and unwrapped
A

phase as described in Section {V.3e)) onto the grid required for processing, ;"— for

n=0,1,2, --- withA =12 andwhere)" n=0,1,2, - - - arethe zeros of J o(x).

The agreement between the estimate of the synthetic Green's function obtained by process-

ing the synthetic field and shown in Figures (V1.8a) and (V1.8b) and the true Green's function
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for the synthetic data shown in Figures (V1.7a) and (VI.70) is wncelient, paruculany the agree-
ment in the magnitudes. The phases differ slightly for low horizoaial wave numbers We believe
that this is due to small errors in the synthetic field for low ranges. The phases dirfer dramau-
cally in the evanescent region beyond the water wave number, where the magnitude of the
Green'’s function is very small and consequently the phase is probably dominated by noise. The
agreement in general between the true Green’s function for the synthetic data and the Green's
function estimated from the synthetic data is excellent, however, and confirms the results of
Chapter V which indicated that for the sampling rate and range of values over which the data is

known, it should be possible to determine the depth-dependent Green’s function.

Figures (V1.9a) and (VI.9b) present the magnitude and phase of the Green’s function cal-
culated from the real data. Except for low wave numbers, the magnitude of this Green's function

displays many of the features of the synthetic Green's function, including the same overall

1 . .
envelope due to the W source spectrum term, and the interference pattern arising from
r

the interaction of that portion of the Green’s function associated with the source and that portion

associated with the reflected field. The total Green’s function also decays rapidly at the water

iVig-x2|z+zg

wave number, as it should due the the e migration terms. In the evanescent
region, k, > kg, we see only noise, comparable to the noise we see superimposed upon the rest

of the spectrum.

At low horizontal wave numbers the Green's function for the real data does not look like
the Green’s function for the synthetic data. Very near the origin we see a large peak not
apparent in the total Green'’s function for the synthetic data. This peak is probably due to con-
centration of noise power there by the Hankel transform as discussed in Section (II.8). For
slightly larger wave numbers the magnitude displays a jagged appearance not seen in the total
Green's function for the synthetic data. In this region, tne stationary phase approximation for
the Sommerfeld integral is fairly good, allowing us to associate the behavior of the Green's func-

tion at low horizontal wave numbers with the behavior of the pressure field at low ranges. The
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uncharacteristic behavior of rne Green's fuaction at low horizoa:al wave numbers is consistent
with the uncharzcteristic behavior of the residual phase that we observed for low ranges and may
be due to variations in the source-height. Some of this apparent jitter in the Green’s function of
the real data may be due in part to variation in the source-height. A rough sampling of the
source-height over the course of the experiment was available from the experimental records.
We interpolated between available samples using splines to obtain a rough estimate of the
source-height variation present during the course of the experiment. The result is presented in
Figure (V1.10). This curve is sufficiently similar to the sum of the two low frequency cosines dis-
cussed in Section (V.5b.iii) to qualitatively interpret the effect of source-height variation for this
experiment in term of the results presented there. The analysis of Section (V.5) shows that
sinusoidal variation in the source-height causes the estimated Green's function to be a rever-
berant version of the true Green’s function, particularly for low k, corresponding to large £k, .
Because the frequency of the variation is very small, the main effect is to smear the estimate of
\/I;,—G (k,). As stated in that section, the phase of the estimated Green’s function might be more
seriously corrupted than its magnitude. The phase of the depth-dependent Green's function
estimated from the real data and shown in Figure (VI.9b) does not strongly resemble the phase
of the synthetic Green’s function. The overall good appearance of the magnitude of the total
Green's function and the poor appearance of it phase is consistent with the the degradation that

would be expected from source-height variation.

Figures (VI.11a) and (VI.11b) show the magnitude and phase of the plane wave reflection
coefficient generated from the Green's fuaction calculated from the synthetic data and shown in
Figures (VI1.82) and (V1.8b). Figures (VI.12a) and (VI.12b) present the magnitude and phase
of the plane wave reflection coefficient calculated from the Green's function for the real data.
The estimate for the reflection coefficient for the real data does not appear to be a good one at
this time.

Because the plane wave reflection coefficient is obtained from the total depth-dependent

PRETIREU LI

L o - AR O RO Tept T SR R R RN |
—




- 201 -

150 L T T
!
!
140 L .
E
= i
; I 130
i 4
‘ w
o=
120 <
110 | L i
0 2000 4000 6000 8000
RANGE (m)

Figure V1.10 Interpolated measurements of the source-height variation measured during the
acquisition of the experimental data
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Figure V1.11a Magnitude of the plane wave reflection coefficient generated from the depth-
depeadent Green's function estimated from the synthetic data
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Figure VI.11b Phase of the plane wave reflection coefficieat generated from the depth-
dependent Green's function estimated from the synthetic data
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Green's function by first coherenty subtracting the source contribution and then muitipiying by a

iV k& - k,"‘z ~zg

term with a rapidly varying phase (e o ) errors in the phasc oi the total Green's
function would seriously degrade the estimate of plane wave reflcction coefficient. The estimate
for the reflection coefficient is probably much worse than the estimate for the Green's function

because of the phase errors in the estimate for the total depth-dependent Green'’s function.

In conclusion, we believe most of the error apparent in the Green’s function for the real
data to be due to variation in the source-height near the origin. Direct evidence of this is the
anomalous residual phase variation in the region r < 300 meters. The error in the estimated
Green'’s function for very small horizontal wave numbers is probably due to additive noise. The
errors in the estimatedreflection coefficient are probably due to imperfect knowledge of the
source-receiver geometry that affects the coherent additions. Overall, however, we are greaty
encouraged by the good appearance of the magnitude of the total depth-dependent Green's func-
tion determined from the real data. The interference structure and the overall envelope suggest
that we are very close to being able to estimate the plane wave reflection coefficient from real

data. Work still needs to be done to compensate for the effect of source-height variation.

The potential returns from the successful inversion of pressure field data to obtain the plane
wave reflection coefficient are enormous. Such a successful inversion is a vital step in the process
of inferring the physical parameters of the bottom from acoustic measurements. [3,4 ] The abil-
ity to make such inferences is of great interest to oceanographers and to exploration geophysi-
cists. A successful inversion would also make it possible to predict the fields associated with an
arbitrary source-receiver gsometry from one set of measurements. This would greatly facilitate

acoustic imaging in the ocean.
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CPAPTER VIIL:

CONTRIBUTIONS AND FUTURE WORK

VI1.1) Contributions

In this thesis we have studied both the numerical generation of synthetic pressure ficlds
from the plane wave reflection coefficient and the inversion of measured pressure field data to
estimate the plane wave reflection coefficient. We developed and implemented algorithms that
efficiently generate high quality synthetic ficlds. We studied the major issues affecting the inver-
sion of experimental data and were able to estimate the depth-dependent Green’s function from
measured data taken in the ocean with a high degree of success. We isolated source-height varia-
tion as a major factor preventing the successful estimation of the plane wave reflection coefficient
at this ime.

As a foundation for our studies we explored the Hankel transform in depth. In Chapter II
we derived a number of important properties including the effects that windowing and sampling
a function have on its Hankel transform. Our sampling results show that the associated degrada-

tion is often a more severe problem for the Hankel transform than for the Fourier transform. In
particular it can seriously degrade synthetically generated pressure fields which decay as 1 or

r
even more slowly and its effect should always be carefully considered.

In Chapter 11 we also studied the noise jroperties of the Hankel transform. We showed
that if a function is sampled on a square root grid in a noisy environment, its Hankel transform
will have superior noise properties more characteristic of the underlying two dimension Fourier

transform which the Hankel transform represents in the presence of cylindrical symmetry.

In Chapter III we considered a number of numerical techniques for performing the Hankel
transform. We presented new results strengthening existing procedures such as the asymptotic

and backsmear methods as weil as an efficient, exact method developed as part of this thesis.

In our development of algorithms to generate high quality synthetic data we presented a

MRS o - -
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number of hybrid numerical-analytical techniques that gready improve the quality of synthetic
data. In the course of developing a technique that can adequately handle the effects of guided
modes in slow speed layers under the ocean bottom, we derived an expression that may be of use
| for developing field expressions in modal expansions required to be accurate in both the near
and far fields. We also presented a well behaved numerical procedure for implementing the

Thomson-Haskell approach for generating the plane wave reflection coefficient.

In Chapter V we developed the major issues affecting the inversion of measured field to
obtain the plane wave reflection coefficient. On the basis of this development we were able to
identify the sources of error in an actual inversion. The phase unwrapping and interpolation
results presented in this chapter also significantly improved the results of the processing of the

experimental data in Chapter V1.

In Chapter VI we performed a preliminary inversion of real data to obtain estimates for

il

the depth-dependent Green’s fun;:ﬁon and the plane wave reflection coefficient. The results
presented in this chapter represent a significant advance towards the complete inversion of meas-
ured pressure field data to obtain the plane wave reflection coefficient. We were able to generate
a good estimate for the depth-dependent Green’s function and were able to assodiate the effects
of source-height variaton with the degradation in the estimate for the plane wave reflection )

coefficient.

At this point work is continuing towards the complete estimation of the plane wave reflec-
tion coefficient from real data. The foundations laid by the work presented in this thesis provide
a strong base for future work in this area. In addition they suggest research in a number of

related areas. Some of these are presented in the next section.
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VI1.2) Future work

a) Cylindrical to Cartesian Coordinate Systems

In this thesis we have dealt with problems cast in a cylindrical coordinate system. In that
coordinate system the familiar Fourier transform of cartesian systems became the less familiar
Hankel transform. In that coordinate system the clean properties of additive white Gaussian
noise through the Fourier transform were obscured obscured until a square root grid was intro-

duced. In that coordinate system windowing and aliasing approximately affected \/:f (r)

instead of f (7). In that coordinate system the familiar impulse 3(x) became ﬂfl In that

2 2
coordinate system the —— operator became V2 = - + 13 4 that the operator which
8,!2 arz r ar

nulls a pole in a cartesian coordinate system:

[“" +pt{f(x) = l‘-—+m f "“dp—-! p;) pp‘ ei**dp = -b(x) (6]

became the less familiar:

Jo(pr)pdp = f o Jo( priedp = -—(—)- 2

[+ et rey = [+ o[ 51
0 p*~
In short we frequently found that fanuhar problems in a cartesian system became more difficult
when caste in a cylindrical coordinate system. The reverse is also true, however. In Section
(II1.7) we developed an efficient numerical algorithm for the Hankel transform by mapping it

into a Fourier transform. The mapping was accomplished with the Abel transform:

HT{f(f)} = FT{A{f(')}} €

The Abel transform also serves to map other linezr operators in cylindrical form into linear

operators in cartesian form (it must do so for any function that can be represeated by a Hankel

2
transform). It maps V? into -:—2 for example, in the sense that:
X

A f= Zalro) @
ax?

i D E D o Sl




In Section (III.7) we developed an efficient numerical algorithm for evaluating the Abel
transform. One exciting area of future research is the extension of maximum entropy and other

spectral estimation techniques into the cylindrical domain as we now describe.

An estimation scheme that might be of value for estimating the plane wave reflection coef-
ficient is illusrated in Figure (VI.2a.1). lastead of estimating the plane wave reflection coeffi-
cient directly we estimate the position and residue of its poles (and possibly zeros) in the complex
plane. We do this because the estimation of parameters instead of a function is a much better
posed problem when the signal available for analysis has been corrupted. Because the plane wave
reflection coefficient is related to the measured field by the (cylindrical) Hankel trzansform and
not the Fourier transform, spectral estimation techniques available in the literature of digital sig-
nal processing do not apply. If we first process the pressure field data with an Abel transform,
however, the resulting signal has the same poles and zeros but now in its Fourier transform.
Modern spectral estimation techniques can therefore be used. We introduce the caution that the

effect that branch cuts have on-this procedure must be studied with care.

b) Analytical-Numerical Algorithms

PO TS Y o

The hybrid analytical-numerical technique used to implement the Abel transform in Section

(II1.6) is a very general procedure and springs from classical numerical methods of long standing.

ERETE e

Traditionally, difficult integrals are evaluated numerically by removing their singular behavior as
much as possible through coordinate changes and changes of variables and then numerically

transforming the result. The success of the hybrid method points out that in fact it is often desir-

2
‘?
B

able to do just the opposite. The integral should be manipulated to produce as much singular
behavior as possible. The singularities can be integrated analytically and will not suffer from
pumerical degradation. If the singularities are removed properly, the remaining numerical por-
tion of the integral will be well behaved where it dominates and subordinate to the analytically

determined portions of the integral where it does not. The art in this procedure is casting the
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analytically determined portions of the integral carefully to insure that the numerical portion
does not have infinities or undesirable asymptotics to cancel. Had the e P factor not been
included in the procedure of Section (II.6), for example, the hybrid method for the Abel

transform would not have worked.

Manipuiating functions so that they can best be represented by parameterized functions and
samples is part of the general issue of computer representation. As software systems become

smarter this kind of approach will become increasingly more important.

¢) Waveguides

In the course of generating synthetic data, we evaluated the integral:

P 1 iVer-giz|
I(r,z,p;) = - e 1 o(pr)pdp (1)
' {sz—pz ll‘z‘Pi2
and showed that it satisfied
2 2 er'k Virlts? &
[Vr+m ]I(r,z,p;) TN 0 @

We associated I(r,z,p;) with the contribution of the pole at p; because our integrals

always included the terms V—;——ei Kl-g?

> 2| ag well. The advantage of this formulation was
k“—p
that I(r,z,p,) is everywhere finite, even at r = (. The dassical contribution associated with a

pole is

~ZH{P (pr) when Im(p)>0 3)
The Hankel function above has a logarithmic singularity as the origin. Physically, poles in
the depth-dependent Green’s function make only finite contributions to the field. The migration

VA-¢*lt | qindows the pole in the Hankel domain so that its contribution to the pressure

term ¢’
field is everywhere finite. For this reason we included the migration term into our pole expres-

. . . i
sion. For convenience we also included the source term .
CkZ_DZ
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Our formulation was carefully constructed to insuze that the numerics were not required to
generate infinities. It is potentally useful for many problems other than those considered
directly in this thesis. One set of problems concerns the calculation of fields inside (possibly

leaky) waveguides.

We develop an expression for the field inside a (dielectric) waveguide arising from a point
source using the plane wave formulation of this thesis.! Figure (VII.2c.1) presents the geometry

of the waveguide and the waves present.

The radial and time variation of all fields is given by:

Jolk.r)e ~iwt @
and will be suppressed. We will use 3 for the vertical wave number. {8 and %, are related
through

, k2= B2+ k,2 )
The source field is given by pleiﬂlz-zo!

and is the portion of the field that would be
present even in the absence of impedance contrasts. We specify the boundary con.diu'ons at
z = h by giving the plane wave reflection coefficient there, 'z (k,), and at z = 0 by 'z (k,).
These two interfaces together give rise to an up-going wave, P .¢'P*, and a down-going wave
P _e~'B* that would not be present without the impedance contrasts in the regions z =h :«-md
'z<0. The total up-going and down-going fields for zy<z =<h is given by:

P.elfr + Plem('-"’) UP

P _e~tfe DOWN (6)

The plane wave reflection coefficient at z =h provides the boundary condition:

P-e-lﬂh

rr = -
PP 1 p BB

Q)
In the region 0=z <z, we have
P_e~i 4 p P00 powN

P,el®r UP 3

A derivation for the field inside such a waveguide can also be found in {1 |
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Figure VII.2c.1 The geometry and waves for extending the results of this thesis to wavegnides
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and
. = P+eiao _ P, ©)
P_e-lﬂo + Ple'B'O P_+ Plelazo
P, is the known point source strength ; = = -é— I's and [z are given as well.
k“—~k,

The two boundary conditions are sufficient to determine P , and P _ from these quantities. We

write:

FTP +€‘ﬂh + I‘TP’el'Blle—iB'O =P_e ~iph

10
TpP_ +TpPe'Po=p, (10)
Solving for P , and P _ we have
[e ~iBh-z0) _ 1810 ] P,
P, = 1 — =C.P aan
e TiBh _ [y ik
B
and
[Fa B+ _ iBGh —zo)J P,
P_= =C_pP (12)
Le ~ifh _ [, e itk
T
The total field in the waveguide ( 0<z <h ) is given by
F i iVi2-k2e-zg) iVil-i % -Vl
r,z) = ’ +C T+ C. *° \J ok, 7 Yk, dkr (13
pe = [ | - Y b 0o
with
e—iﬂ(hﬂ'o) _ I.TeiB(h -~20)
C,= 1 - (14)
Ta-e-‘“ = Tre'®
and
I‘,ew' *2o) _ ,iP(h-120)
C_= (15)

A - _ TpetiPh
T

The zeros of e /P — [3Tre/P? = 0 contribute poles to the depth-dependent Green's

function and give rise to the modes of the waveguide. Each of these poles in Equation (13)
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makes a contribution to the field of the form

= i iVi2-g2iz |

I(r,z,p;) = e e
{ Vit p?—p?
and the development we used for calculating fields in the presence of poles applies.

Jo(pr)edp (16)

It should be noted that the inverse problem, that of resolving modes in a waveguide, can be
cast into the classical signal processing form of finding poles in the Fourier transform by first
generating the Abel transform of the pressure field! The effect of branch lines on this approach
needs to be studied, however.

It is also possible to construct nulling operators to estimate the pole positions (as is done in
Maximum Entropy spectral estimation techniques) by using Equation (2), which does include

some branch line effects.
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APPENDIX 1:

DETERMINING LIMITS FOR THE ALIASING RESULT OF SECTION (I1.7)

In this appendix we determine the limits as N -» for the expressions:

sin N mx x
ax cos — 1
2
and
cosNmx . mx
gin X "4 @
2

To evaluate the limit in Equation (1) we use the known limit:

1
sin2nx (N —-=) .
lim ————2" = [im 8827V e = S8(x—k) 3)
k

N-x sinmx N-x Sin mx

The limit in Equation (3) is zero except at the zeros of sinmx, which occur at x = k for
k=0, =1, £2, - - -, At these points cosmx = cosmk = (—1)*. The effect of deleting the cosmx

term is to generate alternating signs:

., sin2mNx _ _ _
fo 22 - Borat) ®

A change of variables shows that

lim SR - S -1y (k) ©®)
sinw— k
2
We determine the limit of Equation (1) by multiplying by cos% to find:
lim BTN X o TS (—1)ta(E—k) ©)
N-x . X 4 4 < 2
smwi

We can simplify Equation (6) by using the fact that f (x )5(x —xg) = f (x¢)3(x —x¢) and that

1 k=048, - -
o | 0 k=159, -
8 - =1 -1&=2,6,10, - ™
0 k=3,7,11, -

to find:
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|
‘ . sinmNx _ mx _ Py {
k’ﬂ — . cos —?( 1) 8(5 2k) 8)
X
2
: . This is the result needed in the text.
To evaluate the limit of Equation (2):
cos Nmx sin 7% ®
sin = 4
2
we first consider the behavior of CosN mx near x = 0. The behavior at the other zeros of :ml;'-;1
sinT>
2
will be similar. We assume that x is sufficiently small so that sm%j—'- can be replaced the first
term of its Taylor series, 1215 We consider:

. cosNmx
im ————
Nx TX

) _ 2
Instead of evaluating the limit directly, we look at the Fourier transform of the limit. We

(10)

evaluate this by taking the limit of the Fourier transforms of each term and write:!

FT liim cosV mx = lim FT cosN 7x (1)
N-x  mx N-s mx
2 2
cosN x

The Fourier transform of can be found by convolving the Fourier transform of

2

cosN nx with the Fourier transform of %

Fr)|eeNex | _ FT{msNﬂx}‘FT{L} (12)
_12 nx
2

- |

1)These steps can be rigorously justified by using generalized functions. {1 ] They presume that two func-
tions are said to be equal if the result of convolving their difference with any band-limited function is al-
ways zero. Alternstely, two functions sre said to be equal if the Fourier transform of their difference is
2er0 for any finite band.
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cosNmx | _ _N Nils [_ ; ] 1
FT———lx_ 3(f 2)+8(f+2) 2i sgn(f) (13)
This function is plotted in Figure Al.1. It is given by
{
N
&K —
4@ f 2
cosN mx N N
FT p— 0 ) f ) (14)
2 —4i %(f

As N -x this Fourier transform becomes equal to zero over any finite interval. Consequently, as

a generalized function

. CcOsN mx
Losvwx 1
fim SR -0, (15)
2
where 0, means 0 as a generalized function. Basically this means that as N - Eﬁ‘i oscillates
Fl

rapidly around zero in such an manner that when it is convolved with any bandlimited function,
the result is zero. Since we will only use this functions inside integrals (strictly speaking impulses

are only defined inside integrals) we will simply call it zero.

Given that this limit is zero, the limit of cosN_wx’ which is simply a periodically repeated
sin -
2
version of cosV mx pear the zeros of sin(lrzi) (with sign changes), must also be zero. Since
2
nn"—;- is finite everywhere, we have the result needed in the text by multiplying:
im NI, TE _ g (16)
N n X 2

2




o . . ; P w— AL R T TR R

- 221 -

N/2

| | “N/2 0

ek R

Figure Al.1 Fourier transform of 5’%15-

2




- PR R . . - B L e TR A v S A

- 222 -

References

1.  M.J. Lighthill, Inrroduction to Fourier Analysis and Generalized Functions, Cambridge

University Press, New York (1978).




-223 -

APPENDIX Ii:
THE VALUE OF THE KERNEL
FOR THE NUMERICAL PORTION OF THE HYBRID ALGORITHM
|

AT THE WATER WAVE NUMBER

In this appendix we derive the value of L (kg) discussed in Section (IV.3a). L(k,) is
defined by Equation (IV.3a.15) as:

L(t) = e -reo] v

¢))
V2 -k?
and we seek to evaluate the limit
im L (% 2
3330 (%;) @

under the condition that the impedance of the bottom, Z (k, ), is finite at k, = k¢

At k, = kg Equation (1) takes the indeterminate form 2 We cvaluate the limit (2) by

using L’ Hospital’s rule:

i{l‘(kr) - l‘(ko)}e‘ Vig-al] -a—:—i{['(k,) - r(k.,)}g" Vig-ili

lim = lim 3 :
kg Vg -k} k4o A k3 —k? ®
ok, r e
After separating out the terms that approach zero as k, ~ko this expression becomes: ’:
SVITR, i
lim L (k) = lim ——o (ke ¥ @
k&g &,k k,

We now express I'(k,) in terms of the characteristic impedance of the upper balf space, Zy,

and the impedance at the interface which we will denote at Z;. Both Z¢ and Z, are functions of
k, in general. In terms of these I'(k, ) is given by:

Z,—-2
T',) = _ZL_“

+Z, ®)
Taking derivatives we find:

o 2,20 -leo
Tk, =2|——5"
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» We now use the characteristic impedance of the upper half space:

pow
Zy= m
*" Vg -k}

where py is the density of the half space, w is the temporal frequency, and ko = E"’— where C, is
]

the speed of sound in the upper half space. Substituting Equation (7) into Equation (6) and

evaluating Z, we have:

P X, pg om0 — koow
fh) = 2| Y ag 2 Vi 8)
r Z2427, P phw? ZP (kG -2 +2 Zippw Vi -1} + pfu?
1 l.‘[kg_kz k&—t’
Substituting (8) into (4) we find
k, pow 2
VAR o
lim L (k) = lim 5 )
‘ kg k kg Z2(kE -k D) +2Z,ppw V¢ -k +pfu?
: [ 4 or
By
| -20Z,(k
J : L (ko) = _j'i(L) (10)

- provided that lim ViEZ=k2Z,(k) =0
r %0

f ' If the interface is between two isovelocity half spaces, the expression (10) for L (ko) can be

| . . . . . hw .
| written directly in terms of the material parameters. For this case Z,;(k,) = . Zy(kg) is
y p k) = 77y Zilko)

finite because k, #ko ( if k; = kg there would be no interface). L (ko) is given by

~2ipy

e @

L (ko) =

R
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APPENDIX III:

EVALUATION OF THE POLE CONTRIBUTION TO THE FIELD FOR SECTION (IV.3B)

Here we evaluate the pole contribution to Equation (1):

1) = [ [ o yed ®

We evaluate Equation (1) by determining a partial differential equation that it satisfies and solv-

ing that equation.

Taking the second partial derivative of Equation (1) with respect to z we have

92 o) — (RPN, iV NIA),
a;z"(" Zipi) = {;’%p.-zvk;——pf Vit 'Jo(Pr)Ddﬂ*'ZB(l){?_—p?Lme V-2 Uoloriedo (2)
If we use
3(z) £(z) = 8(z) £ (0) forany f(2) ©)

then Equation (2) becomes

71(',2,91)—f’i77-’ ri-g "'Jo(pr)pdp-28(2)f pom Jo(pr)pdp @

Putting it all together we have:

[— - (pf - k’)ll(r,z:pz) = {Vk;—_p iVl |y (orYpd p — 28(z) f o .Io(pr)pd(ﬁ)

If we define B2 = p,z - k2, choosing real part of § > 0, and use

> ; ek Vri+s?

! tVi2-p?iz|
.{ m Jo(pr)edp = m )
together with
{ pziplz-’o(P')PdP = Ko(~sgnlim(p,)] ip;r) = ""n&" (pir) whenIm(p) >0 ()
then (A2.5) becomes
lk Vielesd
—-B ]I(r,z o) = S5—— + ind()HE (pir) ®)
ré+z

whea Im (p,) > 0.
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The Green's function for this differential equation is given by

G(r.z,f) = —Fe“lr £lg ©)
Using this for the impulsive response and convolving with the continuous driving function to

obtain the particular solution we obtain:

1(r.z;0,) = -Z—lf "’"”"dé - Blf&"(p.r)e ~Blzl (10)
When Im (p;) > 0.

The general form of this expression which is valid for all p; is given by:

1) = Fh [ e s tlag + Lry(-galimGolipr)e ) (11)
et B L Vg pro i)1i Py
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