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ABSTRACT

The plane wave reflection coefficient is an important geometry independent means of spec-
fying the acoustic response of a horizontally stratified ocean bottom. It is an integral step in the
inversion of acoustic field measurements to obtain parameters of the bottom and it is used to
characterize an environment for purposes of acoustic imaging. This thesis studies both the gen-
eration of synthetic pressure fields through the plane wave reflection coefficient and the inversion
of measured pressure fields to estimate the plane wave reflection coefficient. These are related
through the Sommerfeld integral which is in the form of a Hankel transform. The Hankel
transform is extensively studied in this thesis and both theoretical propertes and numerical
implementations are considered. These results have broad applications. When we apply them to
the generation of synthetic data, we obtain hybrid numerical-analytical algorithms which pro-
vide extremely accurate synthetic fields without saaifising computational speed. These algorithms
can accurately incorporate the effects of trapped modes guided by slow speed layers in the bot-
tom. We also apply these tools to study the inversion of measured pressure field data for the
plane wave reflection coefficient. We address practical issues associated with the inversion pro-
cedure including removal of the source field, sampling, field measurements over a finite range,
and uncontrolled variations in source-height. A phase unwrapping and asmoated interpolation
scheme is developed to handle improperly spaced data.

A preliminary inversion of real pressure field data is performed. In parallel, an inversion
of a synthetically generated field for sinmila bottom parameters is also performed and the results
of procesing the real and synthetic data are compared. The estimate for the depth dependent
Green's function obtained from the real data shares many features with the depth dependent
Green's function estimated from the synthetic data, suggesting that the total inversion to obtain
the plane wave reflection coefficient wil soon be possible. Errors in the present estimate of the

4plane wave reflection coefficient are assocated with uncontrolled source-height variations during
the acquisition of data.
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CHAPTER 1:

INTRODUCTION

1.1) Overview

The plane wave reflection coefficient is an important geometry independent means of speci-

fying the acoustic response of a horizontally stratified ocean bottom. It is used both to calculate

fields in propagations models and as an input to a variety of inverse techniques which seek to

determine bottom parameters [1, 2, 3 1. In this thesis we will study both the generation of syn-

thetic pressure fields through the plane wave reflection coefficient and the inversion of measured

pressure fields to estimate thc plane wave reflection coefficient. We will consider only the fields

associated with a CW point source in the deep ocean over a horizontally stratified bottom and

will not allow the bottom to support shear waves. The results of this thesis, however, are appli-

cable to a wide dlass of wave problems and can be generalized to permit the source to be within

any isovelocity layer and the introduction of shear. Further, it is our hope that the tools

developed in the course of this work will find applications in many areas.

The foundation for our studies of the forward and inverse problems is the iH-kul

transform, [4,5,6 1 which arises in these contexts because the Sommerfeld integral which relates

the plane wave reflection coefficient to the reflected field is in that form. We will derive general

properties of the Hankel transform to guide the work in these areas. We will also study and

develop numerical implementations to permit computer processing. A fast, accurate numerical

Hankel transform algorithm is developed and illustrated.

The Hankel transform results allow us to isolate significant sources of degradation in

numerically generated synthetic fields. To remove these sources we develop a hybrid analytical-

numerical procedure which is significantly more accurate without sacrificing computational

speed. This hybrid algorithm performs some of the calculations analytically while keeping the

numerical computation in the form of a Hankel transform.

Through another hybrid technique we incorporate the effects of trapped modes that may be



guided by low speed layers in the bottom. The results are accurate both in the near and far

fields, in contrast with modal methods. The method developed for handling thewe modes can

also be used to control other complications assocated with poles in the plane wave reflection

coefficient such as those that would be introduced by allowing for shear wave propagation.

In Chapter V we begin to study the inversion of pressure field data to obtain an estimate

for the plane wave reflection coefficient. We draw upon our previous results to consider a

rec rently proposed method for performing this inversion by Frisk, Oppenheim and Martinez 17 1.

FRisk, Oppeaheim and Martinez have proposed that the Sommerfeld integral be inverted

directly, w'ithout recourse to the specular approximation used by previous methods. 17 1 With

such a direct inversion, estimates would no longer be confined to real angles of incidence and

regions where the specular approximation is valid. [8,9 1 Sauci a direct inversion has been made

possible recently by coherent measurements of the reflected pressure field remulting from a point

source over a horizontally stratified bottom. [10 1 In this chapter we study several practical issue

associated with this proposed direct inversion. We consider directly the issues of source field sub-

traction, sampling, windowing of the pressure field, and uncontrolled variations in source heigt.

7%e issue of source-field subtraction arises because the plane wave reflection coefficient is

directly related to the reflected field and not the total field, which is measured. Under the issue

of sampling we study both the sampling rate required to obtain a valid inversion and the effects

of improperly spaced data. To handle improperly spaced data, an interpolation procedure is

developed which is based on a new phase unwrapping procedure. In the discussion of window-

ing we determine the range to which field measurements must be taken in order to obtain a valid

inversion. In the section on source-height variation we characterize the degradation that results

from variation in the source-heighit and study canonical variations.

Having considered many of the issues affecting the direct inversion of pressure field data to

obtain the plane wave reflection coefficient we now actually perform a preliminary inversion of

real data. In parallel we invert synthetic data that we have generated using bottom parameters
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comparable to those we believe associated with the real data. We draw upon the previous

developments to interpret the results.

In the remaining portion of this chapter we briefly develop the acoustic framework upon

which this thesis rests. We also describe the experimental paradigm by which the real data was

gathered.

1.2) Plane Waves and a Horizontally Stratified Environment

A horizontally stratified environment is one for which the material parameters vary only

vertically. Such a simple environment makes possible an in depth study without the complications

that a more varied environment would introduce. The insights gained from studying this simple

environment can provide an understanding of more complicated envonments. Also, for many

conditions, such as are found in the region of an abyssal plane in the deep ocean, the model is

itself sufficient.

Figure 1.2.1 shows an isovelocity water layer over a horizontally stratified bottom. Within

the water a single plane wave has the form :1

e I(kx +k y +k")e -ia (1)

For this wave to bc a solution to the wave equation within the water (which has sound speed c):

[V2 1 4(x,t) = 0 (2)

the wave numbers (k5, ky, and k,) must satisfy:

2
2k 2 = 0 (3)

Y C
We define the vector f' ink 5 +k £,+ki Iand the scalar, k k-. will pointin the direc-

tion that the plane wave propagates. In terms of this vector, the requirement (3) can be written

'I * _ _ _ _ Ilk 11 k ?n 2 + k2 (4 )

1) Throulbout this theis we will suplres the e time depe Jede becaum it mpamts out from al-S o G eld q t s .

• --. . . . . . --.. ..- ,
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If (4) is satisfied then (1) is formally a solution to the wave equation even if k is complex. When

one or more of the components of k are imaginary the plane wave is called evanescent and will 4
vary exponentially in the direction of the imaginary component(s).

Considerations of symmetry guarantee that when a plane wave strikes a horizontally strati-

fied bottom the resulting wave will also be planar. For the purposes of field calculations, plane

waves are eigenfunctions of horizontally stratified systems. An incident plane wave given by:

Pie I(k.X +tky +kt:) 5

will generate the reflected wave

iz• (k,x +k'Y -k.1)()

The change in sign indicates that the reflected wave is returning in the z direction. The ampli-

tude change defines the plane wave reflection coefficient, which may be a function of k. Since

for fixed a, only two of the three components of k can be specified independently we write the

plane wave reflection coefficient explicitly as a function of only two:

rc(k.,k,) - PR(7)

Our plane wave reflection coefficient is defined for a single frequency only. This implies

that the incident signal has been present for all time. The returning wave, P1 ei(t X+&Y-k,), is

influenced by the bottom at all depths. This is in contrast to the occasional usage of the term for

which only the surface contribution to a pulsed input is considered.

1.3) The Weyl Integral

Because the wave propagation we consider is linear we can determine the response to a

more complicated incident field by considering that field as a superposition of plane waves. [9 ]

To calculate the reflected responses to a point source shown in Figure 1.3.1 we first express

the field of the point source at z = z0 as a superposition of plane waves. We write: 1

1) we wil u-s kat dowt tb wove number in thM warn.
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Equation (1) is a two dimensional Fourier transform and can be inverted to determine

' A (k, ,k,):

V2+
A (kk f f e  e:+  iik. ,Ay)dd (2)

I-k --k2j,(
Each plant wave in the superposition (1) propagates in the z direcon as e - -

' or

'j -i-k. -k,2 ) depending on its direction. Because the incidet waves are those which carry

energy from the source t the bottom we know that all the waves have Re (k,) > 0. 1 This allows

us to write the field at z > zo as

Z> zo Pl(x,yz) = '. . i e . Vh1Q)I (kez + ky)dk (3)

When these waves strike the bottom at z =0 each is turned around (+k, - -k) and is

scaled by the plane wave reflection coefficient. The reflected field at z =0 is given by:

P f e,(xy,0) = -. .dk(k , (4)

The reflected field at any height z >0 is determined by propagating this reflected field up

just as we propagated the incident field down.

x+ 0o Pt(xy,z) 2 eU~~,~ eI k' +e 1 (k +kd., )
2zo r~ Vk a -k2-k 2

Equation (5) is often caled the Weyl integral. [13

1.4) The Sommerfeld Imegral

1) I OMPWX 2 11 1 asscited with a wove is give by

) U 1. [12 1 Je power of the wave flws in the directou of do

real part of the "dug ecbr. A wave witi poidve row pert of Vkj -k,-i 7 aies ergy in the po-
d "v K dlreoa.

,

__ [.-" 2' " -
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The field ausocated with a point source over a horizontally stratified bottom is symmetric

about the z axis of Figure 1.3.1. We can exploit this symmetry to reduce the two dimensional

Weyl integral (1.3.5) to a one dimensional integral.

The symmetry of the problem guarantees that all the field variables in space show a cylindr-

ical symmetry. Because the two dimensional Fourier transform of a circularly symmetric function

will also be drcularly symmetric, the Fourier domain will also display a cylindrical symmetry.

We define

P2 mX2+y
2

- ,+#(1)

With thew definitions we write (1.3.5) in cylindrical coordinates as:

u2s

Pjr(rz) = -- f ; -7  2,EhhiVkmET )e' • g ArCrkdkad (2)
""0 0 r 5

with r(\/+-) - rc(k.,ky). Performing the 0 integration and uing [14

2ir

J -- fe aedO (3)2w 0

I Equation (2) becomes

P, (r ,z) w 2(k)e' 'V&*J"---O+z)"0(k, )k, dk, (4)

This is the Sommerfeld integral. [13

71w Sommerfeld integral has the form

P1(r,S) = fG(k,,zzo)Jo(rk,)kdk, (5)
0

where

0 (k,-z-) i " "r(k,)eIVh" hA-+ (6)

We will refer to G (k,,z zo) as the depth dependent Oreen's function or the Gro's function.

The integral transform (5) is the Hankel transform. [4,5,6

. _ °- -... . ... _- -. . . .. .

, I *_
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Equation (4) represents the reflected field as a superpoition of cylindrical waves of the

form Jo(kr)e each of which can be considered to be a superpoition of plane

waves all striking the surface with the same horizontal wave number, k,. Bemuse r(k,) is

related so directly to the plane wave reflection coefficient, r(V'+k) = rc (k. .k,). we win

refer to it as the plane wave reflection coefficient.

1.5) Obtainin, the Reflection Coefficient

Presently most tediniques for determining the plane wave reflection coefficient as a func-

tion of horizntal wave number, I(k,), from the reflected pressure field, PR (r), do not concen-

trate on inverting Equation (1.4.4). Instead they consider the stationary phase approximation to

that Equation given by:' [91

RP, (r) R (1)

V where k0 is defined to be the water wave number, -21, and R 2  r2 + (ZO-Z)i '"C

Equation (1.4.4) is inverted to provide

R e iOR Pi (r)(2)

u Equation (2) is used to estimate r(-) then lr(-) can be estimated from the mag-

nitude of P, (r) alone through:

Ir(") i R I jp(r) 1 (4)

This fact together with the simplicity of Equation (2) account for its widespread use.

1) Mae frqemdy de plane wa" refectin coeficint as a hancwdon of angle is related troog &a m.
Jar epcathuadon to reflected prassure &Wel. We paint it as a functioa of horizontel wave number to be
anmelmase Wits the rest of Soe WXmt Ifwe denoteare(e) s di. ping Wave reiecodoa cooeldet so a fine.
iem o angl, be two formeuaon, are reatd troug re(s) = r(kosin(e)). ko-L is th hotisal

R
wave number crrespondlng to the specalar angle.

-- -
+
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Unfortunately the stationary phase approximation upon which (4) is based is appropriate only

for distances, R, large compared to a wavelength and only for specular angles less than criti-

ad.[8,91 It completely ignores near field effects associated with r(k,) for k, > ko. For applica-

tions that consider near field effects or the character of the pressure field close to or greater than

the critical angle, a more exact inversion of Equation (1.4.4) is required.

For such applications Frisk, Oppenheim, and Martinez 171 have proposed that both the

magnitude and phase of the reflected pressure field be measured and that the Sommerfeld

integral of Equation (1.4.4) be inverted directly, without recourse to the stationary phase

approximation, The Sommerfeld integral is in the form of a Hankel transform. Since the

Hankel transform is its own inverse [5], Equation (1.4.4) can be inverted and solved for the

plane wave reflection coeifficent in terms of Pt (r), the reflected response to a point source.

This gives:

(k1) = zi j •- A+go h+ Ifpjt(rT)JO(kr)rdr (5)

1.6) Experimental Model

In this theais we will perform a preJiminary inversion of measured pressure field data

acording to Equation (1.5.5), as suggested by Frisk, Oppenheim, and Martinez. [7) The data

we analyze was taken by G. Frisk, J. Doutt, and E. Hays in 1981. In this section we preent the

details of the experimental configuration they used. A similar experimental configuration has

been described in the literature. [101

Figure 1.6.1 shows the experimental configuration used by Frisk, Doutt, and Hays. As

shown, two receivers were moored 1.17 and 54.55 meters from the bottom of the ocean on an

abymal plain under 1900 meters of ocean. The source was attached by cable to a ship on the sur-

i'. face, and drifted slowly away at a height off the bottom of approximately 135 meta. Every 12

seconds the source emitted a 4 second 220 Hertz tone which the receivers recorded after quadra-

t00

I I _ I I
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Figure 161Experimental configuration used by Frisk, Doutt and Hays to obtain real data
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ture demodulation and low pass filtering. In this way the complex amplitude of the field as a

function of range was recorded. The source strength was 177 dB re 1 p.Pa at 1 meter.

Recording by the receivers was initiated every 12 seconds upon recognition of an 11 kHz

trigger pulse sent from a pinger mounted on the source, and continued for 6 seconds. During this

time the output of the receivers was quadrature demodulated, low pass filtered to 2 Hz, digitized

by a 12 bit A/D converter at a 5 Hz rate and recorded on cassette tape. A schematic of the prel-

iminary data processng in the receiver system is shown in Figure 1.6.2.

The ship drifted at a speed of about 1/2 kn allowing one sample of the field every half

wavelength. The docks in the source and receiver were synchronized and had a stability of about

one part in 109 per day. The 11 kHz emission times at the source and the arrival time at the

receivers were used to determine the slant range between the source and the receivers. As part of

the processng it was necessary to estimate the source height and convert from slant ranged to

horizontal range.

Frisk, Doutt and Hays determined that the signal was in a steady state condition by the 4th

data sample.

1.7) Summary

In this thess we consider the generation of synthetic pressure fields through the evaluation

of the Sommerfeld integral. This integral is in the form of the Hankel transform of the depth-

dependent Green's function. We also consider the inversion of a measured pressure field to esti-

mate the depth-dependent Green's function and from that the plane wave reflection coefficient.

The foundation of both these procedures is the Hankel transform. In the next chapter we will

both catalogue and develop the properties of the Hankel transform that will provide the found&-

don for the work of this thesis.

iV
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Figure 1.6.2 Schematic of preliminary processing by data acquisition system
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CHAPTER II:

THE HANKEL TRANSFORM

1. 1) Overview

The relation of the Hankel transform to the two dimensional Fourier transform of a circu-

larly symmetric function makes it as important a tool for problems cast in cylindrical coordinate

systems as the Fourier transform for proplems in cartesian systems. Applications can be found in

such diverse fields as astronomy, electrodynamics, electrostatics, oceanography, physics, and

seismology. Because it relates the pressure field associated with a point source in a horizontally

stratified medium to the plane wave reflection coefficient, it forms the foundation of this thesis.

In this chapter we explore the properties of the Hankel transform.

We begin by presenting the most common definitions of the Hankel transform in Section

I.2. We show how the Hankel transform arises from the two dimensional Fourier transform of a

circularly symmetric function in Section 11.3. To relate the Hankel transform to the more fami-

liar one dimensional Fourier transform, in Section 11.4 we present its asymptotic form. In Section

11.5 we complete our presentation of available properties with a summary of important results

available in the literature.

The remainder of this chapter is devoted to results previously unavailable. We derive these

results to provide the foundation for our work later in this thesis. Section 11.6 examines window-

ing and the Hankel transform. We will later use the results derived in this section to determine

the range over which pressure field data must be known in order to successfully estimate the

plane wave reflection coefficient. We will also later use the approximate results presented in this

section to determine the effect of varying source-height during data acquisition on the estimate of

the plane wave reflection coefficient. Section 11.7 studies the effect of sampling on the Hankel

transform. Sampling issues arise both when data to be transformed is available only on a discrete

set of points and when the Hankel transform is computed numerically. The results from this se-

tion will be used extensively in Chapter WV.

F-- -/
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The addition of white Gaussian noise is often a reasonable model for the accumulated

effect of many sources of corruption acting on a measured signal. Section 11.8 discusses the

degradation introduced into the Hankel transform of a signal by the addition of white Gaussian

noise. It also shows that sampling such a function on a square root grid can improve the noise

behavior of the associated Hankel transform.

We begin now by presenting common definitions of the Hankel transform.

U.2) Definition of the Hankel Transform

In the literature a number of different integral transforms are referred to as the Hankel

transform. 1 Three of these are presented below:

1)HT 1 [f (r) - ff(r)Jo(pr)rdr - FI(p) Watson [19661
0

2)HT2ff(J - r)Jo(2 pr)rdr F 2(p) Bracewell [19651
0

3)3T3 (r) 1 ff(r)Jo(pr)VIprdr- F3(p) Bateman [1953]

Deinitions (1) and (2) are only superficially different since F 2(p) = 2F l(2wrp). Definition (3)

is sbstantially different with

=TI fr ) (4),

As we will see, under definition (3) the Hankel transform has properties very similar to the

Fourier transform. We will use definition (1), never-the-less, because of its relationship to the

two dimensional Fourier transform.

1) Somedmas tse r'aWnd s e almso referred to as the zero-order Henkel ranbora. We will not make
,*at didaemona is ts dudts.

St
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11.3) Th e Halke Tranorr as a Two Dimensional Fourier Transform

If we use the definition of Watson

krHrT (r)g (pr)rdr - F(p)
0

then the Hankel transform is simply related to the 2 dimensional Fourier transform of a circu-

larly symmetric function. 11,2 1 To show this we write the 2 dimenmonal Fourier transform in

cartesian coordinates:

Pc(k5 ,ky) - f ffc (x,y )e'("x+ 'y)dxdy (2)

Nffc(x ,y) is circaluly symmetric we can unambiguously define

f(r) - fc(xy) where r - \171 (3)

Writing (2) in polar coordinates we have:

-2u

F (p,W) -f f f (r)e'wP ('-*)rdrdO (4)

A dup of variables 08-4p shows that:

PP (p,A) = lLfff(r)e "-rnErdrd t (5)

so Fp(p,+) is not a function of. We suppress , drop the subscript, P, and perform thet

integration using

2v
I fe,.,dt - Jo(x) (6)

to se that any radial slice of the two dimension Fourier transform of the circularly symmetric

function fc (xy) is given by:

F(p) ff(r)Jo(pr)rdr (7)
0

which is the Hankel transform.

By considering the Hankel transform as the two dimensional Fourier transform of a circu-

larly symmetric function we can also relate the Hankel transform to the Abel transform. The
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Abel transform frequently arises in optics, seismology and other fields. In this formulation it will

appear as the projection of a two dimensional circularly symmetric function onto its axis.

We begin by noting that the slice of the two dimensional Fourier transform in polar form,

Fp (p,O), equals the slice of the two dimensional Fourier transform in cartesian form, Fc (p,O),

msie both functions represent the same slice of the two dimensional Fourier transform. When

fc(x,y) is circularly symmetric then its transform in polar form, Fp(p,4), is crcularly sym-

metric and equal to F (p), its Hankel transform, as we have shown. For this case we can there-

for write:

F (p) = Fp (p,O) = FC (p,O) f 9 f fC(x,y )ew drdy (8)

If we perform the y integration first we have

F(p) = .- f c(xy)dy e"P"dx (9)

The integral in y generates the projection of fc (x ,y ) onto the x axis. We define this projection

I [ to be p (x). If we use the circular symmetry of fc (x ,y) we can rewrite this projection as:

p(x) = ffc(x,y )dy = fc(Vx2+ G)dy = 2fC('vz2T ,)dy (10)

Or in the cylindrical coordinate system

Sr rdr

p(x) J Nr2-X2 (11)

Equation (11) is the Abel transform of f(r). The Abel transform can therefor be considered as

the projection of a acularly symmetric fc (x ,y) onto the x axis. Since the Hankel transform

was shown to be the Fourier transform -f the projection we see that

V • F (p) - HT (r)1 = FT{4 {f(r)J J (12)

This relationship was presented by Bracewell. [3 1 Implementation of the Hankel transform

through Equation (12) is equivalent to the projection-slice method proposed by Oppenheim,

--.- . . . . . -
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Frisk, and Martinez. [4 ]

Equation (12) relates the Hankel transform and the one dimensional Fourier transform

through the Abel transform. When we consider only large values of p, the transform variable,

an approximate relationship between the Hankel transform and the one dimenmonal Fourier

transform can be developed that does not involve the Abel transform. This can be done through

the asymptotic form of the Hankel transform, which we present in the next section.

11.4) The Asymptotic Form

If the Hankel transform is not dominated for all values of p by the behavior of the kernel

near the origin (as would be the case for h(r)/r for example ) then the asymptotic behavior of

the transform can be studied by substituting in the asymptotic form for the Bessel function. If

we use the asymptotic form for the Bessel function presented by Lipschitz 15,6 1

;;c(X) = COS(X-TZ) + j n(X-¥) 1 2 - - U >(1)

where 10 1 and we keep only the leading terms in x, the Hankel transform becomes:

V"IF(p) f(r )cos( pr I-4M)v"'dr (2)

If we expand the coine term Equation (2) becomes:

\ TFTF(p) - [f(r)co(pr)V;dr + sn(p) f (r)sin(r)V-dr (3)

The integrals in Equation (3) are the Fourier cosine transform and the Fourier sine transform [8

]. In some cases this form allows us to extend results available for these Fourier transforms to

the Hankel transform. When the sgn (p) term can be ignored, for example, Equation (3) sug-

gests that asymptotically V '-F(p) behaves much like the Fourier transform of V'"7- V(r).

The sgn (p) term can not be ignored without further approximation when the values of the sie

1) A mMe ramt rhmoe ian the form of an uymp Oc mies with he me leading in= is [7

b€
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and cosine transforms for negative p effect the positive part of the spectrum. Such is the case

when these transforms are degraded by sampling or integration to a finite limit, for example. 19 1

Had we used the definition of Bateman for the Hankel transform, Equation (3) would have

appeared even more like a Fourier transform:

P) f(r)cos(pr)dr + sgn(p)ff(r)sin(pr)dr]  (4)

Bateman's definition (Equation 11.2.3) is more directly related to the Fourier transform than the

definition of Watson (Equation 11.2.2). Despite this, we use the definition of Watson because

we with to preserve the relationship between the Hankel transform and the 2-dimeamonal

Fourier transform presented in Section 11.3.

Lq

1.'

I p
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11.5) General Properties of the tankel Transform

A number of properties for the Hankel transform are readily available in the literature.

[10, 1,6, 71 We present some of the more important of these here for completeneu.

M

PROPERTY f (r) F(p) = ff (r)J o(pr)rdr
0

self-inverse F (p) f (r)

linearity a f l(r)+f 2 (r) a FI(p)+F 2 (P)

scaling f (ar) aF ()

derivative V2 f(r) -pF (p)

power ff (r)g*(r)rdr = fF(p)G(p)pdp
0 0

moment F(p) =.- (-1) M m2+ 1 p. with . - ,
M.-0 (n0 2 

bf~ rd

In the remainder of this chapter we develop properties of the Hankel transform not avail,

able in the literature but of considerable importance to the later developments in this thesis We

begin by determining the effect of on the Hankel transform of a function when it is multiplied by

a range limited window. p

n.6) Windowing and the Hankel Transform

a) An exact windowing expression

The definition of the Hankel transform has infinity as the upper limit of integration. In

practice it is often impossible to carry out the integration to infuity. This may be because the

function to be transformed is only known out to a finite range or because the integration must be

1We will sadder two fumions to be equal if the result of wuvovin ther differeam with a bnd-liwted
fueion is shays int. This is equality in the unse of gmneralized funcons.

'ii
II
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performed numerically and only a finite number of calculations can be made. Following the

convention used with the Fourier transform we win write the upper limit of integration as infin-

ity but will make the function to be transformed zero beyond some finite upper limit by multi-

plying by a window of finite extent. 19 1 In this section we will explore the degradation intro-

duced into the Hankel transform of a function by such windowing. The results of this section

will also find application to the approximate evaluation of integrals of the form

ff (r)J(pr)Jo(tr)rdr (1)
0

which arise in this thesis in connection with source-height effects.

An exact but cumbersome expression for the effect of windowing can be derived from a

result presented by Bracewell. 110 1 If we define:

P (p) fp (r)Jo(pr)rdr
0
5, (2)

W(p) ,w(r)Jo(pr)rdr
0

Then P. (p), the Hankel transform of the product of p(r) and w(r) is given by:

z2v
P,(p) - fp(r)w(r)Jo(pr)rdr = fP(k)W(V/pa+42-2 pO*)kOdg (3)

0 00
We can relate the Hankel transform of the windowed function, P, (p) to the Hankel transform

of the unwindowed function, P (p), by carrying out the theta integration in Equation (3) to

obtain:

P. ,(p) = fP (4)H (p,Od, with H(p,t) - 4fW(V +t2-2pk€os)d (4)

0 0

If H(p,k) had the form 11(p-4), then Equation (4) would be a convolution, reminiscent

of the windowing result for the Fourier transform. 19 ] By placing some restrictions of w (r) we

can derive an approximate expression for the effect of windowing that has the form of a convo-

a ~ lution.

I
U'
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b) Approximation as a convolution

A simpler approximate expression descibing the effect of windowing can be derived by

uing the asymptotic expression for the Hankel transform:

V-' (p) (r ,)cos (pr r + sgn(p)ff (r)sin(pr)V dr
V~~TF~p) I [~ffflr co(rVd + 01

-- [(p) + sgn(p)G (p)

G, (p) and GO(p) are a Fourier cosine transform and Fourier sine transform respectively. [8 )

The cosine transform and the sin transform each have the property that the transform of a pro-

duct is the convolution of the transforms. Using this, the effect of windowing in the asymptotic

formulation of Equation (1):

V']IpfF. (p) .[f(r )w (r )cos (pr. )Vr-dr + ign (p)ff (r )w (r )sin (pr )V'?-dr J(2)
can be written as: v(

Nrj-pj'll''l/F. (p) - G. (P).w,(P) + ,s,,(,,) [Go (,,).wF(P) (3)

where we have defined:

WF(p) fw(r)'Prdr (4)

In general Equation (3) can not be rewritten as the convolution of F (p) with a window

ur because of the sgn (p) term. However, if the Fourier transform of the window, W,(p), is

effectively confined to a narrow band around p - 0, then for p larger than this band (B.,):

p >Bw G,(p)'WF(p)+sgn(p) [Go(p)*WF(p)] - Ge(p)*W,(p)+ [.gn(p)G0 (p) I*WF(P )

Combining Equations (2), (3), and (5) we have:

'I F (p) ,-FPIw ,(P) (6)

4which is our asymptotic result.

If W,(p) is not negligible beyond some band, B,, then the effect of windowing on the
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Hankel transform can not be put in this simple form. For such cases the exact result of Equation

(1.6a.4) must be used.

c) Resolution and leakage

Given Equation (II.6b.6) we can address the practical issues associated with windowing.

As is frequently done for the Fourier transform, we divide the issues associated with windowing

into two general classes. The first we call resolution and refers to the local smearing affected by

the main lobe of the window. The second we call leakage and refers to the contribution of the

side lobes. [9, 11]

We begin by expanding Equation (1.6b.6) to write:

p >0 V'p-. (p) = fV4F()WF(p- 4)d with W,(p) - fw(r)e'Pdr (1)
0 --

When p is sufficiently large ( p greater than some po) then 5 can be considered constant over

the main lobe of WF/ (p-4). For these p, Equation (1) can be written approximately as

P >pi VoF(p) V 'pfF(k)W(p-4)d (2)P W 0
so that

U

F'.(p) :z: fp (40WF(p-4)d4 (3)
0

Under this condition the issues of resolution for the Hankel transform are the same as those for

the Fourier transform. If we desire to resolve events in the Hankel transform on the order of 8

then the lobe of our window must be less than 8. Discussions about a variety of windows are

available in the literature. [9,11 j For the Hanning class of windows, the main lobe width is

where B is the length of the window. Our requirement for resolution of events on the order 8

becomes:

'.4 3>1 )B > " (4)

Leakage is the phenomena we associate with the side lobes. For the purpose of this analysis

L . . -.. . . . .. . . . .. _ _
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we consider t6e o1c width to be sufficiently small that it can be approximated by an impulse sothat we ignore the smearing effects that we have assigned to resolution. We approximate WF(p)

as a weighted superposition of impulses:

The ai indicate the rate at which the side lobes approach zero. The convolution of Equation (2)becomes:

V'PF(P)
lai, pvr -; F (p -T,) (6)

When we are concerned about the leakage due to a singularity, we must consider the weighting
t N f which indicates the amount of leakage of an event at Ti of strength I would have atp. Here the Hankel transform differs from the Fourier transform because of the Vp-Ti termwhich slows the decay rate. Consequeuty f.or equivalent leakage, the lobes of the window must

fall by a factor of 7 faster than that required for equivalent performance in the Fourier

P5
transform. For this reason we have concentrated on the Hanning window rather than the Ham-
ming in many of our examples.

By weighting the side lobe heights by a factor of VO, optimal windows could be designed
for Hankel transforms in a manner analogous to the Fourier transform.

d) Examples

In this section we present two examples of windowing and the Hankel transform. To each
we apply a rectangular window:

w(r)= -1 <r<4000i,(l 
4000 < r 

).1 which has a length similar to the range over which data is available in the experiment described

in Section (1.6. The first functin we transform is ef

N for which the te Hankel

.5
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transform is given by e . Figure IL6d.1 presents the log-magnitude of

k V2 (2)2 0 < r < 4000. As can be seen in the figure, this function decays almost four
,r2 +(2)2

orders of magnitude over the window length. Figures II.6d.2a and II.6d.2b present the magni-

tude and phase of its computed transform. Essentially no degradation due to aliasing is apparent

in the computed transform. Figure 11.6.3 presents the magnitude of - --- *r Over the

window length this function has decayed roughly two orders of magnitude. Figures Il.6d.4a and

IL6d.4b present the magnitude and phase of its Hankel transform. The correct transform is

given by: . The magnitude of the correct transform should look like

e /rz(2)2 Ifor O:spk. Instead the magnitude of the transform shown in Figure U.6d.4a
-2- 2

shows considerably more degradation than that of Figure II.6d.2a. This is due to the fact that

this is the transform of a function which has proportionally more energy outside the window.

One is tempted to assume the ripples apparent in Figure II.6d.4a are due to leakage of the

1 singularity. This is not the source of degradation, however as may be seen by noting

that this same singularity is present in the first transform of Figure U.6d.2a for which no such

rippling is apparent. The rippling is due to the smearing of the transform in Figure 11.6d.3a over

its rapidly oscillating phase term e t 
V'k-

- 133) which is not apparent in the magnitude plot.

When the true phase varies rapidly over the width of the main lobe of the window the effect of

smoothing can actually be to introduce rippling into the computed magnitude.

Ii~I

iL •
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11.7) Samplng and Aliasing

It is often necessary to approximate the integral in the Hankel transform by a sum. This

approximation may be necessary because the function to be transformed is known only on a

discrete set of points or because the integral must be evaluated numerically. The resulting sum

will be a degraded version of the true Hankel transform. We will adopt the terminology of

Fourier transforms and refer to the replacement of the integral by a sum as sampling and the

resulting degradation as alia-ing. In this section we examine the form that aliasing takes for the

Hankel transform.

The discrete sum approximation that we will concentrate on is the Fourier-Bessel series.

We will derive an expresmon that relates the output of the Fourier-Bessel series to the true

Hankel transform. Because the Fourier-Bessel series uses samples on a set of points that is

approximately evenly spaced, the results we derive will be approximately correct for any evenly

spaced sampling scheme.

We begin with the formulation of the Fourier-Bessel series [7,6 1 which states:1

M1 F (t)J 0 (X3 t)Ed
' !

Where X. n = 1,2,3, are the ordered zeros of Jo(x).

If F (p) =0 for p > I then the integral in the expression above is just the Hankel

transform of F (p) evaluated at X,, f (k.) so that the Hankel transform, F (p), can be expressed

exactly as a sum:

O<p<l F(p) = 2 - JO(k. p) when F(p) = 0 for p >1 (2)

When F (p) is not truly bandlimited to p < I and/or the sum is not carried out to infinity, Equa-

tion (2) is only an approximation to the Hankel transform. The study of the effect of finite N on

1) We will call two functions equal if the Fourier Usajorm of their dlfereme hn no eaner at any finite
frequeny. For this reason we need not singe out the Talues of F (p) in Equation (1) at poins of dismn-
dnutty.

ij
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the approximation is the study of windowing, covered in the previous section. Here we consider

only the degradation that occurs because the infinite series is used in place of the integral.

Finally, we note that it is because the zeros of Jo(x), X., rapidly approach n r+- that the
4

sampling above is approximately evenly spaced.

To determine the effect of approximating the Hankel transform:

F(p) = f ()Jo(pr)rdr (3)
0

by the Fourier-Bessel series:

f a1(P) = )f(X-)J 0 (X-p) (4)

we express F (p) in terms of the correct transform, F (p), by inverting (3) to write! (r) in terms

of F (p). We substitute this into Equation (4) to yield:

N 2 jO < P < (p)= 7j2et. J (

Intechanging the order of integration and summation we have

/(p) = fF (k)T (p,k)4 4 (6)
0

Where, following the notation of Watson (page 582) [7 1 we define:

N Jo(?X. 0)jo(.P) 1
TN (p,4) 2 1 (7)

The study of aliasing for the Fourier-Bessel series is the study of Tf(p,t). We can obtain

an expression for T=(p,4) by using an asymptotic result presented by Schlaffi: 1"2 112 1

TN - I sin A5 (p-t) sin AN(2-p-g) whereA - (N+ -L)r (8)
27(p, p sin-_-'P4 si r(2-9-C)

1 2 2

1) Thi dLfer from Wason' prents-,ion of Schlafli's rulL
2) SclW@t does not restrict the region of vaidity of his result Watson, however, stams that Schief's result
promeed from a formula which is sriely valid only for O<p+t< 2 and p*(. We will latr plot T,(p,)
to sow that the muis of this analys appear valid inside the region O<p+t%2 and approximately vaid
onedlei, that relon.



As N - TN(p,t) approaches a weighted sequence of impulses. We determine that sequence

here.

We begin our analysis of Equation (8) by first considering the expression:

sin Atx sin [N wx + 4 J

nrx i rx

2 2

Which equals

si N rx X cos N 7rx "i
si NTx Cos - + sin i! (10)

sin IrX 4 sin 2x 4
2 2

In Appendix I we show that as N - - the first term in (10) approaches the limit:

1(l)kB(A -2k) (11)
k 2

In Appendix I we also show that the second term in Equation (10) approaches 0. The limit

of Equation (9) is therefore given by:

sin ANx
im = - (12)

A" sin k
2

Using Equation (12) the first term in Equation (8) can now be seen to approach the limit:

sin AjV (p - k) ~(3HiasM (- 2j.(_ l)k (pk_4k)  (13) :

M sin Ir.P ) k
2

The second term in Equation (8) can be put in the form of Equation (9) by defining

y 2-p-4:

sinAN(2-p-t) = SinANy (14)
sin w(2-p-k) sin

2 2
Combining Equations (13) and (14) we have:

sin AN(2 -p-t)' lirHM 21(-1)k&(2-p- -4k) (
a-.,, sin (2-p-,) k

2

t \

lap*
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We can determine T.(p,t) by combining (13) and (15): 1

Hr TN(p,) = -z,, I 1)k [8(V-4-4k) - 8(2-p-k-4k)] (16)

If our transform is not severely aliased so that F (p) is negligible for p > 2 then substituting

Equation (16) into Equation (6) shows that:

2<p<1 p  
[6(p-t) - 8(2-p-4)]dk (17)

which equals for O<p<l :2

p) = F (p) - (2- (18)
P

We observe that the aliasing result most directly relates Vr? (p) to 'p4F (p).

An example of aliasing is presented in Figure 11.7.1 where we see 4Vpp times the Hankel

transform of e -s2 generated with the Fourier-Bessel series. The figure displays the aliasing

terms generated by the impulses in Equation (16). In the region 0< p< 2 the figure matrhM

the result indicated in Equation (17) very well. In the region 0< p< 4 the figure does not

"I correspond exactly to what would be determined by substitution Equation (16) into Equation (6)

indicating the limited validity of Schlafli's result.

Figure fl.7.2 shows a plot of 2VrRTjn(p.) 0< p< 10 0< t< 10. This picture sup-

ports the accuracy of Equation (16) for T=(pt) for 0< p+kS 2 and suggests that Equation

(16) is at least approximately correct over the range of p and 4 shown in the figure.

We conclude this section with a final example of aliasing for the Hankel transform that will

play an important role in the generation of synthetic data. Figure 11.7.3 shows the function

f(r) --- m(ro) > 0 (19)
rf()

corresponding to two poles, one at r = r0 and the other at r = -r 0 . This function has the

known Hankel transform: 18 ]

1) Ove the rela of yalidity for Sch-I's retult.
2) We he indcuded the point p+g = 2, which is not strictly within the interval edfied by Weios.

NN
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F (p) HA-"ng (op) (20)

Asymptotically He4)(rop) -_/. - 4- eirp so that its magnitude should appear
V ir p

Consequently the magnitude of F (p) should appear smooth and decay as -I . in

Figure 11.7.4 we see the numerically computed transform using the samples f 2048 Rapid

oscillations are apparent which are not present in the magnitude of the correct transform. The

source of these oscillations is aliaing, which can be seen by using Equation (18) to approximate

the numerically computed transform:

V'2- i V40-6- o-ivf(p) = _ el 4 etr - P e 4e &°(OMO-P) (21)
Vfi rop N o v/fr(4096 - p ) 4

which equals

1 %/2)

(p) e- r- P Ae -,,W (22)

with A - eh(4096)1'*. Tis can be rewritten as:

I 2 4 (-Aer' 2Asin(rop)] (23)

,(P) 2-- v-;p v',,,'o Iza)" I ...,j(3

where the beating caused by the aliasing is apparent in the sin(r 0p) term. The aliased output

displays the form of the "- decay term times an extremely degraded estimate of V pF(p).
p

When the transform decays only at a rate of of - this example shows that severe degradation

due to aliasing can be expected.

11.8) The Effect of Additive White r;aussian Noise on the Hankel Transform

a) Statement of the Effect of Additive White Gaussian Noise on the Hankel Tranform

In practice it is seldom posable to know exactly the function whose transform we desire.

ij Frequently it is posible to model the uncertainty about the input function by amming that the

~tI

~ - - . - .
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errors associated with each sample are random and uncorrelated from point to point. Since the

combined effect of many random factors can often be modeled with a Gaussian distribution (by

invoking the central limit theorem [13 )) the assumption is often added that the distribution of

error around each point is Gaussian. This model of the uncertainty corresponds to additive white

(the uncorrelated assumption) Gaussian noise. We assume the mean of the noise process is zero

so that the expectation of the noisy input signal is the true input. If we further assume that the

variance of the noise process is not a function of the input sample number then this Gaussian

noise process is stationary.

In this section we explore the effect of such uncertainty on the Hankel transform of the

input function. Since the Hankel transform is a linear operator and the noise process has zero

mean, the effect of the noise will be to introduce a variance in the output of the Hankel

transform proportional to the noise power but the expected output will not be corrupted. 114 ] In

this section we first show that unlike the Fourier transform the variance of the Hankel transform

of stationary white Gaussian noise is not stationary, but instead concentrates power near the ori-

gin. This result is important because frequently the Hankel transform is used in place of the two

dimensional Fourier transform in problems with an underlying circular symmetry. Because of

this property, a slice of the the two dimensional Fourier transform of noisy measurements made

over a two dimensional grid of a circularly symmetric held will differ from the Hankel transform

of a slice of that field.

In Section (b) we will show that if f (VTr) is a stationary white Gaussian noise proem then

F (Vp-) will also be stationary white Gaussian noise. This result implies that if the input function

is sampled on a V7 grid and each sample is independently corrupted by (zero mean) Gausmian

noise that does not depend on the sample number, then samples of the Hankel transform on a

V~p grid will be independently corrupted by Gaussian noise and the amount of corruption will

not depend on the value of p. On these grids each sample represents the same area of the under-

lying two dimensional circularly symmetric function and the noise properties of the Hankel

tt
...II . . . - .,. : L -7 . - - - . =.1 1

i '1 '\1
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transform are equivalent to the noise properties of the underlying two dimensional Fourier

transform.

To show that the Hankel transform concentrates noise power near the origin we first write:

00(p) - [f (r)+n(r) ]Jo(pr)rdr (1)

Where we have introduced the limit of integration, B, to insure convergence. n (r) is stationary

white Gaussan noise with variance No. The variance of IFN is given by

'W [4(P)I
E[I. (p) - E F (p)) 12

M !f,(r)Jo(pr)rdr 1
2

- jfE" 1 ( ) (,) ]Jo(p)o(p,)-iai (2

aE

ONofo(t)'da

For p = 0 Equation (2) above shows that
£

VAR [,(0) Nf ad = - (3)

VAR [ts (p)] NofJ(cz).x2d.s-N (4)
p O.

o P o

In units of normalized frequency v - p/B

Aj~.cc N~
VAR [F& (p)J NOf4" 0 tzjd2 -~ vB5f 0wd (5)

which is plotted in Figure r1.sa.l. As can be seen this function decays rapidly with v so that the

Hankel transform concentrates noise power near the origin. We can explain why this noise pro-

perty of the Hankel transform differs from that for the Fourier transform by considering the.

underlying two dimensional crcularly symmetric Fourier transform represented by the Hankel

ransform.
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We recall from Section (11.3) that the Hankel transform of a function, f (r), corresponds to

a slice of the two dimensional Fourier transform of the function f(r,O) made by sweeping f(r)

around the origin in two dimensions (so that f(r,8) = f(r) for all 0). When we generate the

Hankel transform of the noisy input, f (r) + n (r), we obtain a slice of the two dimensional

Fourier transform of f (r)+n (r) swept around the origin. The result is very different from

sweeping f(r) around the origin and then adding SWON (stationary white Gaussian noise) in

two dimensions. In the first case the noise field is circularly symmetric, in the second case it is

not. It is the symmetry in the underlying noise field implied by the Hankel transform that causes

the concentration of noise power near the origin.

We will now show that this behavior of the Hankel transform with respect to noise can be

averted by changing to a VT coordinate system for the input and a v'P coordinate system for the

output. Samples evenly spaced in these square root coordinate systems have the property that the

distance between any two samples always represents the same area of the underlying two dimen-

sional (circularly symmetric) function. Each noisy sample of the function and its Hankel j
transform represents the same amount of area in the underlying two dimensional spaces. Conse-

quently the noise properties are equivalent to those associated with samples evenly space on a

cartesian grid (associated with the two dimensional Fourier transform).

b) Proof that if f (VrT) is stationary white Gaussian noise then F (V) wiU also be statonary whit-P

Gaussian noise, where F (p) is the Hankel transform of f (r)

The proof that if f(V-) is stationary white Gaussian noise (SWGN) then F(Vp) is also

SWON, consists of throe parts and a conclusion. First we will show that for the integral

transform defined as F2 (p) - ff(r)J(pr)Vpdr that f(r) is SWON if and only if F 2 (p) is
0

SWON. Second we will use this to show that VNrf(r) is SWGN if and only if V~pF (p) is SWGN.

Finanlly we show that if l-f (r) is SWGN then f (VTr) must be SWGN.

0 Proof that F2 (p) is stationary white Gaussian noise if and only If f(r) is stationary white Gaus-

.4!

b-4-
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sian noise, where F 2 (p) is the Hankel transform off (r) as defined by Bateman.
I

We begin by recalling that the Hankcl transform defined by Bateman 18 I and prctntcd in

Section (11.2) is given by F2(p) m ff(r)o(pr)VPprdr. Because this operator is linear, F2(p) is
0

Gaussian. For the same reason if the mean of f(r) = 0 then the mean of F2(p) is also 0. We

need only show, then, that

E [F2(pI)F2(p2)= Cb(pj-p 2) (1)

Now

E [F2(p)F 2(p2) ] =

Z . (r )Ja(pjr) )'./?drff (kUJo(pio'- pod

= f fVo(r )O(Pr)JO0 2 N)VW drd 9
00

= N~V fiopl~,~~jd 2

PI
- NO(pl-P2)

This proves that f(r) SWGN implies that F2(p) is SWGN. The converse is proven by noting

that the above integral transform is its own inverse so that the same argument applies, replacing

f(r) with F 2(P).

ii) Proof that NrpF (p) is stationary white Gaussian noise if aad only if N- rf (r) is starioO .v ' ,e

Gaussian noise, where F (p) is the Hanker transform off (r)

From (i) we know that if V-rf (r) is SWON then

f (V f (r))JO(pr)'pdr = ---pf f(r)J O(pr)rdr - 'F(p) (3)
0 0

S ,starting with 'r/f (r).

t ~' l--_ ~



-57-

Ill) Proof rhat VTr f (r) is stationary white Gaussian noise if and only if f(\' 7 ) is stationary white

Gaussian noise

First we show that if E [f(r,)f(r2) = 6(rl-r2) then E[f ([r:)f (l[r:j) - (r-)

i(rj)

This assumes that 1(r) and I-1(r) exist in the region of interest.

Proof:

f(rl) =

= f/ (1 R)8(r -)d k (4)

= if(,)(r -1 '(.s)) -)

Using Equation (4) we can write E I( [rij)f (1 [r2l) ] as:

E V( [r,)f (Y.])1 -

f fE k ~I~fs [r - I '(.l)]8Er2-l 
1'(cz2)]d at d a2

... 8[ -CO 8[r - 1(- (,)]

8} [,It1 1[: -()

Tf we define 1 -1 (ns) so that a = l(t) and da = i(t)dc then

= 8(r-r, ) (6)

We now show that f(VTr) SWGN iff E f(rl)f (r2)] = 8(ri-r2)

I We apply the result of the first part of this section to our special case by defining 1(r) - r 2

so that i(r)=2rdr With this definition we see that if some p(r) is SWGN then p(r2 ) will have a

• Ivariance proportional to - . This implies that if f (Vr ) is SWGN then f (r) has a vari-
r I

A ance proportional to 5(rl-r2) Finally we note that if E (r)f (r2) = 8(ri-r2) thenrt rlIf

-t-- - - - - ------
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E [Vr-rj(r)V'rzf(r2)] 8(r 1 -r) therefor if f(vT) is SWGN then %,;f(r) is SWGN. The

converse follows from the same steps in reverse.

iv) Conclusion

In (i) and (ii) we showed that if /r\'f(r) is SWON then \PF(p) will also be SWGN In

(iii) we showed that Vrf(r) is SWGN if and only if f(Vr ) is SWGN. The argument of (iii) and

(iv) also showed that V'pF (p) is SWGN if and only if F (N/p) is SWGN. Thus we have shown

that if f (N/r) is SWGN then F (N/pV) must also be SWGN.

11.9) Summary

In this chapter we have developed the properties of the Hankel transform in general. By

themselves these properties might be simply interesting but together with the ability to numeri-

cally perform the Hankel transform, they become tools for scientific research. In the next chapter

we will discuss methods for numerically performing the Hankel transform.
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Chapter III:

Computing the ilankel Transform

111.1) Overview

Because of the importance of the Hankel transform there presently exist many algorithms

for its evaluation. As yet, however, there is no generally accepted algorithm analogous to the

FFT for the Fourier transform. This chapter presents a survey of numerical Hankel transform

techniques. It does not include all the published algorithms but does represent the major classes.

We begin in section 111.2 by discussing perhaps the oldest and best understood algorithm, the

Fourier-Bessel series, that we used to derive our aliasing result of Chapter 11. Section 11.3

presents the backsmear method and an example of an efficient class of realizations. Section U11.4

discusses the asymptotic transform method as it has been proposed in the literature and presents

new results that can be used to improve this method or to asses the error in the standard realiza-

tion from the output transform alone. Section 111.5 discusses a common combined transform

I ~ method and presents a caution about its use. Section M1.6 presents a convolutional method fre-

quently used for electromagnetic problems which require the transform of smooth functions of

limited extent. Section 111.7 discusses the projection-slice method. In that section we develop a

fast algorithm for generating the projections (shown to be an Abel transform), which itself has

I

wide applications. [I1I When it is followed by an FFT the result is an efficient Hankel transform.

Both the Abel and Hankel transform algorithms are illustrated with examples.

111.2) The Fourier-Bessel Series

Probably the first proposed method for evaluating the Hankel transform is the Fourier-

Bessel series, which was discussed in the aliasing section. The Fourier-Bessel series is summar-

ized by the identity: [2,3]

1I

O<p<lI F (p) 2 Y f (1)(k_10

- - - _-__ _0--
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Where X. n =1,2,3, are the ordered zeros of Jo(x).

This relation can be used to obtain the Hankel transform of a band limited function, f(r),

defined by

F(p) - ff (r)Jo(pr)rdr (2)
0

where F(p) = 0 for p>l by noting that when F(p)=O p>I:
= 1

f(X. 1 ) = fF(p)Jo(pX,)pdp = fF(p)Jo(p1 )pdp (3)
0 0

Substituting into Equation (1) we have:

f, '(K.) . ,
O<p<l F(p) = 2 e'=1)JO(X, p) (4)

which is in the form of a sum as we desired. If F(p) is bandlimited to p<B, instead of p<l,

Equation (4) can be modified by a change of variables. The resulting general form states that

when F (p) = 0 for p>B then

O<p<B F (p) = 2y(k.) JO (5)

The properties of the Fourier-Bessel series have been extensively studied. [2,3 ] As a numerical

algorithm for implementing the Hankel transform it is usually appropriate only when a few 0
)i /

values of F(p) are required or when computation cost is less important than careful control over

the errors. This is because the Fourier-Bessel series requires than a new sum be computed for

every value of p. Further, it requires that the function to be transformed be available on the

k.
nonuniform grid,

Another algorithm that is appropriate when only a few values of F (p) are required, but

which accepts input values on an even grid, is the backsnear method. We present the backsmear

method in the next section.

ilk

0

S

-J
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111.3) The Backsmear Method

The backsmear method exploits the efficiency of the FFT to provide an efficient algorithm

when only a few output values of the transform are desired. This algorithm can be derived by A

replacing the Bessel function with its integral representation the Hankel transform can be written

as the two dimensional integral:

L1f(r)e iprcosrdr d
F(p) ff (r)Jo(pr)rdr = (r dO (1)

If we define G (x) m ff (r)re "' dr and note that cosO is even, the transform becomes:
0

V2

F(p) = -'fG(pcos)dO = 1-f [G(pcose)+G(-PCoSe)]dO (2)
Ir 0 IT°

G (x) can be evaluated efficiently on an even grid using an FFT. [4 ] The integration called

for in Equation (2), however, must be performed for every desired value of p. Further, since the

.) tintegration of Equation (2) is in 0, some interpolation scheme must be used to generate

G (pcosO) on the quadrature points required by the numerical integrator.

The backsmear method is appropriate when the transform is required at only a few values

of p. When this is the case and when G (x) is slowly varying so that the numerical integration

which must be carried out upon it can be done efficiently, then the backsear method is effi- p

cient. This is particularly true if the interpolation scheme used permits a quadrature formula to

be developed for the numerical integration.

One such development is presented below for the case of linear interpolation between the

points of L(x) - G(x) + G(-x).

We seek

2

F (p) = fL (pcos)d 0(3)

and have available only L ( ) from the output of the FFT. We approximate L (x) by linearlyT-T
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interpolating L so that

NT

2

0 (x) = yjs(x) (4)
2T J=0

where

f(--) + (x - L(T - (-) - <

1 NT NT ILNT NT I NT NT
L1 (x) 1 Lo otherwise (5)

We can integrate L(pcosO) as follows

2T 2j-1
fi(pcoso)de = f - L,(pcosO)d = , fLj (pcosO)d 0 (6)
0 0 J-1 J-1 0

The Lj terms can be integrated term by term:

fL,(Pcose)40 = (j")- __-L!- +PA T{(~.)L~)o dO (7)

whereOr

cOsXx =(oS-ix Ix :1
cs Ix It (8)

Evaluating this integral and substituting into Equation (6) we have

-:, - 14) = Co-(+)/+) L- 9
t-.[ -I k ILN ( T

+ j '- (j +1)2] 1~ -

When k is small or kC-) is desired for only a few values of k, this is an efficient pro-
NT

cedure. Whe k is large and P(-) is required for many values this isa slow method, how-

ever. In the next section we present a fast algorithm for the evaluation of the Hankel transform

at large values of the transform variable, p.

lie.
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111.4) The Asymptotic transform

In the seismic community the Hankel transform is commonly evaluated approximately by

replacing the Bessel function with its asymptotic form so that the resulting integral looks like a

Fourier transform. [5, 6 1 The result will usually asymptotically approach the Hankel transform,

though pathological functions can be found for which this is not the case ( fi(r) for example).
r

The main disadvantages of this method are that it is almost never suitable for small values of p

and that the error induced by the substitution is determined in part by the function being

transformed. The main advantage is that the resulting integral looks very much like a Fourier

transform and can be evaluated efficiently with an FFT.

An expression for the Bessel function, suitable for an asymptotic expanson is provided by

Lipschitz:1 (7 [

forx > 0 Jon(x-2)- V291os(x-) + 30(x) where 1<1 (1)

In the literature describing this technique 15 1 only the leading term is retained, providing:

F (p)= -7- ff(r)cos(pr-2-)Vrdr when p > 0 (2)

This is written as a Fourier transform by noting that

cos(pr- -) C-c(Pr) + si,(Pr)) (3) /
hence

F(p) [ f (r)V\rcos(pr)dr + (r)Vrrn(pr)dr when p > 0 (4)

This expression can be evaluated with an FFT.

We can write the error associated with the transform technique as

.()-f(r)r [JO(pr)- '2 cos(Pr-4-)J

- ()H(pr)dr
P 0

1) A more recent expanuion with the same leading behavior can be found in Waown. [2

IN 7

- -l - 0
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with H(pr) p-r Jc(pr) - -,,--cos(pr - H(x) is plotted in Figure 111.3.1. It looks

ve: much !ike a slowly decaying sinusoid. e(:)) decays with p both because H(pr) decays

(slowly) with p and because of the of the 11p ter.. Because of the sinusoidal behavior of H(pr)

the error term of Equation (5) can be 'arge at those frequencies where f (r) has a lot of energy.

By using the expression of Lipschitz we can develop an asymptotic Hankel transform with

an error term that decays much faster than the error term for the conventional asymptotic

method. This expression also makes it relatively easy to judge the validity of the conventional

asymptotic transform after it has been performed because it presents the leading error terms of

that transform as a function of the transform itself.

We substitute the expression of (1) for JO(pr) in the Hankel transform to see that:

129 1 rt ".-' + 6 4 JAXrS, jij (6)

[ IIf we use

Fc(p) = 2 (r) [cos(()r + sinr)]

-P= n - co si r)J (7)

then Equation (6) become.

- 1 f fll t(pr)Vr -- p)dr + f f(r)(pr)dr

(8)
128 #2  r 128 p3 r 5/2

, + Lf 8(Pr)drj

If we now define

Cos(P - ff1 ) 'Vcs(pr)ds~r)

( ) =1 (.9)(jr) s

00

9 ~F1 (pr) , ff ((r))Vr isin(pr)dr (9)

l o

12 o-12 2 V -r
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and note that

apf4$ osa(pr)dr = f (p) = F(p)

.i,7fLjr.c-(pr)dr -F,(p)

-2ijf (r) sin (pr )dr -F, (p)
ap or

then

We can combine terms above by definingI

(P) [F(p)+ F1(p) + j 4F ( + ,()) (13)

The indefinite integrals above can be converted to definite integrals by integrating from 0 to

infinity and adding on the values necessary to force the resulting equation to match Equation (8)

at p = 0:

fF(7)d =fF1 ( )d +c 1  with C4 (prdr (14)

ffF(p)d 1d = f (Od + Cdd + C2  with C2 "(5)

o to or
Perormfig the integratios ove the con eat and replafni the iterad integral we ae left with

the expression
0 r

F(Pf)=-:9.-r z) + , + - oF,(d + wit + C2d p,, (16)

{~ ±fj0 r23 L11P

The first term can be recognized as the usual asymptotic expression for the Hankel transform.

#1 _ _ _ _
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The second and third terms are corrections to this expression which can in principle be deter-

mined from it. The final term is the remaining error term but which is considerably smaller than

the term associated with the usual asymptotic expression.

If it were desired to calculate the second and third terms directly as a Fourier transform,

the same procedure could be used as will be described in Section (111.7) where it is applied to cal-

culating the Abel transform.

Equation (16) can also be interpreted as providing first and second order error estimates

for the classical asymptotic transform. These estimates allow the error associated with the classi-

cal method to be estimated (to first and second order) from a knowledge of only the resulting

transform. Such estimates permit one to interpret the result of an asymptotic transform with a

questionable appearance.

L1.5) A Combined Transform Method

The Fourier-Bessel series and the backsmear methods both permit the calculation of the

Hankel transform on any output grid. The computational cost of each of these methods increases

linearly with the number of points computed. The asymptotic method is fast and usually gen-

erates good estimates of the Hankel transform when p is large. A combined scheme is possible

which uses a slow method such as the Fourier-Bessel series or the backsmear to compute the

Hankel transform point by point for low values of p and which switches to the asymptotic

transform for large values of p. Such a method has been proposed in the literature. [8 1

The main issue with such a scheme is the point at which the algorithm should cease comput-

ing the transform point by point with the slow method and begin to accept the output of the

asymptotic transform. At present there is no reliable method for doing this. It has been sug-

gested in the literature that the transition be made at the first point for which the slow algorithm

produces a transform value which matches the value of the asymptotic transform within a speci-

fied tolerance. [8 ] This scheme for switching to the asymptotic transform would be entirely ade-
I

'ii
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quate if the error made by the asymptotic algorithm were monotonically decreasing in the

transform variable, p. This error is not always monotonically decreasing, however, as we will

illustrate by constructing a function for which it is not. The existence of such a function indicates

that the switching method proposed in the literature [8 ] will not always work. In fact, for the

function we construct, the error made by the asymptotic method will be zero at a point we

specify. The switching scheme proposed would begin to accept the asymptotic transform before

this point even though the error made by the asymptotic transform beyond this point might be

greater than the specified tolerance.

As in Section (111.4) we write the error associated with the asymptotic transform as:

e(p) = -ff(r)H(pr)dr (1)
Pa

where H(pr) = pr O(pr) - V- cospr--M) and was plotted in Figure 111.3.1. In

order to construct a function, f(r), such that e(p) is not monotonically decreasing we first

choose some small 8 and set

A

1 0< r<8
f(r)- (2)

fof (por)dr
PO 0 8< r<c

1 (por)dr
PO a

For thisf (r) the error made by the asymptotic transform is:

G(P) = fH(pr)f(r)dr
P 0

S (3)
5 ±fH (por)dr 2

HPr r-oH(por)dr

Po a
When p =p the error, e(po), equals zero. In general for p > p0 it will not. For this con-

structed function the error is not monotonically decreasing and the switching procedure described

-- _
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in the literature will not work.

Until an adequate switching method has been found or until the class of functions for which

the proposed switching algorithm will work has been well defined, there can be no guarantee

that the combined algorithm will work properly and this m~ethod should be used with caution.

111.6) A Convolutional Method

In this section we describe a method for computing the Hankel transform that puts the

Hankel transform in the form of a convolution by transforming to an exponential grid. When

this grid does not involve an extraordinary number of points to adequately represent the func-

tion, the Hankel transform can be efficiently evaluated with an FFT. We will discuss the presen-

tation of this method by Siegman [9 1, though other presentations are available in the literature.

[10]

Siegman converts the Hankel transform into a convolution by sampling the function on an

exponential grid. He begins with the Hankel transform integral

F (p) = ff(r)Jo(pr)rdr (1)
0

After the following definitions:

P M Poe" V = In ( P~O

r - roe = In (-L-)

Equation (1) becomes:

F(poe') =

W

- ff(r.e4)Jo(Poroe +t)r2e dE

30 (3)

r 20r~ [e 'hf (ro 0 0 JJ~~~e))
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which is thc convolution of re-2,f(roe- with Jo(poro
e

V) and can be implementcd with an

FFT.

The strength of this technique is the efficiency with which the Fourier transform can be

implemented. Its weakness stems from the requirement that f(r) be sampled evenly in e -. In

order to obtain the sampling density necessary to represent a function nea the origin it is likely

that such a density of points is necessary to represent the function at larger ranges that the com-

putational savings are lost. Also, the presence of the pin factor e -2& might be a severe problem

for the region 0< r < 1. It is unlikely that this transform technique would work efficiently for

functions with more than moderate range-bandwidth products.

In the next section we present another Hankel transform algorithm that exploits the compu-

tational efficiency of the FFt through a change of coordinate system. It requires only that the

function be represented on a square root grid, however.

M1.7) The Projection-Slice Method

a) Overview

In Section 11.2 we related the Hankel transform to the two dimensional Fourier transform

of a circularly symmetric function. We showed that the Hankel transform can be obtained by

first forming the projection, or Abel transform:

p (r) = A f(r) - 2ff('42 2+)dy = 2 flt (1)0 r Vk2-r 2

which is then followed by a Fourier transform:

F(p) - ff(r)J0 ( r)rd = p(r)e'Pdr (2)

Oppenheim, Frisk, and Martinez [111 suggested that the computational efficiency of the FFT be

exploited by implementing the Hankel transform as a numerical projection followed by an FFT.

Previously, however, the projections were expensive to compute, requiring on the order of n 2

* operations and function evaluations or interpolations. As part of this thesis a imputationally

f
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efficient method for computing the projections (the Abel transform) was developed. [12 1 When

followed by an FFr' the result is a computationally efficient Hankel transform requiring on the

order of N*LogN operations.

b) The Abel transform

We consider the Abel transform shown below:

p (r) M A -f (r) i 2 f f M E 1)

As suggested by Bracewell [1,21, we write this transform as a convolution by defining:

h(r)-_ 0 raO (2)
r<O

and

Xr() -+,CV';) r>:O (3) ,
f(r) M' f (Vr-) r;-*0 (4)

which leads to the convolution formula:

jh(r) ((r)* hr) (5)

Te Ab trandotrni. of f((r),p(r), i determined by-

p(r) = (r )  (6)

Bracewell [21 proposed evaluating (6) by shifts and sums.

Because the Fourier transform of h (r) is the known analytic function:

H for all v (7)

j (r) can be determined in principle by means of the Fourier transform:

~e) =_ (")
-0 2 V7

where (v) is the FT off(r). Unfortunately the sngularity at v 0 makes this function dif-

*Ij
I.I
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ficult to represent in the computer and is responsible for the long tails of , (r) which cause alas-

ing problems when the convolution is implemented with a Fourier transform. We avoid these

difficulties by removing the " factor from the numerical part of the transform (8) in such a

way that the remaining function is as well behaved as F (v) within the numerical portion of the

transform. The singular part of the transform is performed analytically and added in after the

numerical processing.

To this end the transform '8) is written

0
~~(r) = II()~A 1 j2,r vdv + fi 7vI±~ e2r (9a)

1+i P(V) - f(0)C-b ,(1-,\'V) e 2=: dx + ¢(0) •-/, - (b - 12-fr ) d, (b
- i~j. dx + +(9b)

e d v + l(0) f e (b +i 2=)' v

Where b is a parameter analogous to the real part of the exponential in a Laplace transform.

Our choice of b is described later.

The integrands in the firnt and third integrals of Equation (9h) do not have singularities at

v= 0. Because both the numerator and denominator of these integrands approach 0 as v /

approaches 0, they can be evaluated by P Hospital's rule to show that as v approaches 0 they

approach IP (0).

Upon defining

( - (0) V=0
()7 (v) - F -(0) ,rlV )I ' otherWie (10)

and performing analytically the two integrals that do not depend on ,F (v) we have:

6 (r) = 1+ 1 (V)e - ", + t (0) (1
Ts-- f i2 d (f -w b -2i- Vb +21rir - b +2,rnr

• I'
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L(v) was defined in (10) such that L (O)=F(O) and L (Y) F(v) for large P. The parame-

ter, b , was chosen so that L (v) moves smoothly between its limits. If b were set to 0, L (v)

would have a DC term that would transform to an impulse. Theoretically this would be canceled

by the singularities in the portion of the transform performed analytically (see equation above)

but computational errors would certainly cause problems. If b were infinite, L (v) would suffer

from the 1A/' singularity at the origin. b is chosen to smooth out the singularity somewhat

between these limits. We have been using values of b such that e has decayed to e-' after

roughly 6 samples of F (v).

We present three examples of functions processed with the Abel transform algorithm

described above.

Example I (a)

The first example is the transform of the pillbox function

f (r.) - =1 (12)

1024 samples of this function were generated on a VnT grid with T= 1/32 and

transformed. The result is shown in Figure III.7b.1 as dots superimposed over a solid line which

is the transform computed analytically (2 l-r2). The output matches the analytic solution

well.

ExapLe 2 (a)

For the second example we transformed the function

J (r) W(,) (13)

* where w (r) is a Hnning window. 2048 samples on a nT grid with T= 1/2 were input (Figure

1 m M7b.2). Figure m.7b.3 shows the output (dots) superimposed over the correct transform (solid

line). The correct Abel transform was computed by evaluating the Fourier-Bessel series 1111 to

' 1 0

UNA
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Figure II.Tb.1 Superposition of the numerically generated Abel transform of a pillbox (dots)
and the correct transform
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Figure M.7b.2 The input q W(nT) with T=-and n =0, 1,2, .,2047 whee

W (nT) is a Hanning window.
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Figure flI.7b.3 The Abel transform of Figure II.7b.2. The dots are the output of the proposed
algorithm. The thin line is the correct output.
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obtain a slow but accurate Hankel transform of the windowed input. The Hankel transform was

then inverse Fourier transformed to generate the Abel transform. In the absence of the window

the result would have been sin(r)/r.

The output is coincident with the correct solution.

Example 3 (a)

For the third example we again transformed 2048 points of

J0w (r ) (20)

r

on the grid VT but now T was chosen to be 4. This input is shown in Figure M.7b.4.

Increasing the sampling interval reduced the effect of windowing on the input because a greater

range of the function was represented but it also increased the sampling interval on the output.

Figure M.7b.5 shows the output (dots) superimposed over the correct transform. Again, there is

no discernible error.

11 ] c) The Hankel Transform

To complete the Hankel transform it is necessary to Fourier transform the projection

obtained from the Abel transformer. Unfortunately this is available on a Vn4 grid and not the

even grid required by the FFT. To generate p (r) on an even grid it is necessary to interpolate.

If a simple interpolation scheme is used, like sample and hold or linear interpolation, the result

will be generated rapidly but may suffer some degradation. If a more sophisticated interpolator

is used, better results can be expected but at the expense of greater computation time. Because

the interpolation is from an uneven grid to an even grid (and not the reverse) it is difficult to

characterize the error theoretically beyond the fact that the finer the initial grid the better the

results. We complete the Hankel transform of the examples presented above using linear interpo-

lation to generate the uniform grid.

& -i
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-79-

.6

.4

Y .2

-1I

-. 2 I I
0 20 40 60 80 100

x

j1f

Figure l1.7b.4 The input --7- W(nT) with T-4 and n = 0, 1, 2, • 2047 where

W (nT) is a Hanning window.'1-- --.--- -
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Figure fi1.7b.$ The Abel transform of Figure III.7b.4. The dots are the output of the proposed
algorithm. The thin line is the correct output.
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Example I (b)

Figure 1II.7c. 1 shows the result of using a FFT on the linearly interpolated projection generated

in Example 1 (a). The dots are the calculated output and are superimposed over the analytic

solution (solid line). The agreement is excellent. The time required to perform the total Hankel

transform (1024 input points to 1024 output points), including the required linear interpolation,

was less than 31 seconds on a PDP 11-55 with a floating point processor.

Example 2 (b)

Figure HI.7c.2 shows the result of Fourier transforming the linearly interpolated output of

Example 2 (a). Again the dots represent the output of the Abel-Fourier scheme and the solid

line is the Hankel transform as computed by the Fourier-Bessel series.[111 The agreement is

excellent.

Example 3 (b)

f Figure III.7c.3 compares the result of Fourier Transforming the linearly interpolated output

of Example 3 (a) (dots) with the correct transform (solid). Significant distortion is apparent in

this transform. Since the output of the Abel transform in example 3 (a) essentially equals the

output in example 2 (a) (the correct projection) except for the sampling interval, we can associ-

ate this distortion with the linear interpolation performed before the FFT.

d) Diascuusion

We have found, as indicated by the examples above, that the Abel transformer works well.

When its output can be successfully interpolated and is followed by a FFT the result is a fast,

accurate Hankel Transform as illustrated by examples 1 and 2. As the spacing between output

samples of the Abel transformer is increased, the suitability of a smple interpolation scheme

becomes suspect. Example 3 was chosen to illustrate the effect of inappropriate interpolation on

the resulting Hankel transform. At this point it would be prudent to determine the validity of a

TO.

,v.
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Figure flI.7c.l The Hankel transform of a pillbox computed by using an FFT on the linearly
interpolated output of the Abel transformer presented in Figure IM.7b. 1.
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Figure II.7c.2 The Hankel trantorm of - W(nT) computed by using an FFr on the

linearly interpolated output of h Abel transormer presented in Figre I.b.3, T = cae.
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Figure m.7c.3 The Hankel transform of W W(nT) computed by using an FFT on the

linearly interpolated output of the Abel transformer presented in Figure IIU.7b.5. T = 4 case.
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H1ankel transform performed with this algorithm by comparing the output for inputs of different

grid spacings.

e) Su nary

The procedure for performing the Hankel transform H f(r) FMH(v) is summarized

below.

1) genratef (r) .f ('/7"r)

2) Fourier transform to obtain t (v)

3) generate L (v) - iF(v) - (0 )e " 1'1(.v)/v;

4) perform the inverse Fourier transform and add in the analytic terms:

p(r) = 7 j T.L7v) + '( i2'w r b -2irir /b +2,nir b +2,wii,

5)interpolate to an even grid p(r) -- (r 2)

6) Fourier transform to obtain the Hankel transform

F"v (V) = F",(r)

Each of steps 2) thru 6) requires no more than the order of N log(N) operations. There-

fore the total transform can be acromplished on the order of N Iog(N) operations. Direct compu-

taton of projections from the 2 dimensional drcularly symmetric function would have required

at It N function evaluations and N sums for each of N points before the final FFT, which

leads to an algorithm requiring on the order of N 2 opration. Therefore for sufficiently large N

this method of calculating the projections can provide a considerable advantage in speed.

Step 1) and 5) above indicate that in two places interpolations may be required. In many

cus, however, the function to be transformed can be generated initially on a grid evenly spaced

in V7e, Further, f(VT) , as required by this algorithm, has the desirable feature that equal

-*
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areas of the underlying two dimensional function f (r,O) are represented between samples. If

stationary white gaussian noise (SWGN) corrupts the measurement of f(nT ) n = 0,1, •

then the Hankel transform on a V7 grid will be corrupted by SWGN (corruption of equal areas

of the underlying two dimensional function produces corruption of equal areas of the underlying

2-D FT). This is not true if f (nT) is corrupted by SWON.

To implement a Hankel transform using this method it is necessary to perform the interpo-

lations of step 5). Because of the speed of the Abel transform portion of this algorithm we have

found it sufficient in many cases to simply generate an over sampled version of / (r) and to use

linear interpolation to obtain p (r)

f) Conclusion

For many applications this method of calculating the Abel transform appears to permit the

efficient calculation of the Hankel transform for large data files. This transform method is par-

ticularly appropriate for the evaluation of the Sommerfeld integral, in which the oscillations of

the kernel increase with the independent variable. As a general transform method issues of

representation on a vr grid must be further explored. Because of the equal area property

described earlier for f (,-rVT) and because the speed of this algorithm permits oversampling in

p (r2) it is not expected that these issues will pose serious problems. It appears that the Vr grid

is of fundamental importance in the Hankel transform

111.8) Summary

In this chapter we presented a number of numerical techniques for evaluating the Hankel

transform. No one technique is ideal for all situations. When the value of the transform is

desired at only a few points, the Fourier-Bessel series or the backsmear method is appropriate. If

speed is extremely important, accuracy is not, and the transform is not needed for small ar/u-

ments, then the asymptotic method is justified. If the input function and its Abel transform can

be well represented on a square toot grid (which is the case for functions which increase in

4,.
5.i
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complexity with range) then the Hankel-Abe) (or projection-slice) method is a good choice.

Having established the properties of the Hankel transform and examined its numerical

implementation we are now ready to consider using it to generate synthetic data.
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CHAPTER IV:

SYNTHETIC DATA GENERATION

IV.l) Overview

The Sgacration of high quality synthetic pressure fields is an important branch of acoustic

research. Because present methods can only approximately compute the fields associated with a

point source for complex environments, simplified environments are often considered for which

fewer approximations must be made. One important environment which lends itself well to

analysis but which has sufficient complexity to be of interest for practical problems, is the horizon-

tally stratified environment. It is an excellent model for the conditions present in the deep ocean

over an abyssal plain, and consequently of direct interest to us. Currently, techniques for calcu-

lating synthetic fields arising from a CW point source in this environment exist in the literature

[7,11,3 1 These techniques are based upon the numerical evaluation of the Sommerfeld integral 1

J, for which two major computational efforts are required. First, the plane wave reflection

coefficient for the bottom profile must be numerically generated. For this the propagator matrix

method [12,8 J is used. Second, the pressure field is computed as the Hankel transform of the

depth-dependent Green's function (which is simply derived from the plane wave reflection

coefficient). Typically, in these techniques many of the degradations associated with the numeri-

cal evaluation of the Hankel transform are not carefully controlled. In this chapter we exploit the

properties of the Hanker transform derived in Chapter II to carefully control these errors. We

will show in Section (IV.3a) that a major source of numerical error is aliasing, which becomes

important because asymptotically the fields decay only as We associate this slow rate of deca,

with the source singularity, In the depth-dependent Green's function and show how

to separate this portion of the computation from the numerically computed Hankel transform.

1) Asumin8 for the prmet that there a* no trapped moda minted with low speed layers within the
, €4e bottoms.

I
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The remaining numerical calculations are significantly less degraded by aliasing and are well

behaved in general. They remain in the form of a 5ankel transform for which we can exploit the

computation efticiencies now available (9 ] The result is a new hybrid procedure which is compu-

tationally efficient and significantly more accurate than existing methods. This hybrid scheme is

illustrated with examples of synthetically generated fields.

In Section (IV3b) we discuss the difficulties associated with numerically evaluating the

Hankel transform of the depth-dependent Green's function when slow speed layers are present in
ji

the bottom which give rise to proper modes. Proper modes are associated with the
kZ-k,F

singularities (with k,, near the real axis) in the depth-dependent Green's function and contribute

terms to the field which decay asymptotically as - This vey slow decay in the field causes

severe aliasing problems when it is calculated using a numerical Hankel transform algorithm. In

Section (IV.3b) we show how to separate the effects of proper modes from the numerical calcula-

tions by performing part of the Hankel transform analytically. We make this separation in such a

manner that the portion of the 'leld assigned to the analytical calculations is exact and finite for

ali ranges. This makes it possible to numerically calculate the residual numerical contribution to

the field accurately and add the result to the analytically determined expression. The result of the

total hybrid algorithm is a field which is accurate for all ranges and which can accurately include

the effects due to proper modes arising in the presence of slow speed layers. We present an exam-

pie of a field generated synthetically with this total hybrid method and show how the result is

significantly better than what would have been achieved without removing the effect of the poles.

In this chapter we also develop a numerical implementation of the propagator matrix method

for generating the plane wave reflection coefficient that is well behaved numerically. We begin

the chapter by describing the computation of the plane wave reflection coefficient by means of the

Thomson-Haskeil method [12.8 1

r~M'M

77__ .~- ~ ~ ~ .. a----- . - _________
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IV.2) The Propagator Matrix Approach to Generating the Plan. Wave Reflection Coefficient

a) The Method in Principle

1) Overview

To calculate the plane wave reflection coefficient we consider the response of a layered bot-

tom to an incident plane wave as shown in Figure IV.2a.i.l. Within the n'h isovelocity layer we

express the field as the vector:

FU z;I J (k r)e -" 1

where P. (a) is the pressure in the nth layer and U.(z) is the normal component of the velocity.

We have chosen this representation because P (z) and U (z) are continuous in z, even across

layer interfaces. In the discussion which follows we will suppress the time and radial dependence

of the field because they are the same in all layers.

In the propagator matrix approach, the impedance at the bottom layer:

9 +I " +0) (2).

is available from the material parameters. In principle this impedance is used to determine the

reflection coefficient at the top interface in three sveps. First the field at the top interface is

related to the field at the bottom interface by the propagator watrix:

[P(z 0) 1 P P(a)'

U(ao>J = 0 [U1€-'(> (3)

Next the incident and reflected pressure waves at the surface are related to the field at the top

interface and then to those at the bottom through:

P 01 [P( 0) [111 cL2 1 P(al) 1
p I[(O At 1P (4) )][:I[ ;, - A., -' ) cO21 lu (i, )j

Finally, the reflection coefficient is calculated in terms of the impedance, Cy, . using

p -'1 [L L21CM1 U (zM 1) (5)

* N

A i
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z=O PO (0), U0(O) P+ V -

PN- (ZN,), U N- ( zN,) P+ NI'

'Z1Z ZN PN (ZN), UN (ZN) P+'N { -,

P'N+i i

Figure IV.2a.!lI The waves generated in a layered bottom in responses to an incident plane
wave
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so that

r P-o OtI + CN+1 12 (6)
S=+.0 021 + N+ICt22(

U) The Propagator Matrix

The essential element of this approach is the propagator matrix, (D. of Equation IV2a.1.3. In

this section we review its derivation.

Within any isovelocity layer, the field can be considered as the superposition of a positive

and a negative traveling wave. The pressure field is given by

P(z) P +e "' + P_e -
sk (1)

The normal component of velocity, U (z), is related to P (z) through the telegraph equations [2 ]

aP aU
For the non-normal case we use - P p- -i wpU which implies that:a at

U(:) - .- +p '  ik.- P~ea
ip iGp (2)

-- P.

or defining Y0 - I:

U(:)- YOP+ Lt' -YOp.._e (3)
In matrix form Equations (1) and (3) become:

U( ) 0J = ieo, -Yo- I []

[P (z ~) P (Z) 1
I [u (= )] is known at some point in the layer then [U = can be computed in principle by

luP: . P 1 1U (P(- 2p1P [ )P [P1
inverting Equation (4) to find - in terms of LU 2)] and then calculating U (z 2)] from _ .

Combining these operations into one step gives:

[p(2)1 (z, I~~1 *k,

N[ U (S2)1J - r [ ~ka yStaij~,k~ YYoek,8 ea08 -YO stl] I(z 1) (I

which gives us:
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..1 -" (z2- )

IU(zz)I = iYosink,(z-.- 1 ) cosk, (z 2 -z t) [u(zt)j (6)

The values of k, and Y0 are functions of the material parameters of the layer under considera-

tion. In particular if c, is the sound speed in layer n, p. its density, k, the horizontal wave

number of the incident plane wave (by Snell's law common to all layers), and w the temporal fre-

quency of the CW source, then k,, " -, k, :k,7'-k,, and Y0 =,
Cp

To indicate explicitly the dependence on the material properties of the n th layer we write:

U(Z# 2 = -,,,,(:-J-Z.3[ 1) I . (7)
when z 2 and zI are both within layer n.

To calculate the field at the top interface in terms of the field at the bottom interface, as

shown in Figure IV2ai.1, we can use the previous discussion which was applicable only to a single

layer, to relate the field at z. to the field at z,, 1:

We then iterate the procedure through all the layers to find

."U ) (Z 0.)] U 401,)l[ 4,)j = *' '* [u (z.)J - i [(,z.)] (9)

b) Numerical Implementation

I) The modified propagation matrix

The bulk of computation associated with the propagator matrix approach is the accumulation

of the matrices 0102 .. When these are accumulated on the computer, the actual opera-

tion is 0(02( ... OV))). It is possible for the scale of the accumulated product to differ

dramatically from any particular Oj. Because of the limited dynamic range in the computer it is

advisable to scale terms to make them comparable before accumulation. Fortunately the foal cal-

Ku
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culation for the reflection coefficient depends only on ratios of elements in 0. For this reason we

normalize each of the O) so that its largest value equals 1. This procedure alone could cause

another problem stemming from the different scales in general for P and U, which is due to their

different units. To bring P and U into the same units we do not actually relate

U(Z.-0 to U(Z.)] (I

but rather consolidate units by multiplying the normal component of velocity by the characteristic

impedance of that layer. Therefore we actually calculate:

[P (Z ) 1 [a b1 l 1 . [a,,bt bN J[P(zN) 12
joU(o) " kb 1  a1 "'" M aNaN J U (zvN)I (2)

where

, k~, Q ( )P-k

- i ---

a - cos k. 4 (: I -_)
bi- -i sin k, (:j-z _-)

U) Relation of the modifled propagation matrix to the incident and reflected waves

We now relate the field variables to the incident plane wave and the resulting reflected plane

wave by slightly modifying Equation (IV.2aii.4). We assume that the top interface is at z - 0 so

that:

IP(0)1 [011 11 +.
[oU(0)] - 0 o - -o J () 1

and

P +, Y 1 0 11P (0) 1 (2)
21 1 (0 Y oIOU(O)J

rO

II,
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By defining:

0~21 102 gi giaJ (3)

and using Equation (IV2b.i2) we have:

LP-,0 i 2 [ ' 1 0 1z 21 24 L( U (zg)J (4)

We now need to use the fact that the pressure and velocity fields in the last layer are made up of

only positive traveling waves so that (referring to Equation IV.aAi.A) P+1 P (z) and

U, + = - (yN) we have
cN +1

P ,0 0 1+62 '01 2'0U2 1
011-,62 V [ 1* ( (5)

f we now use

9, +1 " - (6)

we have the reflection coefficient

P-o 4 121 + EN +1001202

r- P -0 - 41 i+ (7)

Equations (IV.2bAi2) and (7) show that this approach uses only the ratios of the impedances

in adjacent layers and never the impedances themselves. These ratios are much better behaved in

general than the individual impedances. For this reason, because the use of P and YOU instead of

P and U, and because of the scaling of the layer propagation matrices this implementation of the

propagator matrix approach has good numerical properties.

c) Selected Properties of the Reflection Coefficient

In Figure JV.2c2 we present a perspective plot of the log magnitude of the reflection

coefficient as a function of k, for the bottom of Figure IV2c.1 calculated using the numerical

.... ~
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f 220 Hz

Iz + zoI = 2m

ko=.8975979 m
-1

Co 1540 m/s
po = 1g/cm 3

/P //!/ //i // / /, I

C, = 1493.8 m/sA
pI 1.5 g/cm 3  Wf m

C2 =1700 m/s

P2 2.0 g/cm 3

Figure !V.2c.1 The bottom parameters used to generate the reflection coefficient shown in Fig-
ure IV.2c.2
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kr =

*1 ~ WATER WAVENUMBER

Figure IV.2c.2 Perspective plot of the log magnitude of the plane wave reflection coefficient for
the bottom of Figure IV.2c.1
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algorithm just described. The reflection coefficient is displayed both for those horizontal wave

numbers corresponding to real angles of incidence (0 < Re(k, ) < k0 where k 0 is the water wave

number) and for horizontal wave numbers corresponding to complex angles of incidence

(ko < Re(k, )). The complex angles correspond to evanescent waves. Single evanescent waves do

not carry any time average power flow (their Poynting vector is imaginary) and consequently the

magnitude of the reflection coefficient is not limited to be less than one in the evanescent region,

ko< k, [6]

In Figure IV.2c a pole is apparent in the reflection coefficient on the real k, ais in the

evanescent region. This on axis pole corresponds to a proper mode propagating in the low speed

layer within the bottom. Other off axis poles corresponding to leaky modes are also apparent in

the reflection coefficient. A discontinuity, or cut, can be seen extending from k2 along the real k,

axis to infinity. This is the branch cut extending from the branch point at k2~. Another cut extend-

ing from ko to infinity falls on this same line and is therefore not apparent. The origin of these

branch points and cuts can be found in our derivation of the reflection coefficient where we asso-

ciated

e i t-l with P~ 1

and

e with P.. 2

Clearly the roles of P + and P -would be reversed by changing the choice of sign for the square

root. For incident and reflected wave this would correspond to inverting the reflection confficient

(if no other waves were affected). The two sheets corresponding the the branch point at ko

reflect the two choices of sign for the incident wave. We have displayed the choice associated with

positive real power flow for the incident wave.

In the intermediate layers such as layer 1 of this e@aple, changing the role of P +. and P-

would not affect the reflection coefficient. For the intermediate layers, the physical problem does

not name (or distinguish between) forward and backward traveling waves. Consequently there are



no branch points associated with intermediate layers.

If the opposite sign were chosen for the square root, "Vik t1 -kr,. associuted with :he

emerging wave, P +,v +1 from the bottom of the stack of layers (into the isovelocity half space) the

direction of energy flow associated with that wave would change. Unlike the intermediate layer,

there is no returning wave in the isovelocity half space. Consequently, the physical problem would

change. For this reason we see a branch point at kN+1 reflecting the two different "physical" prob-

lems.

In Figure IV.2c2 we have chosen to display the Riemann sheet for which both

Re(VJko7k7) > 0 and Re(Nv/tt -k,) > 0. On this sheet only waves with real power flow in

the positive direction are associated with P .. This constrains our incident waves to be those with

power flow from the source to the layered aottom and specifies that there is no power flow return-

ing from infinity.

When we perform the integrations discussed later we must choose which side of the cuts to

integrate upon. For reasons of convergence we choose the side for which Im(VZ7=7) > 0

when j = 0 and N +1, is satisfied. Consequently, whenever we integrate the reflection

coefficient in the complex k, plane, we always satisfy both Re(\/k ') > 0 and

Im(Vll i) > 0 for j - 0 and N+1.

IV.3) Evaluating the Sommerfeld Integral

Once the plane wave reflection coefficient, r(k,), has been computed it is necessary to

evaluate the Sommerfeld integral:

Pi(p)" - r(k,)et /7 s+IoJo(rk,)kdk, (1)

in order to compute the reflected pressure field. The Sommerfeld integral is in the form of a

Hankel transform of the depth dependent Green's function,

0 G (k,,zzo) a kLe r r(k,)e//Ta~I+8. The properties of the Hankel transform were

...- ...



developed in Chapter II. In Sections (6) and (7) of that chapter we discussed the effect of trun-

cating the integration at some finite value, and the effect of sampling. The truncation was accom-

plished by multiplying the function to be transformed by some finite length window. For the gen-

eration of synthetic data we find that windowing of the Green's function is not an important con-

sideration in general because when a +z0 > 0, G (k, ,, zo) decays exponentially in k, for k, > k0 .

Except when z -:0 is very small we can integrate Equation (1) until the Greens function is negli-

gible and truncate at that point. It is not necessary to multiply by a windowing function.

The issue of sampling and the associated degradation introduced into the transform, aliasing,

can be very much a problem however.

a) The Source Singularity

In order to highlight the issues associated with the source singularity, , and the

propagation terms in the Sommerfeld integral, we first consider the evaluation of Equation

(IV3.1) for a hard bottom case where r(k,) = 1.

For the hard bottom case the pressure field is given by the known integral:

PR(r) = f i " O(er)Ed + (2)

We evaluated this integral numerically with the Fourier-Bessel series to obtain an estimate for the

field:

Al r0 (3)

where for this example', A was chosen to be 2000 and Iz +: 0 1 = 2 . In Figure (IV 3a.1) we com-

pare the log magnitude of the result (dots) with the known transform (solid curve).' We see that

the magnitude of the numerically generated field, Ajt(r), oscillates rapidly in contrast with the

1)The output of the Iouri-Desl senri bu bew diplayed to twice its region of validity to better illus-
trate the source of degradation.I A
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ue Hankel transform. As we will now show these oscillations are due to aliasing in the numeri-

cally computed Hankel transform.

In Section (11.7) we showed that the effect of sampling on the Hankel transform is to

approximately produce an aliased estimate of the true transform, Vr'PR (r). Since for this exam-

ple, PR (r) decays asymptotically as 11r, V7rPt (r) decays asymptotically only as 1/V7. What we

see in Figure (IV.3a.1) is given approximately by:

O< r < 2A 0P(r)l -+(4)V(2 ++ 1

When r is much greater than z +:o, PR(r ) is approximately:

0 < r < 2A I (r)I ' i : e ko I2A I

Since we are in the region r < 2A this can be rewritten:

e (ke)' 1ev A,2A .Lkoil(6

We can write Equation (6) in terms of the desired transform and a modulation term as:

'P,(,)l 1-- -,k +2 i'Asno (7)
1 NrV" 2A-r J II-

Which upon defining a(r) a e

IPR(Pf~t .II~..iekor + V e~r)sin kor( 8

When r << 2A a(r) is small, so that the magnitude of AR(r) appears as roughly the correct

transform with a modulation term.

We note at this point that if we had sampled the output of our transform at an integral mul-

tiple of 2r/ko we would not have seen these oscillations. At this sampling rate the cosine would

have appeared as a DC offset in the magnitude of the pressure field. If the output sampling rate

were near but not exactly an integral multiple of 21r/ko the cot (kor) would have appeared as a
li
low frequency modulation because the sampling is in effect demodulating the cosine down to a



-104-

low (but not now zero) frequency. This result is an important one because frequently pressure

fields are generated by using an FFT based approximation to the Hankel transform (IV.3.1) and

the water wave number is the maximum wave number used [5,4 ] The grid resulting from such

processing is exactly an integral multiple of 2ar/kO. Carrying the integration to higher wave

number would make evident the modulation in the answer by automatically providing the output

on a finer grid.

The problem of aliasing arose because the field being computed decayed only as I which
r

forces us to use a very high sampling rate to properly sample the Hankel transform. We now note

that this -L decay is due to the singularity in the Green's function. It is well known

that the asymptotic, or far field, character of such a transform is determined by the singularities

of the kernel over the path of integration [101. The Green's function which is transformed in

Equation (IV.3.1) was

9G (k, z ,0) "9)

Thi asymptotic character of the transform, P (r), is dominated by the singularity

. (10)

The integral

e k ° -  f e(_ U/ kls I Jo(krr)krdk, (1

shows us that this singularity is in fact associated with the 1/r decay rate. Physically this singular-

ity was due to the angular spectrum of the point source. The 11r decay associated with this singu-

[arity is often associated with the point source by noting that the field around a point source must

decay at that rate in a manner such that the intensity, which decays as the field squared,

integrated over any three dimensional shell enclosing the point source, would not be a function of.

r.

_ _ _ - .. .
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The source of slow asymptotic decay we have isolated suggests a procedure for reducing the

problem of aliasing. We remove the source singularity from the kernel, numerically transform

what is left, and add the result to the analytically determined transform of the source singularity.

When we remove the singularity we must do so in a manner such that the numerical transform we

must perform is well behaved. We allow for a general r(k,) but at this time assume that J(k,)

has no singularities along the real k, axis with asymptotic con:ributions to the field capable of

dominating those of the singularity.

To this end we rewrite integral (IV3.1) as:

PR( ) f r(k,) I - -"I+20° Jo(k,) dk (12)0 7k =k,

[r(k,)-r(k) ' .O'J(k,,)dk, + r(k)f ke" oJo(,t,)kdk, (13)

If we define:

L(k,) - [r k - r(k)je \s 0 1 (14)

so that L (k,) does not have the i/ T singularity at k, = k0 .1 then we can write Equation

(13) as:

PR (r) f L (k,)JO(k, r)k,dk, + r(k) C (15)0 v r+ ( -- +zO)T

Because L (kr) does not have this singularity along the path of integration the output of the

numerical transform will decay at a rate faster than 1/r. The asymptotic I/r decay is provided by

We show in the appendix that if the impedance and its first derivative at the interface is finite for
k, = k0 then the

rlir L(k,)-
A, .& . WPC

where ZI is the impedance of the bottom at k, - k0.w is 2ar source frequency, and PC is the density of

the water. For an isovelocity half space this expression reduces to

L(ko) Pt

poVhsStr
Which is finite.



the analytic term which can be recognized as the specular reflection when r is very large (glancing

incidence). These observations are confirmed in the examples which follow.

In the following examples we illustrate the generation of synthetic pressure fields through

the hybrid algorithm implied by Equation (15) where the integral is performed with a numerical

Hankel transform algorithm and the analytical expression is the result of integrating the singular-

ity.

1) Hard Bottom

This is the degenerate example because for r(k,) constant, the entire transform is per-

formed analytically. The result of the analytic transform was compared to the direct numerical

transform Figure (IV.3a.1).

il) Slow bottom

Figure (IV.3aii.i) shows the bottom parameters for this example. Figure (IV.3a.ii.2) shows

the result of the hybrid calculation (solid line) versus a direct numerical calculation. The improve-

ment is dramatic. Figure (IV.3aii.3) compares the hybrid field of Figure (IV3ali.2), with its

numerically generated component. As can be seen, the near field is dominated by the numerically

generated component. As range increases this numeric term begins to suffer from aliasing prob-

lems but the analytic term begins to dominate, minimizing the effect of aliasing on the computed

field at large ranges.

ll) F-1 Bottom

Figure (IV.3aiii.1) shows the parameters of the fast bottom for this example. Figure

(IV.3ajiii2) shows the hybrid calculation versus the direct numerical calculation. Figure

(IV.3a!ii.3) presents the hybrid field and its numeric component. The improvements are similar to

the fast bottom case.

b) Poles Due to Slow Speed Layers
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f 220 Hz

Iz + zol 2 M

ko=.8975979 m-

Co = 1540 m/s

po = I g/cm3

C - 1493.8 m/s
pi 1.5 g/cm3

pt

Figure IV.3a.Ul.I Parameters of bottom used for slow bottom example
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Figure (IV3b.l) shows the parameters of a slow speed layer between two isovelocity half

spaces. These are the same parameters used to generate the perspective plot of the reflection

coefficient presented in Figure (IV.2c2). Figures (IV3b2a) and (IV.3bb) show the magnitude

and phase of the reflection coefficient for this bottom as a function of horizontal wave number.

We see that for this example the reflection coefficient has a singular point beyond the water wave

number, k0 . That singularity is a simple pole associated with a proper mode excited in the tow

speed layer. Such a proper mode can appear only for k0 < k, < kv +1. In this region conserva-

tion of energy is not violated because the waves are evanescent. Proper modes are generated

when the low speed layer acts like a dielectric waveguide. When this happens energy diffuses (tun-

nels) from the point source to the low speed layer but does not otherwise propagate vertically.

Energy from the field is now constrained to decay in only two dimensions instead of three and we

expect that the field associated with the pole will decay asymptotically as 1 so that the integral

of the flux over any two-dimensional ring surrounding the source remains constant.

Poles such as this disrupt the asymptotic character of the field derived in the previous sec-

tion. As before we would like to analytically determine the contribution of these poles and

remove them as we removed the i singularity. To do so it is necessary ta evaluate the

integral:

(rz +:O;k,,) f e V I+oIJ O(kr)kdk(

In Appendix (I) we show that for Imr(k,,) 0 (associated with no return from r - oo )

I(r ,z +:o;k,,) is given by:

1 (r +: 0;,,) - f_ ! ,-,,,(t' r)e()

where

4
- +vkg'k~ (3
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Figure TV.3b.1 Parameters of bottom used for slow speed layer example

AJ



- 11

20 -

15

w

10-

0

/

0 0.5 1.0 1.5 2.0

kr (M)

Figure IV.3b.2a Magitude of reflection coefficient calculated for slow speed layer example

p

.1



a.'

0. 0., , ,.

iT2

wr _ _ _ _

- 7r/2

w/

/

-T - If
0 0.5 1.0 1.5 2.0

kr (m-)

Figure IV.3b.2b Phase of reflection coefficient calculated for slow speed layer example

!1'



-7

The first integral is easily evaluated on the computer. In addition as r becomes large the first

term rapidly approaches:

2%(z)o)

The second term decays as 1/VrT when k,, is real.

Equation (2) is also correct for Im(k,) > 0, but when Im(k,) >> 0 the poles no longer

contribute asymptotically as 1/V" because the Hankel function decays exponentially. Under these

conditions

, (kr - w/4) - --cck) ,,+, 
H C (k,) - *,,. ,,.,

C - )e e ' 
(6)

As Im(k,,) becomes large the exponential decay dominates the I/Vr decay even over the finite

range that concerns us. It is for this reason that we consider only those poles near the real axis

1(close to the path of integration) and leave the others to the numerical part of the transform.

With I (r ,z +zo;k,,) so defined, the reflected pressure field can be written:

PR(r) e k) o(kr)kdk, + ,1(r, +:o;k,,) (7)

Where the expression in brackets no longer has any poles near the line of integration and so can

twe evaluated as before.

In order to remove the poles as required in Equation (7) it is necessary to determine with

precision the pole locations, k,,, and their scales, (a_)j. The pole locations can be found using

standard complex root finding techniques, though care must be taken to provide the root finding

algorithm with values of the reflection coefficient on the Riemman surface so that it appears ana-

lytic except at isolated singularities. This means that the branches chosen for the square roots

* must be taken in such a manner that a branch cut is never placed between points simultaneously

considered by the root finder. Once the root locations are known, the scale factors can be found

! '



for those singularities far from any others by determining a least squares fit to:

r(,,) ( = 1.2, ,N ()k,.J2-k,.,

provided that the k,, are taken sufficiently close to k,, that r(kr) is well approximated by just one

pole in that region.

If many poles are clustered together, they can be determined simultaneously by solving:

r(k)(a = 1,2, N (9)F(/, r k '1 k,.k, 2

for N sufficiently large. If a pole is near a branch cut then the poles on the other side of the cut,

on the opposite sheet, and near the cut must also be considered to be near that pole.

Figures (IV.3b.3a) and (IV.3b.3b) show the magnitude and phase of the reflection coefficient

of Figure (IV3bl2a) minus the pole contribution:

rck, (10)
' (k, 1-k,,2)

For this example a-, = 1.689712* 10-  i 5.027826* 10 -4  and

k,, = 9.069830* 10- ' + i 2.488749* 10 - 5.

Note the difference in scale between Figures (IV.3b2a) and (IV.3b;a). The small notch visi-

ble at k, - k7, is due to a small amount of error in the estimate of k,.

A notable feature of Figure (IV.3b.3a) is the unmasking of the off axis zeros in the region

kN +t < k, < k o where previously II'(k,) I - 1. These zeros can be clearly seen in the perspec-

tive plot of the total reflection coefficient in the complex plane that wu presented in Figure

(IV.2c2).

Figure (IV3b.4) presents the hybrid field (solid line) versus the field calculated without

removing the pole from the reflection coefficient (but otherwise removing the 1/Vk' , singu-

larity as in the previous hybrid examples). The spread in the directly computed field due to alias-

ing is severe because aliasing in the Hankci transform severely affects a function that decays as

V t l ~ p
" ' n ni
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1/Vr. The hybrid field does not exactly follow the contour of the top of the spread just as the

hybrid computations in the previous examples did not exactly follow those contours when the

aliasing became severe. Figure (IV3b5) presents the log-magnitude of the analytically generated

pole contribution (solid line) and the remainder of the field exclusive of the pole contribution.

The non-pole contribution is most significant for short ranges, while for this near bottom

geometry the pole contribution dominates farther out.

The expression for I (r ,z +zo;k,,) in Equation (2) shows that the contribution of the pole to

the,field decreases exponentially with Iz +z01. In this example Iz +z0 1 = 2 to emphasize the

near field behavior associated with the pole. For larger values of I z +z01 the pole contribution

would be considerable less. Equation (2) can be used to estimate the magnitude of the pole con-

tribution if the pole location, k,,, and I z +:01 are known.

iI

al;
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CHAPTER V:

THE INVERSION PROCEDURE

V.1) Overview

I& Chapter H we developed the properties of the Hankel transform. These properties pro-

vided our foundation for the development of an accurate procedure to numerically generate syn-

thetic pressure fields, presented in Chapter IV. In this chapter we will use the results of Chapter

11 to explore the problem of determining the plane wave reflection coefficient from measure-

ments of the pressure field arising in a horizontally stratified environment in response to a CW

point source. The estimation of the plane wave reflection coefficient from measurements of the

field is an extremely important problem. Determining the plane wave reflection coefficient is an

esential step in the inversion of pressure field data to obtain the parameters of the bottom. In

this context it is of interest to geophysicists and others who wish to determine the compoition of

the ocean bottom. The plane wave reflection coefficient is also used as a geometry independent

characterization of the bottom. As such, if it is estimated in a region from one set of acoustic

measurements, then the fields associated with an arbitrary source-receiver geometry in that

region can be determined. This is of great value in problems of acoustic imaging.

The inversion procedure that we consder in this chapter was proposed by Frisk,

Oppenheim, and Martinez Ji 1. It requires as input, coherent measurements of the pressure field

as a function of range resulting from a CW point source over a horizontally stratified ocean bot-

tom. From this the (complex) reflected pressure field, Pr(r), is extracted. The Hankel

transform of this field is computed to provide the depth-dependent Green's function as a func-

tion of horizontal wave number:1

G(kr,,zo) = fP 1 (r)Jo(kr)rdr)
0

Famaly, the plane wave relection coefficient is obtained by multiplying the Green's function by

We w inedo oborm "depdspmda Grnm's fw 0 to "ram's fusadon.



terms which compensate f3r the source spectrum and for the source-receiver distance:

r(kr) -- i \ 2 e -\zG (k, z,zo) (2)

This entire procedure is summarized in Figure (V.1.1).

In this chapter we will concentrate on the estimation of the depth-dependent Green's func-

tion. We divide the issues addressed directly into the categories of source-field subtraction, sam-

pling, windowing, and source-height variation. The issue of source-field subtraction arises

because the plane wave reflection coefficient is directly related to the reflected pressure field and

not the total pressure field, which is measured. The issue of sampling covers the effects caused by

having the pressure field available for computation only on a discrete set of points. We discuss

both the effect that sampling rate has on the estimate of the depth-dependent Green's function

and the practical problem of interpolation, which is required to move the field from one grid to

another (often to compensate for missing data points). We develop a phase unwrapping pro-

cedure that allows us to interpolate the magnitude and unwrapped phase, which vary slowly

compared to the quadrature components.

In the section on windowing we discuss the effect that having the pressure field available

only to a finite range has on the estimate of the depth dependent Green's function. We deter-

minc thc rangc ovcr which thc data must bc known in ordcr to accuratcly dctcrminc thc dcpth-

dependent Green's function. We do this by using the properties of the Hankel transform

developed in Section (11.6).

In the section on source-height variation we exploit the results of Section (1.6) once again,

but this time we use them to determine the effect that variations in the source-height has on the

estimate for the depth-dependent Green's function. Such variations are inevitable during the

- acquisition of real data. We illustrate these effects by considering the effect of three specific vari-

ations.

A I
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Figure V.1.1 The inversion procedure to estimate the plane wave reflection coefficient from the
total field generated by a CW point source over a horizontally stratified bottom
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V.2) Source-field subtraction

In this section we consider the removal of the source field when the source-receiver

geometry is known. In Figure (V.1.1) we showed the source field removed before the Hankel

transform. We did this because conceptually we wish to deal with the reflected field alone. In this

section we show that numerically it is better to remove the source field in the transform domain,

after the Hankel transform of the total field has been computed.

Because the Hankel transform is a linear operator, in principal the estimate for the Green's

function can be made by subtracting the source field either before transforming:

Go(k,,zzo) = e JO(kr)rdr (1)

0LT Nr) V 2 +(z _zo)2

or by subtracting in the transform domain:

G(kiz 0 ) = fPT(r)JO(krr)rdr f - r - [ r (2)
0 oVr+(Z-zo)

which becomes upon performing the second integral analytically:

G(kr,Z,Zo) = fPT(r)Jo(k,r)rdr - __e__ ki_ -itz-rO1  (3)

0 k

If PT (r) is available only over the finite range O<r <rmax then the field integrals can only be

carried out to r ,. Substituting rn. for - in Equations (1) and (3) will make these two formu-

lations no longer equivalent because the analytically performed integration is not windowed.

The function transformed in Equation (1) is the reflected pressure field, PR (r). In Section

(IV.3) we argued that the reflected field decayed asymptotically as If the total field, PT (r),r

decays asymptotically faster than _ we can expect that the formulation of Equation (3) to

suffer leas from windowing effects than the formulation of Equation (1). We will now show that

the total field does in fact decay faster than the reflected field alone. In fact, by transforming the

1) In the abusm of tripped modes.

I
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total pressure field and then subtracting the source contribution in the Hankel domain, we have

performed the dual to the removal of the 1 2 singularity discussed in Section (IV.3a).

Before we begin, an analogy to a similar procedure for determining the Fourier transform

of a function known only over a finite range but with a large, known constant offset might pro-

vide some insight. If such a function is (Fourier) transformed directly, the offset will transform

to an impulse at the origin which is smeared into the rest of the transform. The smearing will

occur because the transform is taken over only a finite aperture (windowing). The alternative is

to subtract the offset from the function, transform the result, and add an impulse (with a

strength which is determined analytically from the known offset) to the origin. This second pro-

cedure will give superior results because the transform of the offset is not degraded.

Transforming the reflected field alone is analogous to generating the Fourier transform

directly from the the field with the known offset. In the case of the reflected field, however,

instead of a simple constant offset, the function has a known asymptotic behavior. It decays as

1 We are about to show that adding the source field to the reflected pressure field is analogous
r

to subtracting the offset in the Fourier transform example. In the Hankel transform case we are

actually considering it corresponds to subtracting a term with the same asymptotic I behavior.
r

The difference will decay faster than 1

We begin by considering the Green's function associated with the total field for z0>z.

which is given by:

GT(kp,z,zo) = 4 (4)

The leI 'ki -kA.-) term is the source term. If we rewrite Equation (4) in terms of the reflec-
term

tion coefficient at k0, it will be more clear why adding this term in the transform domain

corresponds to subtracting the asymptotic behavior in the pressure domain. We must use the fact



that for all bottoms 7(k0 ) = -1 (except the degenerate case F(kr) M 1 ). We write Equation

(4) as:

Gr(k,,zzo) - I [(k,) - (5)

As we discussed in Section (IV.3) the asymptotic behavior in the pressure domain is determined

by the behavior at the singularities in the transform domain. [2 1 At k, = k0 the phase term,

e , equals 1 so that unlike the Green's function associate with the reflected field

alone, the numerator of the total Green's function approaches zero as k, approaches the

1 singularity at k 0 . We wish now to determine the contribution of the singularity at

kr = k0 in the total Green's function in order to show that the "softening" introduced by the

addition of the source term has made the associated total field more range limited. We can

bypass a great number of issues by instead considering the asymptotics of the simplified Green's

function:

G-"mP'ei [-1- Iko)e2j t k 2- k,(2)] i Nk ,
(
ro

-
z
)

GTmPe(kr",,Zo) - (ko)e je (6)

By considering Equation (6) we exclude those issues associated with Nr(k,). Our examples

in the synthetic data generation section showed that these terms do not give rise to terms which

1
decay as slowly as -.

r

Equation (6) is the Green's function for a dipole and has the known Hankel transform:

ik oV' 2+(, -0)2 , (,
Pd(r) = e 2e (7)

I.Vr2Vz )2 V~ 2+ -Z_)2

It is well known that this field decays asymptotically as -L and that this asymptotic behavior
r2

begins more quickly when z0 is small than when it is large.

Since the total field will be more range limited than the reflected field, it is better to

transform the total field numerically and subtract the (analytically determined) transform of the

____.
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incident field than it is to subtract the incident field before transforming.

V.3) Sampling

a) Overview

Typically, data is not available on the grid required for processing. In the experiment pro-

viding the data for this thesis, for example, the range values for which the data has been

obtained is determined by the drift rate of the boat and the source away from the receivers. The

individual samples do not occur exactly where we would like them and while the experiment was

designed to provide samples as close to the Nyquist rate as possible, typically the number of sam-

ples on averages is less than we would like. Finally, there are isolated cases of missing samples, a

reality of data collection. Section (V.3b) discusses the issues associated with the average sam-

pling rate. The issues associated with the grid in general are discussed in Section (V.3c).

b) Sampling rate

In Chapter (11.7) we saw that when f (r) is sampled on approximately a linear grid and the

transform:

= p

F (p) = ff (r)Jo(pr)rdr (1)
0

is computed from these samples, then f (r) must be sampled on a grid at least as fine as A In

order to correctly perform the transform for F (p) negligible p>A. In this chapter we consider

the transform of the pressure field, to obtain the depth-dependent Green's function. This

transform has the form:

1U

G(kzz) i (k) iR+, -R(rJ)Jo(krr)rdr (2)

G (kr,z +zo) is negligible for k,>k0 +*1 except possibly near the poles of r(k,) (for some

1) For some small E>O.
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small re) because when k, >ko, it decays exponentially. Consequently when there are no poles in

r(k,) for real k, then the pressure field need only be available on a grid as fine as R with

A

A m ko-e to accurately determine G (krz +zo) in the region O<k, <k O. If we wish to obtain

G (kr ,z z0 ) in the region where it is exponentially decreasing (k,>k 0), however, we must saw-

pie fast enough to represent the signal in that region as well.

If a pole is present in F(kr) at kr = kr, the Green's function will be significant near k,,

despite the exponential decay. If the presence of the pole is ignored and the field is transformed

on the grid -, then the pole will be aliased into the Green's function at lower wave numbers.

If there is only one pole present we can write the Green's function, G (k,) (we suppress the

z variation) as:

G(k,) - (k,) + a 1  for k,>k (3)
k 2 - k, 2

The results of Chapter (11.7) show that if the pressure field is transformed on the grid k, then.

the aliased Green's function computed will approximately be given in the region O<kr <k by:

((k,) = G(kr) - /2ik/tr-IG(2k-kr) ( (k,.) - -k/kr-I a(4)(2k -k, )'-k,;

so that the Greens function at 2k 0- kr will be corrupted.

If the amplitude, a -1 is very small (which would be the case for large source-receiver

geometries) and some smearing is present due to windowing (the field is not measured out to

ranges where the trapped mode dominates), we may not see the pole's effect and it can safely be

ignored.

In general the possibility of trapped modes must be considered before deciding upon a sam-

piing rate, particularly in geometries with small source-receiver heights. For such geometries it is

not always sufficient to sample at

tj

JFi
V3
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c) Sampling grid

When data is not available on the grid required for processing we must first interpolate.

Successful interpolation is possible only if the signal is adequately represented by the original

samples. If we know only that our signal has a Hankel transform which is negligible beyond

some bandwidth, A, then the signal is adequately represented by samples on the grid .- n for

C

C -A and where Xn n = 0, 1, 2, are the ordered zeros of J0(r). [2 ] This is true in

theory. In practice, if the the samples are not originally spaced as required, it may be impossible

to actually perform the interpolation onto another grid. If the samples are only available on the

X,
grid C with C <A, then it is not possible to interpolate without making additional assump-

tions.

We will show that for the class of pressure fields examined, an additional assumption seems

reasonable. This assumption makes interpolation possible even when the sampling rate is slightly

too low. We will assume that the magnitude and phase of our pressure fields are smooth com-

pared to their quadrature components. Figure (V.3c. 1) shows the magnitude of the pressure field

associated with a point source over a pressure release bottom. Between calculated points the

curve varies so little and so regularly that a plot of the points appears to be a smooth line. Fig-

ure (V.3c.2) shows the result of first subsampling the points plotted in Figure (V.3c.1) (which

were available on the grid - ) by a factor of two, and then interpolating back onto the original

grid using splines. 1 The differences between the two curves are negliginle.

We can compare this successful interpolation to the result of subsampling the quadrature

components, spline interpolating, and computing the magnitude. The result of this operation is

shown in Figure (V.3c.3). The apparently smooth line comes from the subsampled set of values

which the splines was constrained to match in the quadrature components. It actually consists of

1) Splines were used because the original grid is given by Xe/A , where X, are the ordered zeros of
J0 (X ). This grid is uneven and makes other interpolation schemes less desirable.
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every other point of the displayed curve. The surrounding scatter is the magnitude of interpo-

lated points supplied by the splints. Clearly, splines did not successfully interpolate the quadra-

ture components.

Figure (V.3c.4) shows the phase of Figure (V.3c.1) computed by

tan [S-r (1)

where Pi is the imaginary component of the field and P, is the real component. The rapid vari-

ation in 0 suggests that it is not adequately represented by the grid upon which it is presented. 0

is not the only representation of the phase of the pressure field, however.

d) Unwrapping the Phase

The phase displayed in Figure (V.3c.4) is the principal value of the phase, often referred to

as the wrapped phase. The wrapping comes about because of the ambiguity concerning which

phase should be asmciated with the quadrature components. If 0 satisfies

Me te = P, + i Pi (1)

then so must 0 + 2irm where m is any integer, since

MeI(O + 2u n) = Meiee2i ,m = Meie = Pr + ipi (2)

Given just P, and Pi there is no way to determine the correct value of m. The arctan routine

used by Fortran follows the convention of choosing m such that

-r < 6 - 0 + 2,m < ir (3)
The output value A is the principal value of the phase, or the wrapped phase.

If the phase of the pressure field were approximately increasing at a rate of koR where

R - Vr 2 + (z - rO) 2 and the field were sampled at the Nyquist rate of 1/2k0 , then the phase

difference between samples would be roughly ir and the wrapped phase every sample or two

would suffer a jump to a different m in order to satisfy the condition -ir < 0+27rm < ir.

This would obscure any underlying regular behavior that we expect from most physical

phenomena. These frequent jumps are responsible for the rapid oscillation apparent in the phase

./
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of Figure (V.3c.4). We wish to compensate for the wrapping that takes place when the principal

value of the phase is generated. To do so we must make use of our knowledge of how the phase

is varying from point to point. Io

We conjecture that the phase of the total field is dominated by a component at the water

wave number associated with the dominant specular path and that the remaining portion of the

phase is slowly varying compared to the sampling rate. We write

PT(r) M(r)e r e(r ) (4)

where M (r) and O(r) are real, and write

O(r) k0R +e(r) (5)

where R -- Vr 2 + (z-Zo)2. We will call k 0R the modeled portion of the phase and F(r) the

residual phase. We are going to show that as long as the residual phase is sampled fast enough,

we can reconstruct the true phase.

In this notation the difference in true phase value from sample to sample can be written:

st 0(r.) - 0(r,.) k 0 (R - R._I) + e(R.) - F(,R._.) (6)
so that

0(r.) - 0(r.-) - ko(R, - R.-) = e(R.) - e(RO._ 1 ) (7)

Precisely stated, our requirement that the residual phase be slowly varying compared to the sam-

pling•rate is:

IE(R,) - e(R._) I <7r for all R, (8)

To unwrap the phase we first form:

)- O(,.1) - ko(R, - _)

- 0(r.) - m.27r - O(r._ 1) - m.- 121r - ko(R. - R.-I)

- 0(r.) - O(r.- 1) - 2w(m,, - m.-I) (9)

- e() - j -

from the measured data. We now do the unwrapping by defining m 0 -0 and picking the

intagmem, ma, (n 1,2, ) sequentially to satisfy:

AV
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k- R(r,) - 1- R-) -
21rn. - In _) = in,,- (R, i) < r (10)

and define the unwrapped phase to be:

O~r^ ---O~rn -,(mn,)2, (1

Figure (V.3d.1) shows the result of running this algorithm on the phase of the synthetic

data with magnitude shown in Figure (V.3c.1) and wrapped phase shown in Figure (V.3c.4).

The resulting phase is dominated by the linear term k 0R we defined in our model. Figure

(V.3d.2) shows the residual phase. The smooth and small variation of the residual phase over

the intervals [_ - . r,] for all n, is a strong confirmation of our phase unwrapping assump-

tion.

Figures (V.3d.3a) and (V.3d.3b) present the magnitude and residual phase of the fast bot-

tom example of Section (IV.3a). For this example, too, the residual phase is well behaved.

Figures (V.3d.4a) and (V.3d.4b) present the magnitude and residual phase of the slow

speed layer example of Section (IV.3b). For this example, too, the residual phase is well

behaved. The field in this example' was shown to be dominated in the far field by the contribu-

tion due to the pole beyond the water wave number. The upward slope of the residual phase

apparent in Figure (V.3d.4b) reflects the fact that this pole is contributing the dominant com-

ponent to the phase (in the far field) which is slightly larger that the kOR term subtracted out.

e) Interpolating the magnitude and unwrapped phase

In Figures (V.3c.1) and (V.3c.2) we showed that the magnitude of the dipole field could be

up-sampled from the grid to ---. In Section (V.3d) we saw that the unwrapped and resi-

dual phase components enjoy smooth, regular variation ideally suited for interpolation. Figure

(V.3e.1) shows the residual phase for the dipole field up-sampled from the L' to the LT grid.
1 2

xn

It is indistinguishable from the residual phase generated on the - grid shown in Figure

(V. 3d. 2).
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We now show that for the dipole field we can actually interpolate the magnitude and

unwrapped phase to increase the sampling rate of the quadrature components of the field. This

allows us to determine the Green's function to a higher horizontal wave number than the

Nyquist criteria applied to our original sampling scheme would have us believe.

We recall from Section (11.7) that if the pressure field for the dipole on the grid were

1

tr formed and displayed in the range O<k,<2 the result would be severely aliased and com-

pletely inaccurate in the region 1 <kr <2. To obtain a transform accurate on O<k, <2, the qua-

X.
drature components must be at least sampled on the grid -. We can still obtain the transform

in the range O<k, <2, never-the-less, by interpolating the field onto the grid - through its

magnitude and unwrapped phase. Figures (V.3e.2a) and (V.3e.2b) show the magnitude and

phase of the transform generated by such a procedure. First the magnitude and residual phase of

p (-f-) were generated. These were up-sampled as just discussed. From this up-sampled magni-

I [ tude and residual phase (and the modeled, k 0R, portion of the phase) the associated quadrature

components were generated. This was transformed. Figures (V.3e.3a) and (V.3e.3b) show the

magnitude and phaw of the Hankel transform ofp (!) generated without interpolation. Only

smal differences in the magnitude are apparent. The phase curves also display only small differ-

ences though in the inhomogeneous region (where the phase is oscillating rapidly as evidenced by

the two parallel lines) the small difference has caused a slightly different picture of the oscilla-

tions. By contrast, Figures (V.3e.4a) and (V.3e.4b) present the magnitude and phase of the

Hankel transform of p(-) up-sampled by direct spline interpolation of its quadrature com-

ponents. Clearly, once again, a direct interpolation of the quadrature components did not work.

We apply this scheme for interpolating the magnitude and residual phase to the field of the

fast bottom example of Section (IV.3a). We first generate the magnitude and unwrapped phase
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Xi

of p (-), interpolate up to the grid - generate the quadrature components, and then

Hankel transform. The magnitude and phase of the result is shown in Figures (V.3e.5a) and

(V.3eSb). The magnitude and phase of the correct transform (of p(--) generated without

using this interpolation scheme) is shown in Figures (V.3e.6a) and (V.3e.6b). We see that the

Hankel transform of the up-sampled data and the Hankel transform of the data originally avail-

able on the fine grid do not agree exactly. Figures (V.3e.7a) and (V.3e.7b) present the magni-

tude and phase of their complex difference and Figure (V.3e.8) presents the magnitude of the

Hanke transform of that complex difference. This transform represents the errors made in the

pressure domain by our up-sampling procedure that gave rise to the error in the Green's func-

tion. We see that practically all the error energy was concentrated at the origin. This error could

be due to a breakdown in our phase unwrapping assumption near the origin or to a poor han-

dling of the rapid change in magnitude by the splines. This problem can be corrected by a dense

sampling of the original field near the origin so that there is no room for interpolation error •
the.

f) Phase nwrapping errors

At this point we consider briefly the kinds of error that might be expected when the

assumption underlying this phase unwrapping technique is violated. If for some n

IS(R) - O(R._-1) - ko(R. - R. -1) J > ,()
the wrong m, will be chosen. From that point on, each mk (k = n, n + 1, • ) chosen by the

procedure will also be wrong by the same amount. A plot of this error is a step function of

height A, - m, centered at n as shown in Figure (V.3f.1). If multiple violations occur, the

wro will look like the sum of step functions as illustrated in Figure (V.3fX2). The snoothness

apparent in the residual phase in all of our examples suggea that no errors have occurred.

N the phase unwrapping scheme is used to interpolate the field, these errors are not serious.

As part of the interpolation procedure, the quadrature components are regenerated from the

4

.A
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interpolated magnitude and phase. The error curve shown in Figure (V.3f.2) would have no

affect on the quadrature components regenerated from the unwrapped phase. In general, after

the interpolation, the error curve will not be a imple sum of steps but will be smeared by the

interpolator. This will usually affect the quadrature components. If the interpolator is well

chosen, the leakage will be small and limited to the area near the error. Finally we note that

erros in the phase unwrapping scheme will occur when the unmodeled portion of the phase is

varying rapidly between samples. When this happens the interpolator is likely to have difficulties

even without errors in the unwrapped phase and this scheme is probably not appropriate.

V.4) Windowing

In Section (1I.6) we stated that in terms of resolution the Hankel transform behaves very

much like a Fourier transform. We wish to consider the resolution required to generate the

Green's function and the window that this implies.

The total Gree's function is given by

GT(k,,r) = i r(k,)e1'"'k2-+o + e I when z-kg2(1

The most rapid variations in G, (excluding possible poles in the reflection coefficient beyond the

water wave number) occur near k, - ko. When r(k.) is smooth compared to_ I,.)
e Ik - -k,2(2 +go)

the rapidity of these variations is dominated by the - term. With a windowed

sample of the pressure field we can not hope to determine the exact behavior of G at k, = k0,

when z +z0 is large the rapid variation in G is due to primarily the ei'4-' 'z +) term. We

can obtain an ad hoc estimate of the resolution we require by considering the lobe widts associ-

ated with the phase for k, near ko.

That is we define k,,, by the relation:
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\/iji, 0(z + z0 ) n w (2)

and define the lobe, 8. by:

). = krn-I kron(3)

If we us (ko-k,,.)(ko+k,,,) = ( n=)2 then when k,,. - k we have:
z +z 0

(ko-k,,,,) --- y ' (4)

and

I 24--2 (n2-( -_1)2) 1 ]2

2*0 [z--zoJ (n goz+z 0 J2+I
Section (II.6c) indicates that the required window width, B, is related to the desired resolution

approximately as:

B _.= 3(z+zo)2  (6)
8 w2  2ko 2n-1

Thus to resolve the lobe doses to k when z +z 0 = 136 and k 0 = .9246 we require a win-

dow of about:

B- 3*136 2 ( 1 = 3* (1013)= 3040 meters (7)

1 iJ(2)(9246)

V.3) Source-Height Variation

a) General expression

The procedure proposed to estimate the plane wave reflection coefficient, r(k,), and

shown in Figure (V.1.1), requires that the pressure field be measured with the source at a fixed

height, z 0 . [11 Frequently, experimental conditions cause the source-height to vary. In this sc-

tion we will explore the effect thiat a varying source-height has on the estimate, t(k,).

Instead of considering the effect of a varying source-height on the estimate for the plane

wave reflection coefficient directly, we will conader its effect on the depth-dependent Gree's

function given by:1

1) We wMll suppan deponsos of the d@p&.depmdmt Onm's frea.on an md 2O.

I •, .. .. .. •.•.... .
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G(k,) = fPR(rz)Jo(kr)rdr = i(kr) £V/T-(z+O()

which is the Hankel transform of the reflected pressure field. By considering the effect on the

depth-dependent Green's function we can make use of the properties of the Hankel transform

that we derived in Chapter H. The plane wave reflection coefficient is determined by multiplying

the estimate of the depth-dependent Green's function by terms which compensate for the source

strength and the source-receiver separation as was shown in Equation (V.1.2).

We consider the effect of a source height given by

zo(r) - zo+h(r) (2)

p To explore the effect of Hankel transforming a pressure field measured at a source height that is

a function of range, we write the Green's function estimated by Hankel transforming this field

as:

6 (k,)=

+p (r z (r))Jo(kr)rdr

I - i L a iAT-2 (, +lo4*())Jo(tr )td IJO(kT)rdr

We now define:

H(k,A) - t ")Jo(t)j (k, )Mr (4)

which with (3) becomes:

cd(k,) =f ()H(k,,t)dk (5)

0

Equations (4) and (5) exactly describe the effect that source-height variation has on the

eimate of the depth-dependent Green's function. As written, however, they do not provide

much insight into what variations are tolurable or into the qualitative effect of source-height vari-

- ation. To provide us with this insight we develop an approximate expression for H(kr,k) by



-168-

using the windowing result of Section (11.6). We do this by considering e as a win-

dow. The result will be reasonable provided that the Fourier transform (in r) of e I V -_ (42 is

narrow, as discussed in Section (II.6b).

We write

H(k,,k) - 4fei'h(r)Jo(kr)Jo(k,r)rdr with ( -- (6)
0

B(kr -6)
The Hankel transform of Jo(tr) equals k- 0 so that:

V-rH (kr,t) = t (Nk/B(kr ,-) )*Wt(k,)l = VkWt(kr -t) (7)I kJ
where

W r(k,) f l V / - 2h(r) e ik r dr (8)

This provides us with approximate expressions for the kernel, H (k,t), and an approximate

expression for the estimated Green's function in terms of the actual Green's function:

H (kg , )  r . W4, -(t)

(9)

(k1) 1fV.4- (9)W(kr-t)d ,
2C (k, o

In the following sections we apply this result to some special cases.

b) Particular variations

1) No source-height variation

When the source-height is constant, h (r) 3 0. For this case our approximate result above

gives Wj(k, -) 2irb(k, -4) and C (k,) = G (kr), which is as we would expect.

U) Linear source-height variation

If the source-height varies linearly then h (r) = ar and

I'



W4(k,) = ' dr  2r(k, +a *k 2)1. This gives us

To evaluate the integral we have to simplify the argument of the delta function. We define

s -a +'o _/ t 2, so that

s + \-s2-(T+a2)(32_a2 2 )

1+a 2 
(2)

Substituting into Equation (1) we have:

6 (k,) fNr~j( [s )8(kr -s)d
V-7C 2a 2 +4-5

= .G (4 ) - o-p 
(3)

P 2a2+g0-O

Where

t, Vt- ( +a2) (k-2 2
k V/k. (+a ak,to = +a.2

a 12+1

assuming that to is real. We see that C(k,) is a distorted version of

G .+ %2 +1k2 -k2J. This approximate analysis also correctly indicates that as the

slope of the linear variation, a, goes to zero 6 (kr) goes to G (k,).

I1) Sinusoidal source-height variation

When the source-height variation is given by

h (r) =ae lap 1

then

=) =dr (2)

/
, I
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with w - a V -t 2 .

To perform the integral in Equation (2) we expand the exponential in its Taylor series to

obtain:

Wt(k,)= fy. e '-mn=O n! ekrd

_ f e'-e.dr (3),=O n ! -,

=2i w ;. 8(kr-not)

We use this to determine the effect of the real cosinusoidal variation:

h(r) = ae1 r + ae-r (4)
2

Substituting (4) into Equation (V.Sa.8), for cosinusoidal variation Wg(k,) is seen to be given by:

I!i/ij~g2Ai i/' -ti2!e ak, r
W fk,) = e 2 e 2-e dr (5)

Equation (5) is the Fourier transform of a product of terms in the form of Equation (2). Conse-

quently we can write Equation (5) as the convolution of terms in the form of Equation (3):

Wtk, 17 ' __ 1 LL ( - n& aj) 1L!(kr+nz)lw (,) = t . ( n k, 1 f.on! r j

L (6)

If we perform the integration (V.5a.9) we obtain:

a~k,) = kj,>k,_- (n -,n- )c' -(

G(k) 1 >,n -m)''' (k,-(n-m (7)

The cosinusoidal source-height variation with an amplitude, a, and a frequency ci, has the

effect of reverberating, or comb filtering, \/k'?G (k,) in two dimensions. The impulses of the

required for this case.
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filter are spaced at the variation frequency cL. The .weightings, which we define to be

w (kr m ,n), determine the envelope of the reverberation. They depend on the amplitude, a:

.kr J{ ia V.i -0

w (kr ;m ,n ) M 2 (8)m In ! M n (8

We can write the estimate for the Green's function in terms of these weighting functions as:

kr >(n -m ) w (k, -(n -m )ct ,n)N/k, -(n -m )aG; (k, - (n -m)) 9

The weighting functions, w (kr - (n-m )a;m ,n), are greatest when m = n = n,, and

decay rapidly from that point in m and n. This result can be shown by replacing the factorials in

(8) with Stirling's approximation (excellent even for small n: n! V 2 t ) and defining

x a V/6-Tj- The weighting functions then become:
2

w(k,;m,n ) L -{ .} I {xe) (10)

The In term has its maximum at m =x. and falls off in m with greater than geometric

1 /

decay. The " term pulls this maximum only very slightly lower.
77

The result is that w (k,;m ,n) is large for m, n =-- _0 ? and small elsewhere. When
2

-VkOk2a 1 a2I <<1 we can ignore the (n-m )ot term in (9) so that (k,) is given2 112 1

approximately by

(01) k (p ., ,--=)& (k,-(n- ] (11)

By defining:

#.j.~~'S C M. - ~.-.h aee
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"M+"
(-I)l J k-k'V k

C (k, ;n M (i) (12)
M=MaX(o-1t) M (n -m )

we can obtain the result, valid for ac «Z I that

A perspective plot of C(k,,n)4(i)." is presented in Figure (V.5c.la) for the case a = 3

and ko = .9246159. The back of this figure corresponds to k, = k0 and consequently k, 0.

The Green's function in this region corresponds to plane wave components of the field which are

directed entirely in the radial direction and which do not vary in z. Figure (V.5c.lb) presents

the slice of Figure (V.5c.la) corresponding to this region, C (ko,n). C (k 0 ,n) is zero everywhere

except at n = 0, where it is 1. Referring to Equation (13) we see that the degraded estimate of

the Green's function at k, = ko is given by:

G (k0) = 1(o,.)Vko-.,aG(k,-n a) (14)

,7~ko V~~k~a

Substituting for C (ko,n) in Equation (12) we see that

r (k 0) = G (k 0) (15)

The portion of the spectrum, k, =k 0, corresponds to field components that do not vary in

z. It is reasonable, then, that the cosinusoidal source-height variation did not affect that portion

of the angular spectrum.

In Figure (V.5c.la) moving forward towards the leading edge corresponds to decreasing k,

and increasing k,. With decreasing k,, C (kr ,n) becomes increasingly less impulsive, indicating

greater amounts of degradation. Figure (V.Sc.lc) presents the slice C(0,n). This slice

corresponds to that portion of the angular spectrum which has the maximum amount of vertical

variation. In Figure (V.5c.lc) the value C(0,0) is not even as large as the adjacent values,

I , i
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C (0,-1) and C (0,1). The Greens function will be degraded by cosinusoidal source-height vari-

ation in this region.

Figure (V.5c.2) presents a perspective plot of C (k ,n)/(i)" for the case a = 12 and

k0 = .9246159. Once again C (ko,n) is the discrete delta function, 8(n ), and the Green's func-
2 -2

tion will not be degraded at kr = ko. Because a is larger now, I-V k 2 of Equation (12)2 0 r

grows more rapidly as kr becomes smaller than it did for a = 3. As a result the figure shows

that serious degradation begins for kr much closer to ko. The increased amplitude, a, has

resulted in an increased amount of. degradation. The product, ak, = a ik'2- 0, determines

the severity of this effect.

We note also that because of the (i )' factor in Equation (12), the phase of C (kr,n)

increases by -- with each n. This suggests that cosinusoidal source-height variation may dramat-

ically affect the phase of the estimated Green's function, 0 (kr), even before it significantly

affects the magnitude.

Thus we have seen that the effect of sinusoidal source-height variation is to comb-filter the

estimate of Vi/Cr; (k). The spacing between impulses in the comb filter is the frequency of the

source-height variation. The amplitude of the source-height variation and the vertical wave
)

number, k0 -k 2 , together determine the weightings of the impulses. When the product of the

amplitude and the vertical wave number is small, the only contribution comes from the low lag

components. As this product increases, the higher lag components begin to contribute and the

comb- filtering will become increasingly apparent. If the frequency of the source-height variation

~is very low, causing the spacing of the impulses in the filter to be very small, the degradation

will appear as a smearing.

V.3) Summary

In this chapter we have studied the issues associated with the inversion of pressure field£
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~A
[.. data through the Hanke transform to estimate the depth-dependent Green's function and the

t. plane wave reflection coefficient. We have developed a phase unwrapping procedure that allows

us to interpolate the magnitude and unwrapped phase and thereby determine from the set of

field samples available, the values of the field at the ranges we require for processing. We have

also shown that it is better to estimate the total depth-dependent Green's function from the

Hankel transform of the total field, and to later remove the affects of the source. Finally, we

have examined the effects of source-height variation to help us understand the possible degrada-

tion that this effect would would introduce into the depth-dependent Green's function estimated

from real data.

We are ready to perform a preliminary processing of real data.
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CHAPTER V')

Inverting Real and Real'stic Data

In Chapter V we described the procedure for inverting coherent field measurements arising
in response to a CW point source, to obtain the plane wavt ref'ection coefficient. In that

chapter we addressed some of the practical issues that must be faced when rezI data is to be

inverted. In this chapter we perform a preliminary inversion of real data. [I ] To help interpret

the results, in parallel we invert data generated synthetically for a realistic geometry and set of

bottom parameters.

The real data that we invert was obtained by 0. Frisk, J. Doutt, and E. Hays in 1981.

The associated experimental geometry was described in Section (1.6) and is presented again in

Figure (VIA). We will be using the data obtained from the lower receiver shown in this figure.

In Figure (VI.2) we present a velocity profile and density parameters for a bottom that we

believe is comparable to the bottom where the real data was taken. We use this geometry, velo-

l |city profile, and these density parameters to generate the synthetic data of this chapter. This

synthetic data is generated using the hybrid procedure described in Chapter IV and the numeri-

cal Hankel transform that was described in Section (111.7) .1 [2 1 The efficiency of this Hankel

transform algorithm made it possible to obtain high quality results over a large range that would

otherwise not have been practical.

We begin by generating the synthetic data for this geometry and bottom. We use the

numerical procedure described in Section (1V.2) to generate the plane wave reflection coeffi-

cient, r(k,), as a function of horizontal wave number. Its magnitude and phase are presented in

Figures (VI.3a) and (VI.3b). We see that a pole is present in '(fk,) beyond the water wave

number, This pole is due to the low speed channel just below the water-bottom interface.

Because the source-receiver height is large, this pole will contribute an insignificant amount to

1) This algorithm was implemented in Fortran on a VAX-11/780 by Mike Wengrovitz.
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the pressure field and need not be removed as was done in Section (iV.36). Consequently we

can generate the field with the hybrid procedure described in Section (IV. 3a). The magnitude

and residual phase of the amodated synthetic field are presented in Figures (VI.4a) and (VI.4b).

In these figures very little high frequency ripple is apparent even at large ranges, implying that

the field is indeed adequately represented and not suffering from spatial aliasing.

Figures (VI.5a) and (VI.5b) present the magnitude and residual phase of the synthetic

field after inclusion of the incident field. The regular behavior in these plots suggests that the

magnitude and residual phase are good representations of the total field. As further confirma-

tion of the validity of the total synthetic fields generated for this example, we present the output

of a ray program that was ran for this profile in Figure (VI.5c). 1"2 The two synthetic fields are

in good agreement except in the region of the caustic, 1500m < r < 2000m, where the ray

method is known to be inaccurate.

Figures (VI.6a) and (VI.6b) present the magnitude and residual phase of the real data

(which includes the source field). In the region beyond the first hundred meters, the magnitude

and residual phase of the real data behave regularly, which gives us confidence in them. The

interference pattern apparent in the magnitude is similar to that of the synthetic data. The zeros

in the magnitude are well matched by the the changes in the residual phase for large ranges. The

first few hundred meters of the residual phase, however, looks significantly different from the

residual phase of the synthetic field. In this region, changes in the source-height have their

greatest effect on the measured field because the geometry is most significantly affected by
S.:

rmce-height variation in this region. We recall that the residual phase is given by:

^8(r) -koV~z)ei.(,) =()- 2 (1)

Tho large negative slope of the residual phase for low ranges could be due either to an estimate

of k e which was too large, in which case the residual phase would display a negative phase

everywhere, or to an estimate of (,-, 0)2 which was too large. We believe that this

1) But with a idhty dlMerest oarm huiht of 125 meten rather than 135 metes.
2 1 w1sh to tmk Jim Dntit for ptovdia this ipthaeti field.

M"t
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uncharacteristic behavior is due to imperfect knowledge of the source height in that region. The

gentle negative slope of the unwrapped phase for the real data for !arge ranges is probabiy due

to a slight overestimate of the water wave-number, ko .

Before we attempt to invert the real experimental data to estimate the depth-dependent

Green's function two major factors must be considered. First, the experimental data is available

only over a finite range and second, it is available only at discrete points which are not spaced

properly for our processing. The first issue can be resolved by referring to Chapter V where we

showed that for the source-height and geometry used to obtain the experimental data, it was only

necessary to know the field out to about 3040 meters to minimize the degradation due to win-

dowing. The experimental data is available to 6000 meters. We believe, therefor, that window-

ing should not prevent its successful inversion. The second issue can also be resolved by refer-

ence to Chapter V where we showed that by interpolating the magnitude and unwrapped phase

it was often possible to translate the pressure field data available on one set of ranges to another.

We will use the procedure developed there to interpolate the experimental data onto the set of

ranges that we require for processing by the Hankel transform. In parallel we will process the

synthetic data. The processed synthetic data provides a useful measure of the success of our pro-

cessing because the depth-dependent Green's function that we obtain can be compared to the

true depth-dependent Green's function which is known for the synthetic data, and presented in

Figures (VI.7a) and (VI.7b).

Figures (VI.8a) and (VI.8b) present the magnitude and phase of the Green's function cal-

culated by processing the synthetic data. The synthetic data was originally available on the grid

n w n = 0, 1, 2, It was linearly interpolated (through its magnitude and unwrapped

phase as described in Section (V.3e)) onto the grid required for processing, A for

n = 0, 1, 2, with A = 1.2 and where X n = 0, 1, 2, • are the zeros ofJ 0 (x).

The agreement between the estimate of the synthetic Green's function obtained by process-

ing the synthetic field and shown in Figures (VI.8a) and (VI.8b) and the true Green's function
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for the synthetic data shown in Figures (VI.7a) and (VI.7b) is xceient, particularly the agree-

ment in the magnitudes. The phases differ slightly for low horizontal wave numbers We believe

that this is due to small errors in the synthetic field for low ranges. The phases differ dramati-

cally in the evanescent region beyond the water wave number, where the magnitude of the

Green's function is very small and consequently the phase is probably dominated by noise. The

agreement in general between the true Green's function for the synthetic data and the Green's

function estimated from the synthetic data is excellent, however, and confirms the results of

Chapter V which indicated that for the sampling rate and range of values over which the data is

known, it should be possible to determine the depth-dependent Green's function.

Figures (VI.9a) and (VI.9b) present the magnitude and phase of the Green's function cal-

culated from the real data. Except for low wave numbers, the magnitude of this Green's function

displays many of the features of the synthetic Green's function, including the same overall
I

envelope due to the - source spectrum term, and the interference pattern arising from
Vk~ k.2 0

the interaction of that portion of the Green's function associated with the source and that portion

associated with the reflected field. The total Green's function also decays rapidly at the water

wave number, as it should due the the e i l
k Iz~ 0

l migration terms. In the evanescent

region, k,> k0, we see only noise, comparable to the noise we see superimposed upon the rest

of the spectrum.

At low horizontal wave numbers the Green's function for the real data does not look like

the Green's function for the synthetic data. Very near the origin we see a large peak not

apparent in the total Green's function for the synthetic data. This peak is probably due to con-

centration of noise power there by the Hankel transform as discussed in Section (11.8). For

slightly larger wave numbers the magnitude displays a jagged appearance not seen in the total

Green's function for the synthetic data. In this region, tne stationary phase approximation for

Off the Sommerfeld integral is fairly good, allowing us to associate the behavior of the Green's func-

tion at low horizontal wave numbers with the behavior of the pressure field at low ranges. The
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uncharacte:istic behavior of the Green's function at low howuizon.al wave numbers is consistent

with the uncharacteristic behavior of the residual phase that we observed for low ranges and may

be due to variations in the source-height. Some of this apparent jitter in the Green's function of

the real data may be due in part to variation in the source-height. A rough sampling of the

source-height over the course of the experiment was available from the experimental records.

We interpolated between available samples using splines to obtain a rough estimate of the

source-height variation present during the course of the experiment. The result is presented in

Figure (VI. 10). This curve is sufficiently similar to the sum of the two low frequency cosines dis-

cussed in Section (V. 5b.iii) to qualitatively interpret the effect of source-height variation for this

experiment in term of the results presented there. The analysis of Section (V.5) shows that

sinusoidal variation in the source-height causes the estimated Green's function to be a rever-

berant version of the true Green's function, particularly for low k, corresponding to larne k,.

Because the frequency of the variation is very small, the main effect is to smear the estimate of

N/7G (kr). As stated in that section, the phase of the estimated Green's function might be more

seriously corrupted than its magnitude. The phase of the depth-dependent Green's function

t estimated from the real data and shown in Figure (VI.9b) does not strongly resemble the phase

of the synthetic Green's function. The overall good appearance of the magnitude of the total

Green's function and the poor appearance of it phase is consistent with the the degradation that

would be expected from source-height variation.

Figures (VI. Ia) and (VI,11b) show the magnitude and phase of the plane wave reflection

coefficient generated from the Green's function calculated from the synthetic data and shown in

Figures (VI.8a) and (VI.8b). Figures (VI.12a) and (VI.12b) present the magnitude and phase

of the plane wave reflection coefficient calculated from the Green's function for the real data.

The estimate for the reflection coefficient for the real data does not appear to be a good one at

this time.

Because the plane wave reflection coefficient is obtained from the total depth-dependent

'N", 
. .~ . .
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Green's function by first coherently subtracting the source contribuion and Lhen muiliplying by a

term with a rapidly varying phase (e- 2 -  ) errors in the phase of the total Green's

function would seriously degrade the estimate of plane wave reflection coefficient. The estimate

for the reflection coefficient is probably much worse than the estimate for the Green's function

because of the phase errors in the estimate for the total depth-dependent Green's function.

In conclusion, we believe most of the error apparent in the Green's function for the real

data to be due to variation in the source-height near the origin. Direct evidence of this is the

anomalous residual phase variation in the region r < 300 meters. The error in the estimated

Green's function for very small horizontal wave numbers is probably due to additive noise. The

errors in the estimated reflection coefficient are probably due to imperfect knowledge of the

source-receiver geometry that affects the coherent additions. Overall, however, we are greatly

encouraged by the good appearance of the magnitude of the total depth-dependent Green's func-

tion determined from the real data. The interference structure and the overall envelope suggest

that we are very close to being able to estimate the plane wave reflection coefficient from real

1 ~data. Work still needs to be done to compensate for the effect of source-height variation.

The potential returns from the successful inversion of pressure field data to obtain the plane

wave reflection coefficient are enormous. Such a successful inversion is a vital step in the process

of inferring the physical parameters of the bottom from acoustic measurements. [3,4 ] The abil.

ity to make such inferences is of great interest to oceanographers and to exploration geophysi-

cists. A successful inversion would also make it possible to predict the fields associated with an

arbitrary source-receiver geometry from one set of measurements. T-h,' would greatly facilitate

acoustic imaging in the ocean.
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CHAPTER VII:

CONTRIBUTIONS AND FUTURE WORK

Vn.i) Contribuions

In this thesis we have studied both the numerical generation of synthetic pressure fields

from the plane wave reflection coefficient and the inversion of measured pressure field data to

estimate the plane wave reflection coefficient. We developed and implemented algorithms that

efficiently generate high quality synthetic fields. We studied the major issues affecting the inver-

sion of experimental data and were able to estimate the depth-dependent Green's function from

measured data taken in the ocean with a high degree of success. We isolated source-height varia-

ton as a major factor preventing the successful estimation of the plane wave reflection coefficient

at this time.

As a foundation for our studies we explored the Hankel transform in depth. In Chapter II

we derived a number of important properties including the effects that windowing and sampling

a function have on its Hankel transform. Our sampling results show that the associated degrada-

tion is often a more severe problem for the Hankel transform than for the Fourier transform. In

1
particular it can seriously degrade synthetically generated pressure fields which decay as - or

r

even more slowly and its effect should always be carefully considered.

In Chapter 1 we also studied the noise p roperties of the Hankel transform. We showed

that if a function is sampled on a square root grid in a noisy environment, its Hankel transform

will have superior noise properties more characteristic of the underlying two dimension Fourier

transform which the Hankel transform represents in the presence of cylindrical symmetry.

In Chapter III we considered a number of numerical techniques for performing the Hankel

transform. We presented new results strengthening existing procedures such as the asymptotic

and backimear methods as well as an efficient, exact method developed as part of this thesis.

In our development of algorithms to generate high quality synthetic data we presented a

N' - - - - - - - - - - - -.-
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number of hybrid numerical-analytical techniques that greatly improve the quality of synthetic

data. In the course of developing a technique that can adequately handle the effects of guided

modes in slow speed layers under the ocean bottom, we derived an expression that may be of use

for developing field expressions in modal expansions required to be accurate ink both the near

and far fields. We also presented a well behaved numerical procedure for implementing the

Thonison-Haskell approach for generating the plane wave reflection coefficient.

In Chapter V we developed the major issues affecting the inversion of measured field to

obtain the plane wave reflection coefficient. On the basis of this development we were able to

identify the sources of error in an asctual inversion. The phase unwrapping and interpolation

results presented in this chapter also significantly improved the results of the processing of the

experimental data in Chapter VI.

In Chapter VI we performed a preliminary inversion of real data to obtain estimates for

the depth-dependent Green's function and the plane wave reflection coefficient. The results

presented in this chapter represent a significant advance towards the complete inversion of meas-

ured pressure field data to obtain the plane wave reflection coefficient. We were able to generate

a good estimate for the depth-dependent Green's function and were able to associate the effects

of source-height variation with the degradation in the estimate for the plane wave reflection

coefficient.

At this point work is continuing towards the complete estimation of the plane wave reflec-

tion coefficient from real data. The foundations laid by the work presented in this thesis provide

a strong base for hature work in this area. In addition they suggest research in a number of

related areas. Sonme of these are presented in the next section.
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V11.2) Future work

a) Cylindrical to Cartesian Coordinate Systems

In this thesis we have dealt with problems cast in a cylindrical coordinate system. In that

coordinate system the familiar Fourier transform of cartesian systems became the less familiar

Hankel transform. In that coordinate system the clean properties of additive white Gaussian

noise through the Fourier transform were obscured obscured until a square root grid was intro-

duced. In that coordinate system windowing and aliasing approximately affected Vrf (r)

instead of f (r). In that coordinate system the familiar impulse 8(x) became B(x). In that
X

82 2 82 1
coordinate system the 2 operator became V2 a - + -- L so that the operator which

8x2  ar 2  r ar

nulls a pole in a cartesian coordinate system:

+ P2 f(X) = 1_ L + P212 I e'Pj2 f -. _P' e"'dp = -6(x) (1)

became the less familiar:

r) 72+ 2 2 J•(pr)pdp f 2 Jo(pr)pd p 8 (2)
0O P -Pi -- r

In short we frequently found that familiar problems in a cartesian system became more difficult

when caste in a cylindrical coordinate system. The reverse is also true, however. In Section

(111.7) we developed an efficient numerical algorithm for the Hankel transform by mapping it

into a Fourier transform. The mapping was accomplished with the Abel transform:

HTff(r)1I = FT( AIf (r)}} (3)

The Abel transform also serves to map other linear operators in cylindrical form into linear

operators in cartesian form (it must do so for any function that can be represented by a Hankel

82transform). It maps V2 into - for ezample, in the sense that:

ax2

A 2ff(r) -A (r)) (4)

.0' p.-



In Section (111.7) we developed an efficient numerical algorithm for evaluating the Abet

transform. One exciting, area of future research is the extension of maximum entropy and other

spectral estimation techniques into the cylindrical domain as we now describe.

An estimation scheme that might be of value for estimating the plane wave reflection coef-

ficient is illustrated in Figure (VUI.2a.l). Instead of estimating the plane wave reflcction coeffi-

cient directly we estimate the position and residue of its poles (and possibly zeros) in the complex

plane. We do this because the estimation of parameters instead of a function is a much better

posed problem when the signal available for analysis has been corr.upted. Because the plane wave

reflection coefficient is related to the measured field by the (cylindrical) Hankel transform and

not the Fourier transform, spectral estimation techniques available in the literature of digital sig-

nal processing do not apply. If we first process the pressure field data with an Abel transform,

however, the resulting signal has the same poles and zeros but now in its Fourier transform.

Modern spectral estimation techniques can therefore be used. We introduce the caution that the

effect that branch cuts have on-this procedure must be studied with care.

b) Analytical-Numerical Algorithms

The hybrid analytical-numerical technique used to implement the Abel transform in Section '

(111.6) is a very general procedure and springs from classical numerical methods of long standing.

Traditionally, difficult integrals are evaluated numerically by removing their singular behavior as

much as possible through coordinate changes and changes of variables and then numerically

transforming the result. The success of the hybrid method points out that in fact it is often desir-

able to do just the opposite. The integral should be manipulated to produce as much singular

behavior as possible. The singularities can be integrated analytically and will not suffer from

numerical degradation. If the singularities are removed properly, the remaining numerical por-

tion of the integral will be well behaved where it dominates and subordinate to the analytically

determined portions of the integral where it does not. The art in this procedure is casting the

- - - . - ~.tT~ ,---rr a L
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analytically determined portions of the integral carefully to insure that the numerical portion

does not have infinities or undesirable asymptotics to cancel. Had the e -br factor not been

included in the procedure of Section (111.6), for example, the hybrid method for the Abel

transform would not have worked.

Manipulating functions so that they can best be represented by parameterized functions and

samples is part of the general issue of computer representation. As software systems become

smarter this kind of approach will become increasingly more important.

c) Waveguides

In the course of generating synthetic data, we evaluated the integral:

l(r'z'pi)__ f ,i, 2 ei Ntk 2-- z JO(pr)pd p(1

Vk2 2_ p --

and showed that it satisfied

We associated I(r,z,pi) with the contribution of the pole at pi because our integrals

always included the terms Vk2 Z as well. The advantage of this formulation wask-p2

that I(r,z ,p,) is everywhere finite, even at r = 0. The classical contribution associated with a

pole is

-2LHSl)(ptr) when Im(p1)>O (3)

The Hankel function above has a logarithmic singularity as the origin. Physically, poles in

the depth-dependent Green's function make only finite contributions to the field. The migration

term e1 t'v 2 '.- p2g windows the pole in the Hankel domain so that its contribution to the pressure

field is everywhere finite. For this reason we included the migration term into our pole expres-

sion. For conveience we also included the source term i

k 2r-
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Our formulation was carefully constructed to insure that the numerics were not required to

generate infinities. It is potentially useful for many problems other than those considered

directly in this thesis. One set of problems concerns the calculation of fields inside (possibly

leaky) waveguides.

We develop an expression for the field inside a (dielectric) waveguide arising from a point

source using the plane wave formulation of this thesis.1 Figure (VII.2c.1) presents the geometry J
of the waveguide and the waves present.

The radial and time variation of all fields is given by:

JO(k, r)e -jgst (4)

and will be suppressed. We will use f3 for the vertical wave number. (3 and k. are related

through j
k2 = 2 2 (5)

The source field is given by P e 'P * - Z° l and is the portion of the field that would be

present even in the absence of impedance contrasts. We specify the boundary conditions at

z = h by giving the plane wave reflection coefficient there, rT(k,), and at z = 0 by rJ(k,).

These two interfaces together give rise to an up-going wave, P e , and a down-going wave

P _-e ', that would not be present without the impedance contrasts in the regions z h and

z 0. The total up-going and down-going fields for zo<z <h is given by:

P +e'P + Pie ( - ze)  UP

DOWN (6)

- The plane wave reflection coefficient at z - h provides the boundary condition:

rT =(7)
P +e + Ple -

t
In the region 05z <z 0 we have

P-e - 12 +P I elo( 1 - 1)  DOWN

r i P i d 1( 8 )

A doriveton for the field inside such a wairegulde can also be found in [1
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Figure VlI.2c.1 The geometry and waves for extending the results of this thesis to waveguides
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and

FP ep P e 
(9)

p _e-_i 0 + pl e i PZ°  p_ + Pie ia~z0

i_ _ i - F T and r3s are given as well.
P is the known point source strength V = a-.

The two boundary conditions are sufficient to determine P + and P _ from these quantities. We

write:

rTP+e i h 
+ rTPeiPh eiPzo = P e -'P h

r P _ + Bp eIes- = p+ (10)

Solving for P + and P_ we have

= [e -  O(h- ) - rTe i(h-r°)]P 1 C (11)P+= 1 e- T'_ rif~

and

[Frei (h+ 0) _ eiP(h-zo) C(1
P_ = I - C _P, (12)

1 -ih
-e -h - FaeiPh

The total field in the waveguide ( O<z <h ) is given by

________Vk_"' C--4A&2*'; ]JO(kj~r)k,dk, 13

with

-i p(h zo) - i PBh -1)

C + (14)
1,, - r. e

and

F_ r e (h+to) elp(h-zo)
-_ - (15)

.Le-' Fe IPhrT

The zeros of e - ,r rre'Pl  0 contribute poles to the depth-dependent Green's

function and give rise to the modes of the waveguide. Each of these poles in Equation (13)

. - -... 'm ... . -, . - -" t..
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makes a contribution to the field of the form

I~r~~p C f k e iVk2-p2Iz 1 1 i~rpp(6,c.....) -- p -p2.

and the development we used for calculating fields in the presence of poles applies.

It should be noted that the inverse problem, that of resolving modes in a waveguide, can be

cast into the classical signal processing form of finding poles in the Fourier transform by first

generating the Abel transform of the pressure field! The effect of branch lines on this approach

needs to be studied, however.

It is also possible to construct nulling operators to estimate the pole positions (as is done in

Maximum Entropy spectral estimation techniques) by using Equation (2), which does include

some branch line effects.
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APPENDIX 1:

DETERMINING LIMITS FOR THE ALIASING RESULT OF SECTION (11.7)

In this appendix we determine the limits as N -. for the expressions:

sin N 7rx as xsin cos (1)
sinx 4

2

and

cos N WX sr x (2)
Wx 4

sin -2

To evaluate the limit in Equation (1) we use the known limit:

1
sin2rx (N -) ___
______(N-__- sin 2-wxN

t2m =lim cos x =& Y(x -k) (3)
-Z sinl'x N-- sin 'Tx

The limit in Equation (3) is zero except at the zeros of sinrx, which occur at x k for

k = 0, -1, --2, . At these points coswx = cosrk = (-1)". The effect of deleting the cos~tx

term is to generate alternating signs:

lim sin2inNx = (-1)k(x -k) (4)
N-.- sinarx

A change of variables shows that

N-~ . X 25

We determine the limit of Equation (1) by multiplying by cos-j2 to find:

lir -mrN cosT.x- = cos !x Y(_l)*8(X-k) (6)
n ir. x 4 4 A 2

We can simplify Equation (6) by using the fact that f (x)8(x -xo) = f (xo)b(x -xo) and that

1 k=0,4,8, •

Ik 0 k=1,5,9,
cs -1 k =2,6,10,.. (7)

0 k=3,7,11,•••

to find:
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sin7rNx co)A' 2k) (8)
N-c. 2

This is the result needed in the text.

To evaluate the limit of Equation (2):

COS N 7x wx (9)u T()
sin 4

sin rx2
2

we first consider the behavior of coN near x = 0. The behavior at the other zeros of sin?
'T

will be similar. We assume that x is sufficiently small so that sin--- can be replaced the first
2

term of its Taylor series, --. We consider:

2

Instead of evaluating the limit directly, we look at the Fourier transform of the limit. We

evaluate this by taking the limit of the Fourier transforms of each term and write:1

'FV lcosNIF'x IDFT~cs'x (11)

The Fourier transform of cosN Ix can be found by convolving the Fourier transform of
WX
2

cosN irx with the Fourier transform of
'Ix

FT =FTfcosNwx}"FT( (T)

so that:

I)These steps can be rigorously justified by using generalized functions. [11 They presume that two func.
tions are said to be equal if the result of convolving their difference with any band-limited function is ai-

Sways zero. Alternately, two functions are said to be equal if the Fourier trnasform of their difference is
2m for my finite band.
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FTCC3SNTx J = [(f-.L)+8+ +.~*[2igssf)J (13)

This function is plotted in Figure Al.1. It is given by

4i f <- N

FT (14)

2 -4i -<f
2

As N- . this Fourier transform becomes equal to zero over any finite interval. Consequently, as

a generalized function

mlira codIx -. o (15)

cosN wxwhere 0 . means 0 as a generalized function. Basically this means that as N - IV - oscillates

2

rapidly around zero in such an manner that when it is convolved with any bandlimited function,

the result is zero. Since we will only use this functions inside integrals (strictly speaking impulses

are only defined inside integrals) we will simply call it zero.

coSN irx
Given that this limit is zero, the limit of s , which is simply a periodically repeatd

version of csON x near the zeros of sin(-j-) (with sign changes), must also be zero. Sinc
22

2

sin- is finite everywhere, we have the result needed in the text by multiplying:
2

mcosNrx sinx = 0 (16)N s. .7x 2
.t 2

- - -.- - ,9
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N/2

-N/2 0

"[

F*ure Al.1 Fourier trandorm of COSN wx
w
2
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APPENDIX II:

THE VALUE OF THE KERNEL

FOR THE NUMERICAL PORTION OF THE HYBRID ALGORITHM

AT THE WATER WAVE NUMBER

In this appendix we derive the value of L (k0) discussed in Section (IV.3a). L (k,) is

defined by Equation (IV.3a.15) as:

i [L (k,) - L (ko) J i 2 1  (L (k,) V k2 2 ei j k2~ (1)
0k -kr

and we seek to evaluate the limit

im L(k,) (2)
k,-ko

under the condition that the impedance of the bottom, Z (k,), is finite at k, k0.

0At k, -- k0 Equation (1) takes the indeterminate form .We evaluate the limit (2) by

using L' Hospital's rule:

________- _______e __ilr(k,) -r(ko+ &21-1
ak,

Jim =lim (3)

After separating out the terms that approach zero as k, -ko this expression becomes::f,

im L(k,) = m (k)I (4)
"r4 i tO,- 0  kr

We now express r(k,) in terms of the characteristic impedance of the upper half space, Ze,

and the impedance at the interface which we will denote at Z1. Both Zo and ZI are functions of

k, in general. In terms of these (k,) is given by:

z 1-zo
r(k,) = (5)

Taking derivatives we find:

t(2,) 2 'z  - o (6)

I(Z1+ZO) 2
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We now use the characteristic impedance of the upper half space:

(7
Zo=VkN'-k'

where P0 is the density of the half space, w is the temporal frequency, and k0  o where Co is

the speed of sound in the upper half space. Substituting Equation (7) into Equation (6) and

evaluating Zo we have:

. OW. - po- k"P. 1
r(k,) 2 Vk-k 2  (k-k)i = Vk + (8

Zr+zz1 = 2 O j2 2 Z?(kj-k,)+2Zp./kj-k, + jw 9Z2 +2Z, +

V kj -k,2 ki -k,2

Substituting (8) into (4) we find

2 I OZ . -7po z

Jim L(k,)= tim "' V, (9)
,0 . k, Z -k;+poe(9

or

L(ko) = -2iZ 1 (ko) (10)

provided that tim Vk - k, ) = 0
A'-40

if the interface is between two isovelocity half spaces, the expression (10) for L (ko) can be

written directly in tem of the material parameters. For this case ZI(k,) -- Z(k) is

VkI -k 2

finite because k, Oko (if k, = ko there would be no interface). L(ko) is given by

- 2 ip,++ ~L (/ko) =(1
+.poVkP -2

i___
I.i
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APPENDIX III:
EVALUATION OF THE POLE CONTRIBUTION TO THE FIELD FOR SECTION (IV.3B)

Here we evaluate the pole contribution to Equation (1):

__ i~p2 ~p? i e~lqF i _pr2 /
l(r ,z;pt) f1

We evaluate Equation (1) by determining a partial differential equation that it satisfies and solv-

ing that equation.

Taking the second partial derivative of Equation (1) with respect to z we have

a2 = 1, -0_P_ ( 2)
8 -Izl(r,z;pi) =P 2 V p z A ou, a(o +25 (z 2 ;:-(2)

If we use

B(z)f(z) = b(z)f(O) for any f(z) (3)

then Equation (2) becomes

a2 U
2 k 2-- (rz;pg) P - i V- p 12- 1J.(pr)pdp28(z)fi o(pr)pdp (4)

0_  P 2p

Putting it all together we have:

-1 --(p2 - k2)JI(rz;pi)= Ip  hJe '
0 

' -7 ' 1J (pr)pdp - 28(z) 2 _2Jo(pr)pdo)

Jl we define (2 - k 2 choosing real part of 3 > 0, and use

V__2,,jo(pr)pdp elk vr ' +z2
0 r22z2 Ip+d2 (6)

together with

f_ 2 o(pr)pdp=Ko(-sgn[lm(pj)]ip r) -Hi) (p,) when Iw(p,) > 0 (7)

then (A2.5) becomes

p--2 -- ,) + i n8(z)Hh1 )(pr) (8)
[as 2 l ; r+z 2~when Im (pi) > 0.

LJ
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The Green's function for this differential equation is given by

G(r,z-,) = -7--1--1P (9)

Using this for the impulsive response and convolving with the continuous driving function to

obtain the particular solution we obtain:

l(r,z;p,) = e-PIz- - Id6 - 2 HS1)(pr)e-PII (10)

Whenlm(pi) > O.

The general form of this expression which is valid for all pi is given by:

"- ____ e-1P12-CIdt + -Ko(-sgnIm(pi)ipir) -I* (1)l~r=;p) =243 %/Vr2+6 
2

II

nA

fI
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