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LIFE CYCLE COSTING
IN A
DYNAMIC ENVIRONMENT
By
John Amos Long, Ph.D,
The Ohio State University, 1983
Professor Walter Giffin, Adviser

The consideration of life cyéle cost is a major part of the
Department of Defense management strategy to coatrol the increas-
ing cost of defense systems. It includes the cost of research
and development, production, operating and support, and disposal.
Unfortunately, due to a lack of credisility, life cycle costing
has not reached its full potential. In ah attempt to rectify the
situation, this research centers on life cycle costing in a
dynamic environment., This examination is from three perspectives:
methodology, modeling, and application. The chapter on methodology
is a critical examination of Air Force life cycle costing inm the
acquisition of new aeronautical systems. [t contains recommenda-
tions for reorganization and revision of current business prac-
tices. The chapter on modeling reviews various models and methods

for risk analysis including Monte Carlo simulations, additive and
(‘\
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Q-;smult:'.p].ic:au:ive moments, sums and products of random variables, and

transform techniques., These methods are then directly applied to

the problem of operating and support cost estimation. Included is

a discussion of candidate probability distributions and suggestions

for presentation of the risk analysis. -¥he chapter on application

demonstrates the feasibility of using the various models and methods

under a realistic scenario for systems acquisition. Therefore, in

order to enhance the credibility of life cycle costipg, all three

aspects (methodology, modeling, and application) arezgecessary. With

its intuitive appeal and following the recommendations\@nd procedures

set forth in this research, life cycle cost holds great\potential in
1
managing the nation's defense resources. !

Key Words: Life Cycle Cost, Risk Analysis
" Rank and Service: Major, U.S. Air Force
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Chapter I

INTRODUCTION

In these times of economic difficulty and deficit budgjgets,
the high cost of defense systems and rapidly increasing cost
of supporting them once they are deployed is of great con-
cern to the Department of Defeanse (DOD). The need for af-
fordable equipuent in terms of both inmitial cost and support
cost becomes more critical as the present budjet trends con-
tinue. To combat this problem, the application of the life
cycle cost (LCC) concept is receiving greater eaphasis. The
LCC concept wvas introduced in the DOD in the early 1960's
primarily because of increasing coacern over the consequeac-
es of comfpetitive procurement wvithout regard to total life-
time cost of a veapons systeam!. Today, LCC is a major part
of the DOD management strategy to control the increasiny

cost of defemse systeas.

1 A system is a separate, identifiable entity for vwhich
costs can be accrued and tracked. What may be a systenm X
fromn one perspective may be a subsysteam or component part }
from another. Thus, a systenm, for example, may be an air- g
craft, its electrical system, or am avionics component
such as an inertial navigation uait.

-1 -
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Prior to the inception of LCC, the federal governaent Y
customarily sought to buy the least expensive product avail-

able [95:1]. Contracts norrmally were awarded to the lowest

*w
bidder. Although there were exceptions, this practice re- i
sulted in the acquisition of many veapons systems that were f
expensive and difficult to maintain. The essential rissing f

element not considered vas the cost of ownership, the cost
of operating and supporting wveapons systeas. Quoting fron
Defense Procurement Circular 115, dated 24 September 1973,
Since the cost of operating and supporting the
system or egquipment for its wuseful life is sub-
stantial and, in many cases, g¢reater than the ac-
quisition cost, it is essential that such costs be
considered in development and acquisition Jeci- X
sions in order that proper consideration can te X
given to those systeams or equipments that vill re-
sult in the lowest life <cycle cost to the govern-
ment.
Thus, the objective of life cycle costing is to enable deci-
sion makers, during early program phases, to consider all
costs of owvnership, as vell as, those development and acqui-
sition costs which are closest on the fiscal horizon.
UOnfortunately, 1life «cycle costing has not reachel its
full potential. One reason is a lack of credibility in the
LCC estimate on the part of managers, decisior makers, ani,
even, cost analysts. Life cycle costing concerns future

costs. Consequently, life cycle costing methods and techni-

ques must deal vith risk and uncertainty. Because of this

risk and uncertaiaty, they, the users, do not kaow how much
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{ confidence to place in the LCC estinmate. In an attenpt to
rectify this situation, this research will exarine life cy-
y cle costing in a dymanic environment. This examination 1is
from three perspectives: methodology, modeling, and applica-

tion.

t 1.1 CC DEFINED

LCC, as defined in Air Porce Manual (AFN) 800-11, 1is "the

total cost of an item or systea over its full life. It ion-

.L‘.'..'. .

. cludes the cost of acquisition, ovnership (operation, wmaia-

S tenance, support, etc.) and, where applicaktle, disposal.” Q

E Acquisition cost includes the cost of research, developnent, 3
test and evaluation (RDTEE),2 production? or procures=nt of a

the end item; and the initial iavestments required to estab- .

lish a product support capability (e.g. supgort equipment,

initial spares, technical data, facilities, training, etc.).
. Ownership cost includes the cost of operatioa, eRaintenance,
-, and follow-on logistics support of the end itea and its as-

sociated support system. The teras "ownership cost" and

2 Research and development costs are those costs associated ]
] vwith the research, developament, test, and evaluation of 1
M systea hardvare and software. It includes the cost for J |
: feasibility studies; sisulation and modeling; engineeriny 3
design, development, fabricatioa, asseably, and test of i
prototype hardvare; initial systea evaluation; associatel )
documentation; and test of software.

the aircraft, initial support equipment, training, techni-
cal and management data, initial spares and repair parts,
plus many other iteas required to introduce a new systea.

3 Production costs are those costs associated with producin; 1
1
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“gperating amd support (0&S) cost® are synonymous. Thus,
the four major cost categories included in the LCC estimate
are research and developament, production, operating and sup-
port, and disposal.

Figure 1 illustrates the need for LCC. Acquisition cost
is but the tip of the iceberg. Depending on the syster and
the leagth of the life cycle, ownership costs can far exceed
the acquisition cost [73:1-1). ®The LCC technique is justi-
fied whenever a decision must be made on the acquisition of
an asset vhich will require' substantial operating and mairn-
tenance costs over its life span™ [15:1]. But, 1life cycle

costing is not limited to acquisition decisions alcoe.

Pigure 1: FWeapon Systea Costs

p————-—_—-—__—--_a————_—-q
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{ 1.2 DSES OF LCC INPORNATION
5 The LCC estimate has many and varied  uses. Seldon

[95:11-12] lists six primary uses of LCC:
1. Long range planning
2. Comparison of competing prograas
3. Coaparison of logistics concepts
4. Decisions about the replacemeat of aging equipmeut
S« Control over an ongoing prograas
6. Selection among competing coatractors
v In addition, May [69:2-3] lists the followving uses of LCC
\é ~ estinates:
3 1. Support of budget estinmates
2. Design-to-Cost (DTC)* prograas

N 3. Nanagement reviews

'{ These uses all equate to one common purpose: LCC aids de-
cision makers by supplying information to assist in the de-
cision process. Thus, life cycle costing is really a con-

tinuous management process the object of which is to ensure

s _e_@ a .I
.
. "‘l. e,

that newv acquisitions @meet operational needs at the lowest

life cycle cost [6:1].

3 ¢ A management concept vherein rigorous cost goals ace es-
@ tablished during development and the control of systenm
~ costs (acquisition and operating and support) to those

.. goals is achieved by practical tradeoffs Lletween opera-
. tional capability, performance, cost, and schedule.




-------

.......
....................................................

1.3 LCC BANAGEHENY

As a management tool, LCC is supposed to be considererd by
all Air Porce personnel in making decisions related to the
selection, design, development, procurement, production,
modification, repair, and use of defense resources. To car-
ry out this mandate, factors which significantly impact LCC
must be identified and meaningfull tradeoffs explored. Such
tradeoffs involve the selection of design and cost goals,
acquisition strategy, sources of goods and services, and
support coancept. For a new acguisition, the program manager
is responsible for LCC management efforts, as well as all
other aspects of program manafgement. Life cycle cost nmarn-
agement efforts must be tailored to each iandividual prograa
and include proper documentation of LCC activities, studies,
and analyses to support prograam decisions. " The focus of
such studies and analyses is the estimate itself. Depending
upon the program phase and information available, several
techniques are available for arriving at an estimate of to-

tal LCC.

1.4 ESTIBATING TECHNIQUES

The three most often used cost estimating techniques in the
Air Porce are analogy, parametric estimation, and engineer-
ing estimation. Analogy is, perkaps, the simplest of the

three. The amalyst begins by identifying an existing systen

-SRIy Y Wi WY
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that is similar to the systea of interest. The cost of the
systea of interest is then estimated by taking the cost of
the existing systea and adjusting it to account for differ-
ences between the two systems. Although widely used, analo-
gy has several limitations, Analogy places heavy reliance
on the opinion of experts to deteramine the similarities and
differences between the two systems. Two experts, given the
same information, often have different opinicns. Thus, the
analysis may not be reproducible, may not be traceable, and
way be difficult to docunment. On the positive side, esti-
mates using analogy are usually fairly easily and quickly
done. Analogy is used mainly in the early stages of wveapons
system development when the least is known about the final
end product.

Parametric costing involves the use of a cost estimatiny
relationship (CER). A CER is a mathematical egquation or
model that relates one or more characteristics of the systen
to cost. It is a function of one or more independent vari-
ables which yields cost as a dependent variable [75:46].
The equation cam be simple or complex, linear or non-linear.
For example, a CER may be

Aicrframe cost = Pounds of metal x Cost per pound

+ Labor hours x Cost per hour

Airframe cost = Weight2 x Speedd,

,,,,,,,,,,,,
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CERs are developed through analysis of past data, oftea ic-
volving regression analysis. CERs are used when systen
hardvare has been defined and physical characteristics are
available.

The third estimating approach is the "grass roots" or en-
gineering method, also known as the bottom-up approach. The
analyst begins at the lowvest level (highest level of detail)
and works up adding costs as they occur. Thkis method re-
quires detailed knowledge of the systen. The drawkback is
that intricate detail is needed and, by the time the analyst
is able to apply this method, it is usually too late to sig-
nificantly influence crucial design and support decisions.

Cost estimating models using amy or all of these methods
generally fall into the broad class of models konown as ac-
counting models. Accounting models begin with a cost ele-
ment structure (CES) which is simply a 1list of the cost
itess or categories to be included in the final estimate.
All relevent cost categories should be included. The cost
elements are then added or "accounted for™ in arriving at
the total cost. The Air Force approved CES for 055 cost is
shovn in Table 1 .

Those cost elements vhich make a significant contribution
to the total cost are known as cost drivers; they require
special attention from the analyst for it is among these

that decision makers will be looking for tradeoffs to reiuce
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cost. This is not to say, however, that other cost elements

should be ignored. A previously ignored element may sudden-

PRI T WP WA T Wi

ly turn into a cost driver. For exaamaple, fuel costs were

Al L

once insignificant when compared to other operating costs.
Nov they are gquite significant and fuel comnservation umeas-
ures are receiving the highest priority.

There is no specific cutoff point for determiningy cost
drivers, nor does a sudden change alone necessarily produce
a cost driver. The selection of cost drivers is at the dis-
cretion of the apalyst or at the direction of decision mak-

ers.

1.5 RISK AND ONCERTAINTY

All aspects of life in the world are subject to risk and un-
certainty. Risk and uncertainty are key characteristics o¢
any long range planning and cost estimation. FPew, if any,
decisions are made under conditions of certaiaty and without
risk. Due to the complexities involved, analysts and deci-
sion makers aust specifically and explicitly address ttis
risk and uncertainty in performing their assigned tasks.
Although the terms risk and uncertainty are often used in-
terchangeably, they are not the same. Risk is the probabil-
ity that a planned event will not be attained within con-
straints (cost, schedule, performance) by following a

specified course of actioa [64:18). Uncertainty is inconm-
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plete kanowledge [64:18]. Pisher [34:202] says, “A risky
situation is one in vhich the outcome is subject to an un-
controllable raandon event stemming from a known probability
distribution. An uncertain situation, on the other hand, is
characterized by the fact that the probability distribution
of the uncontrollable raandom event is unknown.” Canada
[18:252] relaxes these definitioms somewhat by concluding
that risk is the dispersion of the probability distribution
of the element under consideration vhile uncer*ainty 1is a
lack of confidence that the probability distribution is cor-
rect. It is the task of analysts to try to reduce uncer-
tainty to risk and then to meaningfully convey the risk to

decision makers.

1.5.1 Sources of Uncertainty

There are two primary sources of umcertainty affecting LCC"

estimates. These are environmental uncertainty and cost es-
timating uhcertainti; Environmental uncertainty is tke
product of uanforseen changes in politics, engineering, quan-
tity, support concept, schedule, policy, requirements, use,
or life cycle. These environmental changes are outside thke
control of cost analysts. If these areas are held constant,

there is still some uncertainty, cost estimating uncertain-

ty.
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Cost estimating uncertainty is more easily addressed by
analysts. It stemns firom an inability to measure cost pre-
cisely, 1inadequacy of applicable data, statistical uncer-

tainty, errors or inconsistencies in the treatment of data,

POPRRURY -7 GOFORONOCR L)

and errors in judgement [57:3-10]. Thus, cost estimatinj
uncertainty has both statistical and subjective asgects.

The subjective aspect is introduced in conducting the analy-

eaadiliLb.

sis itself. The assumptions used and the decisions maie by K

analysts in performing the study are a source of subjective

a4 4 .

variance. The statistical aspect results fron the reduction
and analysis of historical data and the msodeling methods ani
technigues employed. Because this research is primarily
concerned vwith cost estimatiny uncertainty, a *fixed scenar-
io' with respect to environmental uncertainty is assumel.
Both the statistical and subjective aspects of cost estimat-

ing uncertainty will be addressed.

1.5.2 Capturing Risk and Uncertainty
Analysts cannot eliminate risk and uncertainty from a pro-
gras. At best, they can present and explain the aspects of

) risk and uncertainty impacting the progranm. This 1is done

through risk and sensitivity analysis.
Risk analysis is a procedure for analyzing how randomness
affects the total cost. To place a cost estimate in proper

perspective, it must be viewed as a random variable. By

Fal e
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definition, a raandom variable is a numerically valued func-
tion defined over the sample space [47:327]). Unfortunately,
the application of risk analysis, particularly in the case
of 06S costs, seems linmited. Authors and analysts, such as
Large [61], HcNichols [71], and Worm [104], have addressel
the problem of risk in hardwvare cost estimation, but few
have examined 06S cost. A motakble exception is Dienemann
[27].

Uncertainty is addressed through the application of sen-
sitivity analysis. Although often mistakenly used as a sub-
stitute for risk analysis, sensitivity analysis is designel
to systematically explore the implications of varying as-
suaptions about the future environment and is normally cen-
tered on the «cost drivers where a range of alternative ra-
rameters 1is investigated. The objective 1is to identify
those parameters whose change will inmpact the decision at
hand. Risk analysis and sensitivity analysis are complemen-
tary and, as such, are a vital and necessary parf of every

cost analysis.

1.6 RESEARCH QUESTION
The research question 1is 'How do you do 1life cycle costing

in a dynamic environment??,
This dissertation bejins with an examination of the envi-

ronnent in wvhich life cycle costing is done. Problems con-
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fronting managers, decision makers, and analysts are ad-
dressed. Next, various modeling methods are exgplored. The

primary focus is on analytic methods using the analogy and
parametric costing estimating techniques. Then, applica-
tions denonstrating these modeling methods and technigues
are presented. A goal of the last two phases is to produce
an approach to risk analysis vhich can be easily understood
and applied by the analyst in the field. Thus, the thrust
of this research is in three main areas: methodology, model-

ing, and application.
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Chapter II

BETHODOLOGY

This chapter «critically examines the aAir Force LCC method
and methodology. It begins by looking at the present LCC
structure and evolves into a discussion_of problems aad sugy-
gestions for improvement. The material presented is the re-
sult of an indepth literature search, personal interviews
with key Air Force and DOD life cycle costing personnel,S
and the observations and experience of the author. This
chapter focuses on the acquisition and, in particular, sup-
port of new aeronautical systems. These systems consume a
emajor part of the Air Force acquisition dollars and C&S is

typically the LCC driver.

S Appendix A contains a listing of those interviewed. To
ensure a candid response froa each, it was agreed that

their names would not appear in the text without expressel
peraission.

- 15 -
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[ 2.1 THE AIR PORCE ACQUJISITION PROCESS

i Before discussing the ICC structure, a brief review of the
Air Porce acquisition process is in order. This process be-
gins with a threat and a need to counter that threat. Idern-
tification of the threat and subsequent need may come fror
vithin the Air Porce or external to it. Once threat and
; - need have been identified, an acquisition program begins.
-le Major systems acquisition is normally divided into the fol-
loving phases: concept exploration, demonstration and vali-
dation, full-scale development, and production and deploy-
ment. The emphasis is on decentralized management tiailored

to the individual progranms.

" ,
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The concept ezxploration (conceptual) phase bLtegins wit.

the identified need and a more detailed requireazents defini-

tion. The Air Force prepares a justification of major syc-

g e
» .l ‘- 'l ‘ ‘l
st

teas new starts (JMSNS) and requests funds. The Secretary
- of Defense issues appropriate program guidance and author-
i;es the service to proceed. Studies, tests, and apalyses
of experimentally developed hardvware establish the teckni-
ff cal, ailitary, and economic bases for the program [73:2-2].
The first major Secretary of Defense decision occurs af-
¥n ter concept exploration and signals entry into the deaon-
n.i . stration and validation phase. This is known as Milestone
”f. I. During the demonstration and validation phase, progran

performsance, cost, and schedule are validated and refined
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through more extensive analysis, hardvare development, and
prototyping.

Following the demonstration and validation phase, progran
approval to proceed with full-scale development 1is sought.
This is the second and last decision for the Secretary of
Defense and is known as Milestone II. During this phase,
the system, including support items and equipment, 1is de-
signed, fabricated, and tested. It 1is during this phase
that full-scale prototypes are built.

The production decision, made by the Air Force, is knowa
as Milestone III. Production contipues until the last unit
produced is accepted as operational. Deployment overla;s

production, beginning with accegtance of the first opera-

tional unit and <continuing until deactivation or gphase out
;3 of the systén.

F. . Three Air FPorce organizations are deeply involved in the
ﬁ? processe. These are Air Force Systems Comaand (AFSC), Air

Porce Logistics Command (APLC), and the operating or using

coarand. All initial program phases are under the auspices
of APSC, which is tasked with developing and procurringy new
veapons systems. AFLC and the using command assume support-
ing roles. At somc predeteramined point during deployment,
program management responsibility transfer (PMRT) occurs.
At that time, management, engineering, funding, and procure-

ment responsibility transfers froa AFSC to AFLC, vhich is




......
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{ then coacerned with the 1logistical support of the systen

3 through the remainder of its useful life. APLC, however,

N assumes a supporting role with respect to the operating or
using command. Examples of operating or using commands are

Strategic Air Command (SAC), Tactical Air Command (TAC), and
Military Airlift Command (MAC). Thus, one organization de-

velops and pauarchases new systeas (AFPSC), another supports

L]

»
yda fe

thea (AFLC), and a third uses them (operating commands).

ate.
v et

2.2 HE AIR FORCE LCC STRUCTURE

The Air Force LCC structure aust be addressed from two
aspects, directives and organizatioas. The directives es-
tablishk the requirement and authority for LCC fuactions ari
o the organizations administer and carry out those directives.
Soneiimes, however, what an organization is directed to do

is not necessarily wvhat it actually does.

.
's ..' ." .

2021 The Directives
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The basis of the requirement for 1life cycle costing i3 con-
tained in the followving DOD documents:
1. DODD® S000.1 - Major Systems Acquisiticn

2 2. DODI? 5000.2 - Major Systeas Acquisition Procedures

o ¢ DODD - Department of Defense Directive

T DODI -~ Departaent of Defense Instruction
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3. DODD 5000.4 - Office of the Secretary of Deferse,
3 Cost Analysis Improvement Group
%. DODD 5000.28 - Desigr-to-Cost
The first two, DODD 5000.1 and DODI 5000.2, concern weapons
systea acguisitione. Among other things, they direct the
program manager® (PY) to establish and present LCC estirates
and goals to the Defense Systeamas Acquisition Beview Council
{DSARC) . The DSARC is the top level DOD corfporate body for

system acquisitjon and provides advice and assistance to thLe

Secretary of Defense regarding acquisition decisions. DCDO
i% 5000.4 provides a permanent charter for the Cffice of the
: Secretary of Defense (0OSD) Cost Apalysis Improvement Group

(CAIG) and establishes this group as an advisory body to the
DSARC on matters relating to cost. As such, the CAIG is the
final evaluator of DSARC cost analyses and, thereby, estab-
lishes the standards for such analyses. DODD 5000.28 de-
- fines the Design-to-Cost (DTC) management process establish-
ing cost (life cycle cost) as a parameter equal 1in
importance to system performance and program schedule.
These DOD documents, in turn, establish the meed for comple-

mentary Air Force docunments.

8 AFSC assigns each new systeas acquisition project to a

- prograa office. The progras mamager is the individual
. within that office vho is responsible for the acquisition
s progras manageaent until PMRT.
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Within the Air Porce, Air Force Regulation (AFR) 800-11, a

Life Cycle Cost Management Program, states gpolicies, ex-

plains procedures, and assigns resfponsibilites for imple-
menting LCC management concepts and implements DODD 5000.23
for the Air Force. As such, it is the premier Air Force
documeat on the subject. Complementing this regulation is
AFR 800-11/AFSC/AFLC Supplement 1 which further defines the
roles of AFSC and AFLC in life cycle costing.

Without exception, those intervieved agreed that these
LCC policy and requirement documemts are clear, concise, anl
adequate. Sonme intervievees did feel, howvever, that in-
structions on hov to actually do a cost analysis wvere lack-

ing.

2.2.2 The Orgamnizations

Life cycle costing is a function vhich cuts across nuaerous
and diverse agencies and organizatiomas vhich are, at tiaes,
loosely aad informally connected.

Any discussion of LCC organizations must begin with the
previously mentioned 0SD/CAIG. This group establishes cri-
teria, standards, and procedures concerning the preparatioun
and presentation of cost estimates to the DSARC, and, in
turn, the Secretary of Defense. Therefore, it is the ulti-

mate authority vith respect to LCC analysis for the entire

DODe
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Within the Air Porce, Headquarters, United States Air
Force, Deputy Chief of Staff for Logistics and Engineering,
Directorate of Maintenance and Supply, Acquisition and Com-
munications Group (HQ USAF/LEYE) 1is the office of primary
responsibility (OPR) for LCC management and Headquarters,
United States Air Force, Comptroller of the Air Force, Di-

rectorate of Air Porce Cost and Management Analysis, Cost

Analysis Division (HQ USAF/ACMC) is OPR for the analysis

aspects of LCC. Here begins a duwal line of functionalism,
management and analysis, that permeates throughout the Air
Force LCC functional structure. The center, unifying ele-
ment of the dual line of functionalism is the cost estirats
itself. Management uses the estimate for decision making,
and analysis is reyuired to produce the estimate. The daa-
ger in such an organizational climate is that agencies tend
to operate independently, particularly in day to day opera-
tioans. This independence can lead to contradiction and du-
plication of effort unlessh communication is maintained.
There is no one line of authority to direct, coordinate, and
nediate the actions of these two organizations.

At the next level of command, AFSC has designated Heaid-
quarters, Air Force Systeas Command, Deputy for Acquisition
Logistics, Directorate for Program Readiness and Evaluation,
Program Bvaluation Division (HQ AFSC/ALPA) as OPR for LCC

management; while Headquarters, Air Porce Systess Cormand,

2
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Deputy Chief of Staff, Comptroller, Directorate of Cost and

Nanagement Apnalysis, Cost Amalysis Division (HQ AFSC/ACCE)

et aConalh o A B 8 4

is responsible for LCC analysis. The same general orgariza-
tional pattern is evident in AFLC where Headquarters, Air

Force Logistics Command, Deputy Chief of Staff, Acquisition

. A PP

Logistics, Directorate of Acgquisition Plans and Analysis (H9Q
AFLC/AQP) is OPR for LCC management and Headquarters, Air i
Force Logistics Command, Deputy Chief of Staff, Comptroller,
Directorate of Cost and Management Apalysis (HQ AFLC/ACH) is 1
responsible for LCC amalysis. i

These tvo lines of functionalisa finally merge at the di- 5

vision level. On the Systems Command side, Aeronautical ]

Systems Division? Coamptroller, Directorate of Cost Analysis,
Life Cycle Cost Management Divisiom (ASD/ACCL) 1is the focal
point for LCC managepent and analysis. For togistics Coum-
mand, the Air Force Acquisition Logistics Division1©9 peputy
for Acquisition Plans and Apalysis, Directorate of Concepts
and Analysis (AFALD/XBS) is the focal point for both the
management and analysis functions. These tvwo divisions,
Aeronautical Systems Division and the Air Force Acquisitioun
Logistics Division, are formally tied together through the

joint ASD/AFALD LCC Advisory Group. This group serves as

? Aeronautical Systems Division (ASD) is located at Wright-
Patterson AFB, Ohio.

10 Air Porce Acquisition Logistics Division (AFALD) 1is lo-
cated at Wright-Patterson AFB, Ohio.
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( consultant to the ASD program offices omr matters relating to
E life cycle cost.

: §ithin the ASD prograam offices, the responsibility for
LCC implementation resides with the program manager. This
- : responsibility is then delegated to one of several offices.
éj In some programs, it rests in the logistics area under the
. auspices of the Deputy Progras Manager for Logistics (D2HKL);:
.{f in others it awmay be in the progras coantrol area or an ac-
:; counting organizatioa.

Although the names of these various organizations azay be

lony and awkwvard, the intent is to show the diversity, coa-

plexity, and functional nature of the Air Force 1life cycle
- cost management and analysis structure. The relationsnifp of
'53 these organizations is illustrated in Figure 2 . While
: these organizations exemplify the wmulti-functional, w®multi-
- discipline nature of LCC, they also contribute to some con-

L fusion and lack of consistent emphasis within and among var-

o ious acquisition programs vith respect to LCC.
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{ 2.3 THE CBEDIBILITY GAP

Without exception, all interviewees agreed that life cycle
costing has a credibility problean. although the causes and
reasons varied, this one basic tenet is held by all. C(Credi-
bility is, then, the key to greater acceptance of life cycle
costirg as a decision tool.

To be truly effective and credible, 1life cycle cost must

-

be considered in every decision related to the acquisition
of new veapons systeas. It cannot be the responsibility of
;‘ just one person nor can it be the concern of just one Jroup.
Anyone concerned with the acguisition process must Le keenly
avare of the impact of decisions on LCC. In a word, ICC
. management must be institutionalized.
N In particular, it is the early basic decisions made in
the life of a program that have the greatest impact on total
LCC. The impact of early decisions is illustrated in Figure
3 [16:236]. This figqure shows that over seventy perceat of
the life cycle cost of a Systea is heternined early in the

life cycle prior to the concept validation phase approval.

O .

By the tize production begins, ninety-five percent of the

EAP A A

- LCC is determined. The remaining five percent is determined

during deployment and reflects such things as modifications.

ap 0,4, SX Ty e
.

But, it is not only the major decisions that are impor-
tant. The routine, day to day decisions can cumulatively

have a great impact on LCC. As one interviewvee put it, "I
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95% p— Start Production:
85% p— Start Development
70% Start Validation
Cumulative
LCC
Decisions

Time
Figure 3: Effect of Program Decisions on Total LCC
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- vould like to see a hand held calculator with ICC model on
every engineer's desk." This LCC awvareness does not ornly
apply to engineers, but to the entire acquisition and sup-

~
AR port comnmunities as well.
'
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2-3.1 The Bstimate in Perspective

Life cycle cost estimates tend to be confused with budjet
estimates. Actually, 1life cycle costing and budgeting are
tvo separate activities done for twvo separate purposes.
Budgeting involves the allocation of monies to be spent over
a relatively short time horizom. A LCC estimate can be used
in developing and supporting a budget estimate, but it does
pot include all the items of cost normally associated vwitn
budget estimates. If an LCC estimate is not a budget esti-
mate, then what is it?

The LCC estimate is a figqure of merit, an aid in the de-
cision making process. It is perhaps unfortunate that ttre
LCC estimate is expressed in terms of dollars. Another ucit
or, perhaps, an index may be more appropriate. Rather than
focusing on the estimate, the focus should be on the leci-
sion. Does the cost estimate allov the desisicn maker to
make a wore informed decision? Does the LCC figure of merit
allow the decision maker to distinguish betweea or amonj al-
ternatives? These are the real questioans.

Many of the program management decisions vhere life cycle
costs are an iaportant conmsideration have the characteris-
tics of a classical investment problem. These problenms con-
cern wvhether or not the Air Force should 'invest' additional
dollars in the acquisition of a system with increased reli-

ability and maintainability in order to reduce the recurrinj
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costs of ownership {54:3-4]). This is a compon capital budg- »

eting problen. fﬁ

Capital budgeting is the making of long term planning ile- b
sisions for investments and their financing. A military de-

cision maker, in deciding betveen or among corpeting alter-

N

natives, is, in effect, makinmg a capital budgeting decisior.
When the production decision is made, the decision maker is
accepting responsibility for the support of that systen

throughout its useful life. Thus, according to Brown, life

cycle costing in this context is not different from capital
budgeting but is tke application of capital budgeting to
nonrevenue-producinj projects { 15:12). The objective is to
gmaximize benefits and minimize costs. Therefcre, one of the
fundamental aspects of such a problem is to be able to state
the potential bepefits and, in the post-decision envirou-
ment, to imnitiate actions to ensure that the benefits are
realized. One must thoroughly understand this cause and ef-
fect relationship of investment and benefit to make such in-
vestnent decisions meaningful.

Incredibly, there is no mechanisa to ensure that the po-
tential benefits of life cycle costing are actually realized
in Air Force prograas. This is due, in part, to the Air
Force orgamization. Just as different commands are respon-
sible for the procurement and support of new systems, those

same coamands are responsible for the fipnancial planninj and
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fiscal expenditures for the various cost eleaments which make

ap the LCC estimate. Additionally, the potenmtial savings

XN are not realized in the same time period as the investment.

*If there is pever any follow through to insure that Len-

efits are in fact accrued, 1investament analysis lacks credi-

bility." [54:4)

Added to the problem of follow-up, no orgamization at Air
Force Headquarters monitors the day to day implementation of
LCC management. Iaplementation is loosely monitored throujh
the requirement to include LCC information in various re-
ports and briefings. But this does not ensure that tke con-
sideration of LCC is an integral part of the routine deci-
sion process within the prograam office.

N The underlying problem that must be addressel, if the
life cycle cost management program is to be successtul, is
to enhance credibility. Credibility must be established by

- ensuring that the life cycle cost information is relevant to

the decision problem, 1is available to support the timely

evaluation of alternatives, and the assurance exists that

- the actions necessary to achieve the perceived benefits are

in fact realized. This requires a means to track and evalu-

ate the effectiveness of the management actions which wvere
initiated.
If life cycle cost manageament is toc become institutional-

ized in the Air Porce, a management systea and associated
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operating procedures should be established. This systenm >,
must be responsive to the internal needs of the program man- '
ager and provide visilility outside the program office. N
Such a mapagement prograsm must be judged on its ability to i

influence the decision process and on the extent to which

benefits are realized.

2.3.2 Program Umcertainty

Program uncertainty is the biggest contributor to LCC in-
credibility. The key to program uncertainty is program sta-
bility. The Air Force can do a number of things to improve
program stability. First, requirements for nev systems must
be <clearly and explicitly defined early in the prograa.
Then, once the requirements are defined, AFSC, AFLC, and op-
erating command must agree not to unilaterally change thcse
requirenments. If change is necessary, all three must agree
to the change. If a change or cumulative changes are re-
gquired that affect the program LCC by a predetermiued
agount, say tventy percent, then the basic requirements and
need for the system should be reexamined and justified.
Such a procedure would elininate some of the wmany changes
experienced in acquisition prograas. This is particularly
iamportant because once a program is approved, it is diffi-
cult to eliminate it. Also, the further along in the acqui-
sition process, the more difficult program elimination be-

cones.
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{ Hovwever, the Air Force is not in full control of wveapons
system acquisition decisions. Congress, through the budget
process, has the ultimate power and authority over all new
weapons system acquisitions. A new budget must be approved
each year which makes the effective planniang horizon one
Qﬁ year. Since it takes several years froa conception to pro-
- duction of a new system, there is a continual need to justi-
E&; fy the progranm. This detracts froa such needed long rangye
Ay planning.
P A nev Congress convenes every tvo years. If the budget
5 cycle vere lengthened to two years, each Congress would then
be required to go through the budget cycle but once, allow-
ing more time to manage that which has been tudgeted and az-
o proved. This is particularly appealing vhen one consiilers
i}  that as of February, 1933 a budget for fiscal year (FY) 1933
has still not been approved and the President's budget for
FY84 has already been subpmitted to Congress. Furthernmore,
At if the budjet cycle can be lengthened to two years, then why
: not four years? Each President would then be required to
submit but one budget proposal. Again this would allow more
- time for management activities. If the budget cycle can be
) stretched to two or four years, why not budget for an entire
program phase? Multi-year budgeting and, in conjunction,
multi-year contracting wvould greatly remedy the stability

problem. Once approved, as long as a program remained with-
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in budget, no further action would be necessary. If the
budget constraint vere breached, Congress wvould then bhe
forced to take some action, thus establishing a managjermernt
by exception philosophy of business. Therefore, a degree of
program stability would be achieved and the effective plan-
ning horizon lengthened.

Program stability is not just a governmental concern.

Business and industry must also be involved. Contractors

must be encouraged to deliver systems as specified, on

schedule, and within budget. This calls for some special

provisions. The government does not conduct business like a

Ky

private concern. There is a strong feeling within the Air

LY NEL S
1

Force procurement comaunity that the governament should not
be responsible for the demise of a contractor and, in the
vorst case, the contractor should break even. Thus, there
is a reluctance to force the contractors to assume full risk
on a project. The governmeant also seeas to shoulder a moral
vbligation due to the many ;hanges made in most prograxzs.
Yet the government expects full value on its purchases. Re-
cent efforts for improvement in this area include the use of
firm fixed price contracts and an assortment of warranties
and guarantees. The real solution, hovever, is in progran
stability and improved busimess practices on the part of
both government apnd industry. In doing sc, contractors

should be forced to bear respomsibility for cost overcuns

[51:29].
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BEven if the above recommendations were adopted, some
uncertainty and instability would certainly remaia. Not
even Congress has the reins on the forces of nature. Con-
gress, for instance, cannot coatrol the world price of oil
and other rav materials. Hovever, this does not mean that
steps should eot be taken to coatrol that which is within
one's power to control and stabilize that which can be ef-

fectively stabilized.

2.3.3 The Program HManager

If stability is the key to program uncertainty, then progranm
managers are the key to LCC management implementation. With
program stability somewhat assured, they would te free to do
more effective long range planning. As it is nowv, they nmust
continually justify their programs and manage short ternm
crises. Such short sightedness can lead to suboptizal flan-
pning and short tera decision making. FPurther, program man-
agers are anot properly motivated with fespect td'life cyclc
cost management. The consideration and effective use of LCC
in managing is not an integral part of their effectiveness
reports. Program managers are evaluated mostly on near ternm
performance which is normally defined to include only the
acquisition phase. It is difficult to justify higher ini-
tial research and production costs in order to realize un-

certain future savings in 0&S costs. Supporting this reluc-
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tance, the Air Porce is so organized that one coamand (AFSQ)
procures heu systeas and another cosmand (AFLC) is responsi-
“i ble for supporting them. Thus, no single individual or cou-
mand is responsible for a systea over its entire life cycle.
It should be noted that program ®anagers work for Air Fcrce

Systems Coamand.

-l o
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This organizational structure also puts the procuring

K

K

command (AFSC) into the advocate role. Advocacy should be
the responsibility of the user. After all, it is the user
et who best understands the need and solution to that ne<d.

;}- 'Thus, the proyram manager should work for the using comzani

and both APSC and AFLC should assume support roles. 1In this

wvay, program managers can monitor, manage, and control the

program not only through the research and production phases,

-ﬁ- but through the deployment and operations phases as well.

2.3.4 The People Problens

- Several intervievees regard the lack of trained, experienced

analysts as a problem vithin the LCC coamamunity. This con-

LR
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cern is particularly true in 0&S costing and is held by both

I
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supervisory and non-supervisory personnel alike. Compouni-

1)

?1; ing the problem, analysts are not only difficult to acguire,

S but also difficult to keep. Many analysts work directly

. b

vith business and industry vhere the lure of higher salaries

and friage benefits is quite strong. As a cobsequence, many
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of the government's best analysts abandon public service

PO I WU YU W

leaving numerous projects in the haads of inexperiencel,
junior analysts.

Due to the shortage, many projects are assigned to a sin- |
gle analyst with little or no technical assistance. Thus,
the typical amalyst is not only inexperienced, but expected .
to be an expert in everything from logistics to engineering [
to economic analysis. No LCC estimate should Le the product

of one person's labor. Rather it should represent the ef-

forts of a team skilled in logistics, econoamics, business,
operations, and cost estimating. The task of the cost ana-

lyst would then be to coordinate the team effort and produce

-

the final estimate. {

PO s

2.3.5 _.The Data Probles
Data is a problem for every analyst in every analysis.
There is either too auch or too 1little; it is in the wvrong

form or format; or its accuracy is questionalle. This is

true of LCC apnalysis, but there are some special concerns

and problemas with regard to Air Force life «cycle costinj.

v

R R

e
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The remarks in this section are prisarily directed at 0&S
£

F! cost data. ;
Pirst, there are over 140 separate automated and manual 1

data collection banks and systems applying to O0&S costs in ]

the Air Force [4:7-34). HMany are old, wvell established sys- f
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tems, but are not well docuprented. None vere created for
the sole purpose of LCC analysis. However, the biggest
problem for amalysts is in sorting through this maze of out-
put pcoducts to find the information that is needed. For
the data to be useful, the analyst sust kpnow how it is gath-
ered, what is included or excluded, and what assuaptions arc
used. With such a proliferation of data sources, this can a
monumental task.

This problem has been somewhat eased by the Visibility
and Managenent of Operating and Support Cost (VAMOSC) pro-
gram. VAMOSC is to [91:2]:

1. Develop weapons system 0ES cost visibility

2. Develop componment level cost visibility

3. Standardize 0&S cost terminology and definition

4. Institutionalize the 0&S cost systenm
Using existing data bases, VAMOSC collects and processes raw
data produciang an output of yearly O0&S cost by weapons sys-
tea in the CAIG approved CES. OUnfortumately, the first out-
put 4did not appear until 1982; thus the number of daita
points available for analysis are severely limited. Tn
time, however, VANOSC should evolve into a useful 0&S cost
analysis tool.

As useful as VAMOSC say prove to be, it does not solve
all the data problens. Many of the data collection barks

and systeas are designed for finabncial accounting, not cost
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accounting, applications. Thus, they are being used for
purposes for which they were not intended. This use leads 1
to probleams of interpretation, interpolation, and extrapola-
tioa. Many categories of historical 0€S costs are actually
derived values because 1large portions of the DOD operatinj
and maintenance budget are not identified or apportioned to
individual weapons systems or aission design series (MD3)
[69:5-1]. Therefore, to provide costs by weapoans systen,
various allocation techniques have been instituted. The
quality and reliability of such derived data is then depen-
dent upon the allocation techniques and assumptions agpplied
and how closely they correspond to the actual costs. For
example, it is compmom for the Strategic Air Coammand to colo-
cate B-52s and KC-135s at the same base, and it is not uc-
comnzon for maintenance techmicians to service both aircraft.
With the nmaintenance data collection system accounting for
techniciawvs' time, one problem is what basis to use in allo-
cating the idle time between work assignments.

Also, when an item is sent to the depot for repair, it is ﬁ
processed according to its National Stock Number (NSN).1t1
Information as to the MDS or base fros which the item came
is lost. In order to provide cost by HDS, some allocation
technique aust be applied. In doing so, wvaluable informa-

tion is ignored. For instance, one MDS may have more depot

11 A thirteen digit numeric code assigned to separate hard-
vare iteas bought by the govermaent.
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3' returns than auother on a coamon ites. Allocation may then
be made on the nusber of returns, but the MDS vith the fewer

returns may actually incur higher cost per repair aad, con-

sequently, higher total cost. This lack of traceability
also precludes adequate failure aodes amalysis. Such infor-
mation is invaluable when evaluating product modifications
and improvements, one of the primary uses of LCC.

In spite of the problems with these data collection sys-
tems, there is a strong reluctance to change then. They
were not intepded to be used in weapons sSystea 0&S cost
amnalysis. For the purpose they were intended, to serve as
financial accounting tracking mechanisms, they do a crelible
job. Also, changes must be made with care and only after
due consideration is given to all the ramifications of tne
changes because changing data systeas could invalidate pre-

viously collected data.

2.3.6 The Modeling Problea
Proper and consistent mod.ling is a continuing proktlen in
amalysis. With respect to life cycle costing, as new Jata
becomes available, o0ld CEBs must be updated. MNodels must be
tailored to the application and tradeoffs pade using compa-

rable cost figures. UWith such emphasis, there is a tendenc;

on the part of the analyst to become enanmored with the mod-

el. The model is regarded as an end and not as a means to
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an end. When this happens, the analyst must step back fron

the model and carefully examine the inputs, outputs, and as-

sunptions for reasonableness, consistency, and accuracy.

Far too often the output is presented without this critical
j% _ examination. Then, whea a flav is discovered, it is emtar-
= rasing to the analyst and impacts the credibility of the
study and life cycle costing in general.

In spite of the drawvbacks, wmodels do afford a comvenient
and orderly wvay to compute and present cost information.
Most cost analyses are accoaplished as a contination of the
three estimating techniques (parametric, analogy, and engi-
neering) withio the framework of a given CES. As a projrar
progresses from the conceptual tphase through the demcustra-
tion/validation, full scale engineering development, and
production phases to the operations phase, there is normally
a change in which estimating technique predomihates the
o analysis [69:3-8]. This is shown in Piqure 4 .

As the gechnique changes, so does the model or modelirg
approack. The probles is that there is no consistent set of
aodels employing the various estimating technigues unier a

common CES. Each model has its own CES and, therefore, may

or may nhot include the same costs as another. For this rea-
K - son, outputs between or among models are not cosparable.
Therefore, a modular model, wusing the CAIG approvel CES

for 0&S costs, should be developed. Such a model would al-
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a low analysts to apply the most appropriate estimating tech-

nique to individual cost elements and to change estimating
techniques as program phase and available information per-
mit. The result would be a flexible, consistent, dyuamic

model pot only tailored to the afpfplication, but also to the

program phase and estimating technique.
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2.4 YTHE BOLE OF RISK ANALYSIS

Normally, decision makers are presented with only a point or

‘aost likely' cost estimate, with no indication as to the

v, AR
S0t te e e, :N feS T

risk (variability) in that estimate. For example, Figure 5

FRVNEET | PAPOT GAF Gy

shows the relative cost of two systems, A and B. Using cost
as the evaluation criterion, and with all other factors be-
M ing equal, decision makers would choose System A, as it of- #
fers the lower LCC. But, point estimates can be misleading

and can lead to a worse decision than had no estimate at all

been used.

System A . System B

L 1 >

X, XB Cost

Figure 5: LCC Decision Making
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% To site an example from Diememann [27:2-4], Pigure 6

shovs four cases in vhich estimates are expressed as prob-

'
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ability distributions to reflect the actual, though perhaps,
unmeasurable, uncertainty surrounding each estimate. In
Case I, as in Figure 5 , decision makers are faced with no
real decision problem because all possible costs of System A
are lover than Syster B; usihg the point estimate vould not
affect the decision. The situation in Case II is sliyhtly
differeat ip that there is some probability that the actual
cost of System A will be higher tham Systenm B. If this
probability is not large, the decision makers would still
select A. However, when the overlap is significant, the
point estimate would no 1longer provide a valid datur for
system selection. In the third case, both point estimates
are the same, but the cost distribution for B has a larger
range or variance. Here decision makers preference toward
risk must enter the decision process. If they prefer to
mipimize risk, they will select A. Case 1V is a more conr-
plicated situation where the expected cost of System B is
lower, but nuch less certain than A. In this case, if deci-
sion makers were to use only a point estimate, they could
easily make a wrong or undesirable decision. The applica-
tion of risk analysis would give much needed visibility into
such a decision proble=n.

In conducting the interviews, hovever, the application
and presentation of risk analysis was met wvith mixed feel-

ing. Most of those intervieved stated that decision makers

L A
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Pigure 6: Impact of Cost Risk on Decision Makiny
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were only interested in a point estimate. There were four
: predominate reasons for this. Pirst, presenting more tham a
point estimate would constitute an ioformation overload.
Life cycle cost is but one input to the decision process.
Information preseanted must be clear, coacise, and easily ua-
derstood. This leads to the second reason. Some interview-
ees believed that decision makers would not understand risk
analysis and its associated implications. Third, some felt
that the possibility of high costs would cause undue concera
and adversely affect the decision. Fourth, risk analysis
wvould impact the credibility of the study givirg the iampres-
sion that analysts wvere unwilling to standé behind theic
analyses. Most, bhowever, did agree that analysts should d»o
risk analysis for their own bepefit and in support of the
point estimate.

But, risk analysis provides precisely the information
that the decision makers need. If alternatives caunot bhe
Clearly separated and evaluated on the basis of cost, i€
competing cost estimates fall within the ercor of the esti-
mate, then the decision should be based on some criterion
other than cost. If the probable cost ramge is too broad,
steps should be taken to refine the estimate and decrease
the range. Such steps include better data collection and
improved estimating methods and techniques. If the possi-

bility of high costs is so significant as to make the systea
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potentially unaffordable, decision makers should be aware of

)
<
4
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this prior to the decision. Ignoring such information does

not lead to better decision making. On the contrary, it 1
leads to cost overruns, unsupportable systemws, and impaired

readiness.

2.5 CONCLUSION

Table 2 summarizes the pertinent results of the interviews.
The table shows the number of respondents, out of a total of
eighteen, who identified a problem in a particular area.
Some respoadents voiced a problem in more than one area.
The overall assessment in this chapter was based, however,
on an integration of the personal interviews, 1literature
search, and personal observations and experience of the au-
thor.

LCC is a valuable and viable tool for controllirg esca-
lating defense costs. If life cycle cost management is to
reach its full potential, the credibility gap wmust bpe
filled. This will require chkanges in business practice, or-
ganizational structure, and management philosophy. Also,

steps must be taken to solve the problems associated witk

people, data, and modeling. In addition, risk analysis must
be an integral part of every life cycle cost study and anal-
ysis. 1The next chapter discusses soae of the modeling ameth-

E! ods for meaningfully developing a risk analysis.
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TABLE 2

Interviev Sumaary

bedesbeleadeckeduliti Adned oot

Problea Numsber
Directives 1
Organization 6
Confusion with Budget 2
Program Stability
Program Manager

People

w W

Data
Models 3
Risk Analysis Objection 9
Orgamization includes those who cited No Follow Up

as a problem and Confusuion with Budget includes those
who recognized Figure of Merit as a problen.
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Chapter II1I

BODELING

To place a LCC estimate in proper perspective, it must be
viewed as a random variable. Onfortunately, many users are
not fully avare of this. But, it is this aspect of the LCC
estimate which gives credence to risk anmalysis.

Although some 0of the cost factors or elements may be
knovn with soame degree of certainty and can be considered
non-random, aost are not knocwn or identifialle with cer-
tainty and are, thus, randon. In arriving at a LCC esti-
mate, various guantities, random and non-random, are ailded,
and multiplied, ana, finally, aggregated. Any tunction of
randon variables is itself a random variable. Therefore,
the final LCC is a random variable and must be viewed as
such.

Each cost factor or eleament can be described by a prob-
ability distribution. The fuanctional form of this distribu-
tion (e.g. norsal, beta, gamsa, etc.) may be known or uu-
knova. 1In either case, certain parameters (e.g. mean, mode,
median, variance, etc.) of the distribution may be known or

anknovn. Further, each cost elemeat or factor may be depeun-
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dent or independent of the other cost factors or elements.

Figure 7 illustrates this breakdowvn. Depending on the in-
formation available, various modeling methods are availalle

to perform the risk analysis.
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i di

{ The major risk amalysis effort should be directed toward

the cost drivers, and, as established earlier, O8£S cost is a

Y

driver with respect to life cycle cost. Therefore, the mod- i

et N

eling presented here will be chiefly directed at 0ES cost. a

However, the methodology and techaniques to be developed and

VPRI

presented could be easily applied to acquisition costs.

This chapter begins with a theoretical review and discus-

sion of several modeling wmethods and then relates two of
these methods directly to 0&S costing using the techniques
of analogy and parametric costing. Some candidate probacil-
ity distributions for use in 0%S cost risk analysis are then
presented. The chapter concludes with a discussion of vari-

ous wvays to present the risk analysis to decision makers.

3.1 HODELS AND BODELING BETHQDS

The models or wmathematical expressions used in 0&S costing
appear inm two general foras: the additive model and the mul-

tiplicative model. The additive model is expressed as

Y = CiI1¢CXp (N

and the multiplicative model as

e

Y = X1X2 ( 2)

DA

vhere X1 and X2 are randoa variables and C1 ard Cp are cosn-

o

(AP

staats, The mathesatical expressions used in practice ap-

.
A

pear to be more complex, but are usually reducible to these

G

tvo general forass. These wmodels are referenced frequently

in the following discussion.
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The modeling wmethods generally fall into tvo broad
categories: analytical and Monte Carlo simulation. The
method used in addressing a particular estimate depends upon
the complexity of the problea itself and the amount and type
of information available. It is conceivable that different
parts of the analysis could be done with different methods.
This section begins with a discussion of Monte Carlo simula-

tion folloved by a presentation of analytical methods.

3. 1.1 Honte Carlo Simulation

Moate Carlo simulation is a method of estimating cost by
means of an experiment with random numbers. Simulation in-
volves replacing an actual statistical universe of cost ele-
ments and factors by its theoretical counterpart, a universe
described by some assumed probability distribution, and thexu
sampling from this theoretical population by means c¢f sone
type of random number generator. This approach seeks an-
svers to problems dealing with absiract, rather than real,
populations and is ideally suited for situations where the
taking of actual samples is either impossible or economical-
ly infeasible. Simulation is often used when problem conm-
plexity makes numerical anmnalysis difficult, if not impossi-
ble, or when there are no known analytic solutions [90:241].

It is also used wvhen explaining abstract analytical models

to decision makers is too difficult.
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Figure 8 illustrates the Monte Carlo approach. The cost
factors, constants, and cost estimating relationship (CER)
coefficients are treated as a set of inputs to the cost mod-
el. Associated with each of these inputs is a probability
distribution to reflect its inherent: risk. These distribu-
tions can be described statistically froa available data or
from subjective probabilities. The object is to estimate
the total system cost and its associated wuncertainty when
all the input uncertainties are subjected to the coamplex in-
teraction of the cost model. A simulation technique is used
to generate the input parameters and a set of output (cost)
estimates is prepared. From the set of output estinmates,
comamon statistical measures (mean, variance, range, etc.)
and a frequency distribution are calculated.

As an illustration, consider the multiplicative model
212, The analyst has determined (from actual data or sub-
jectively) that the input parameter uncertainty is charac-
terized by the brobabiliif distributions as showz in Figure
9 for X, and Xp.

From the input distributions, a saample value is generated
using the Monte Carlo technigque. By sultiplying these sanm-
ple values, a value for Y is calculated. The procedure is

repeated until the nature of the output uncertainty has been

12 An alternative model may be the additive model (1). The
model actually used in a study should be that which best
represents the reality of the situatioa. The model used
here is for illustrative purposes only.
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established and a frequency distribution for Y can be drawrn.
The Monte Carlo technique described herein requires that
all inputs be autually independent and, according to Diemne-
mann [27:11], the cost factor inputs are probably indepen-
dent. .If they are not, Dienemann suggests incorporating the
relationship into the cost model or using suphisticated
techniques for sampling from joint frequency distributions.
The major problem is in finding the proper form for the
joint distributions or in defining the dependent relation-
ship.

Monte Carlo simulation seeas to be the most popular metia-
od of conducting a cost estimate risk analysis. Several
references in the literature deal with this method!3. The
main advantage to using simulation is the ability to address
complex problens. Although the example given here is quite
simple, actual models may contain numerous equations aal
hundreds of variables. The disadvantages are dependence on
a computer (no back of the envelope estimates) and inherent
inexactness due to sampling error. However, with the type
of models generally used in life cycle costing, a large sawm-
ple size can easily be obtained. Thus, simulation can give
fairly precise results. As an added bonus, simulation gives
an estimate of the shape of the distribution, Additionally,

simulation results are generally easily understood Ly maa-

13 The reader is referred to 23], [27), (40], [93]), and
{101].
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agement.

3.1.2 Analytical Bethods

Although not as popular in the literature as Monte Carlo
simulation, some analytical methods have been applied with
varying degrees of success to cost estimation problens.
This author has found none, however, that specifically ad-
dress the problem of 0&S costing.

The analytical methods will geperally yield exact solu-
tions and are not necessarily computer dependent. However,
the mathematics involved in the more sophisticated methods
can be very complex with lengthy expressions to the point of
making a solution almost impossible to obtain. In such cas-
es, a computer may have to be used and approximations may be
reguired.

Three methods are presented here. A short sumrary arnl
reviev of additive and multiplicative moments is followed by
an indepth presentation of sums and products of random vari-
ables and traasforas. The remainder of this paper will en-
phasize the use of the last two analytical aethods as they

apply to 0&S costing.

3.1.2.1 Additive and Multiplicative Hosments
The concept of additive moments vas first introduced by T.

N. Thiele in 1903 under the name semi-invariants or cumu-
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lants. The concept was later addressed by Cramer [25] and
KRendall and Stuart (56]. The term additive moments was
first used by S. A. Sobel in 1965. In 1976, McNichols [71]
applied the concept to the treatment of risk in parametric
costing. This procedure was later expanded by J. J. Black
to include gmultiplicative monments. This section 1is based
primarily on the vork of McNichols and a paper by Wilder acnd
Black [89:193-202].

By definition, the ith moment of the random variable X
taken about the origin is E[X1] and is denoted by ui vhere E
stands for expected value. Mathematically,

. +oc .

u! = E[X1] =f_ocxlf(x) ax ( 3)
where f£(X) 1is the probability distribution function of the
randoa variable X. The mean or expected value of the dis-
tribution of X , pi , 1s the first moment about the origin
and will be denoted as p . Expanding upon this definition,
the ith moment of a random variable X taken about its mean,
or the ith central moment of X, is B[(x-u)i } and is denotel

by pj. Mathematically,
. +o0
pi= B il = @) £(0 ax (w)

In particular, the variance of X, Var[{X], is the second cen-

tral moment, y 5. The expected value of the randoa variable

eitX is called the characteristic function of the rardor
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variable X. The kth derivative of the logarithm of the
characteristic function evaluated at zero and amultiplied by
i-K is the kth additive moment of the random variable. Witk
these definitions in mind, Gnedenko [39:269] has shown that
the first four additive or A moments of the random variable
X, in terms of origin and central moments, are as listed in
Table 3 The reader will note that the fifst A moment is
the same as the first moment about the origin. Also, the
second and thicd A moments are the same as the secotrd and
third central moments. Thus, given a randoa variable X with
known mean and central moments, the A moments can Ee found.

Further, the additive moments of a sum of independent
random variables are equal to the sum of the aiditive mo-
ments of the individual terms [39:269)]. Thus, rcferring to
the additive model (1) with Cq and C2 equal to one, the A
moments of Y are egnal to the sum of the A moments of Xq ani
Using the A amoments of Y, it is then possible to solve
for the parameters of a given distribution of Y [71:85-9y].

For example, if one knows or assumes that the sum of two
indepeadent random variables is rectangularly distributedis
then it can be shown that

Ay = p= (2a+dh)/2 ( 5)
and

o2 b /12 ( 6)

A,

18 See Table 10 .
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where a and b are parameters of the distribution. Note that
equations (5) and (6) are simultzneous equatioans im twvo un-
knovns. One can solve equation (6) for b and substitute

that value into (5), yielding a correspoanding value for a.

That is,
b=02m2 «7n
a = ay- VIR, (9

If one is dealing with sample data, sample mean and variance
can be substituted in (5) and (6) above. Por further exanm-

ples, see McNichols [71: 85-99].

TABLE 3
Additive Moments
A1= E[X]= 19
A, = E[le'uz = U,

Ay = ELXO)3E[x%Jue2ud = 0y
Ay = ELX¥J-uE(X3)u-3(B(X2)) °
012E[X2]u2-6u4

[ o St cws GEe GEe Ges Gae GME G Gne G e S P W
e e e - - e e A e — o —

For the multiplicatve model (2) wvhere X4 and X are inde-
pendeat random variables, Sooel [89:195] has shown that the
sosents about the origin of the individual random variatles

can be nmultiplied to get the momeats about the origin of tke
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prodact. These multiplicative or M moments, where M; is the ij
ith multiplicative amonment, can then be converted to A mo-

ments and vice versa as given in Table 4 and Table 5 4

[89:195].

¥ )
| |
! TABLE 4 |
| |
| Additive to Multiplicative Moments |
| ' |
| i
| Hl = Al {
| |
= 2
] My = ABoJAIAZ»Af i
| ' |
i My, = Aye3A5+un A e6afa Y |
| |
[N d

TABLE 5

Multiplicatve to Additive Moaments

"1
Az = Bp-nf
Ay = Ey-3m.m 207
Ay = Ny-3M%-un e 12880 -6nF

|

|

i

|

|

| A
| 1
|

|

{

|

|

j
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The procedure can be easily and obviously extended for
the sus and product of more tham two randoa variables. It
can also be applied to mixed additive and wmultiplicative
modelst!S through the application of the relationships ia Ta-
bles 4 and 5 «

For models more complex tkhan the simple additive and mul-
tiplicative models with unit coefficients given in (1) arnd
(2) and the extensions noted above, Bsore comfplex procedures
aust be |used. Wilder and Black use a transformation of
variables to simplify more complex forms [89:195-136].
McNichols uses a Taylor series expansion of the model and
computes the additive monzents for first and second order ar-
proximations [ 71:77-83]). Thus, maany functional foras of the
model can be addressed using additive and multiplicative mo-
ments.

The discussion of additive and multiplicative moments has
thus far coancerned only independent random variables. Worm
[105] extends the McNichols methodology to include the de-
pendent case by splitting each random variable into two
parts: one tepreseptinq the independent part aad the other
the dependent part. Considering the additive aodel (1), oue
must estimate for each Xj a proportion of the total varia-
tion due to a commonality between the X;'s. This informa-

tion is used to split the variance of the X; into the two

13 Y = X (Xp*¢X and Y = (X;X))#(XX,) are examples of mixed
additive an nultxplxcatzve nodg

1s.
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parts. Each X; is then considered to be the sum of two in-
dependent random variables, one of the two being a part of
the other X;. Using these two random variables in place of
the X; makes Y a function of independent random variables.
The additive moments are computed in accordance with the
procedure presented by McNichols. HMcNichols also presents a
procedure for determining the additive moments for the addi-
tive model (1) wunder conditions of dependency [71:116-117].
In applying his procedure, the analyst must determine the
covariance between each combination of dependent variables.

Although both procedures for the dependent case may sound
sisple and direct, it must be remembered that the proportion
of commonality or covariance must be determined either fronx
bhistorical data or subjective input. This aay be no trivial
task if sufficient data is not available or if reliable sub-

jective input cannot be collected.

3.1.2.2 Suss and Products of Randoam Variables

The sums and products of random variables method is the most
elementary of the analytical methods. Perhaps this explains
wvhy this method seems to be overlooked in the literature.
It requires the least amount of information relative to the
randon variables involved, but does necessitate some basic
assumptions ian the application of the statistical techni-

ques. The sums and products of random variables is applica-

P N P Y
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ble in both the independent and dependent cases and reguires
only a knowledge of the mean, variance, and, wvwhere applica-
ble, covariance of the quantities involved.

Appropriate formulae for the independent and defpendent
case of the additive model (1) are contained in Table 6
while correspoading formulae for the asultiplicdative model

(2) are contained imn Table 7 .

TABLE 6

Additive Model Foraulae

Y = C1X10 C2X2

Independent Case

Mean

wy = Cgpg*Caup
Va 13n¢

(s} 5’53 252

Dependent Case
Mean

by = Cqug*Coup

arlne
of = *C2°2 +2C1€5095

Note: j; = Expected value of X; = E[xi]
2 - : =
gf = Variance of X; = Var[xi]
Gij= Covariance of xi and xj = Cov[xi,xj]
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TABLE 7

Multiplcative Model Formulae

Y = 1112

AT A

Independent Case
Mean

HY = H1HE2

varjance
o8 = ulod ¢ ugo? + 020}

Dependent Case
Kean

Ry = Rqdp * T2

variange
0§ = ufos ¢ wiofe2ugupoqp *+ 9193

OISR -

{ Note: p; = Expected value of X; = E[X;]
X 2 = ; =
0f = Variance of X; = Var[X;]
Gijz Covariance of X; and Xj = Cov[xi,xj]
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The additive model can be easily extended to accomodate

the general case of the sum of n randoms variables. Formulae

Pl H. 0% % N Y

for the general case are contained in Table 8 .

Extension of the multiplicative model to the general case

fatial il
1

is not so easily accomplished and, therefore, as a practical

L)
-t =8

matter, an approximation using a Taylor series expaunsion of

- the model is recosmended. This procedure also applies to
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TABLE 8

General Additive Model Pormulae

Independent Case
Mean

n
Ly ?_g Ciuj
l_

variance
& 252
a¢ zz& Cfof

Dependent Case
Mean

n
uy ?Zl Ciui
l=

vVariance

% n 2 2 n-1n
O‘ - C O’ *2 C.c -o’. .
i=21 171 i;;iiﬂ L

Note: uj = Expected value of Xj = E[Xj]
G% = Variance of Xj = Var[Xi]
g1 5= Covariance of X35 and 1j = Cov[xi,XJ]

z = Summation operator

[ o S S
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compound functions of random variables, pdarticularly in the

dependent case. This method is sometimes referred to in the

i; literature as the method of statistical differentials.
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Consider a function of n variables, £(XZ14X2se-<Xy), where

SR, 4 i

each of the variables has a knovn mean, variapce, and, vhere

applicable, covariance. Taylor's foraula for the function

of n variables about the point P = (a1s3pse--ay) is

n
f(x1'x2'.-o'xn) = f(al'aZ'...,an’.zl(xi-ai) af/BXiIP
1= -

*

n n
’/2.2.1 ) l(xi‘ai) (X 5~a3) Bzf/axialep
if1 3=

+ R (9
where 3f/oX; aad aZf/axiaxj are the first and second partial
derivatives evaluated at P = (21020722 03}) respec;ively ari
R is a remainder term. Assuming R is negligible,!® and sub-

stituting P (ul,uz....,un) for P where L3 is the expected

{J,=
value of X5 it can be shown that the approximate expectel
value of the fuanction f is

E[f(x]_oXZt---Ixn)] = f(L1sloeeecrliy)
n zn Zf
+1/2Zl Gsx “F/3X3aX 5t (10)

where gijis the covariance for X; and xj. If X; and xj are
independent, the last term is zero for the xi,xj pair. The

variance of f(xl,xz,...,xn) is approximated by

n n
Var[ £(Xq,X00eea,X = .. (QE/3X .
ar[ £(X1sXppmea,Xy) ] i}; 5‘;1013 (€/2X11p ) (32/3K 51 p )

(n

Y
A
\
L
L
h
<
R
<

1¢ B can be safely disregarded if third order derivatives
are seall or zero.
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The major difficulty in applying the sums and products of
random variables is in determining values for the mean, var-
iance, and, wvhere applicable, covariance of the randoc quan-
tities coacerned. This problem will be addressed in later

sections of this chapter.

3.1.2.3 Transforas

This method does offer some features and versatility not
found in the other analytical methods presented. Transform
techniques can be used to generate the origin and central
moments mecessary in the application of additive and nmulti-
plicative moments or as a stand alome analytical techaigue.
In the same way that logarithms are used to manipulate cox-
plicated expressions in elementary algebra, transform are
used to simplify operations in the algebra of randoa vari-
ables. The use of transforms requires no more assumptions
and little more knolwedge than the method of additive and
multiplicative moaents, yet affords an added bonus in that
the resultant expression can be used to reveal the exact
distribation of the product or sum of random variables. if
one is only concerned with the moments of that distributioa,
they are obtainable directly froam the transforms without go-

ing through the sometimes difficult task of transform inver-

sione.

Rk
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Three transfora types will be discussed in this section.
These are the Laplace transfora for the additive amodel (1),
the HMellin transform for the wmultiplicative model (2), and
the geometric, 1in conjunctioa with the Laplace, for a spe-
cial case of the additive model.
The transform most used in finding the distribution of
suns of continuously distributed non-negative randoam vari-
ables is the Laplace transfors. Given a continuous random

variable X, (X 20), with probability density function f(X),
LL£(X) ) =jao e-SXf(x) dx (12)
0

is the unilateral Laplace transform of £(X), wvhere s is a
complex variable of the form s = a-:iv. Its inversion inte-
gral is
L-lfg(x)] = £(x) = (2mi) "1 lilja+ibeSXL[f(X)] ds  (13)
beoodg_jp
Equations (12) and (13) above constitute the iaplace trans-
fora pair. Note that the inversion requires the evaluatioan
of a contour integral. This evaluation can be avoided by
the use of tables of transfore pairs such as those found ir
Giffin [38] and Springer [97]).
In multiplying random variables, the Mellin transfornm is
used ¢to develop probability distributions. The Mellin
transfora for the probability density function f£(X) of the

randona variable X is

m{E(X) ) =jz xS-1g(x) ax (14)

v < A Lo .
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vhere s is once again a complex variable. The HNellin inver-
sion integral is
+ib

(2miy -1 1iu.f X" SM[£(X) ] ds  (15)
bro’g-ib

M-10£(X) ] = £(X)

Equations (14) and (15) above are the Mellin transform pair.
Again, the inversion requires the evaluation of a contour
integral. As in the case of the Laplace transform, this in-
tegration can be avoided by using tables such és those in
Giffin [38] and Springer {97].

In order to properly evaluate the additive aud multipli-
cative models, one must apply the convolution operatiot.
Consider the additive model (1), where X4 and X, are contin-
uous independent random variables with probability density
functions £4(x4) and f;(xp) respectively. The the distribu-

tion of Y is given by convolution integral
Y
g(Y) =j; £1(X) £(Y-X) dX = fq*f (10)

where the symbol * represents the convolution operation. 1n
the transfora domain, the convolution of two functions, ac-
cording to Borel's theoreama, is egqual to the inverse of the

product of their transforas. Simply stated in terms of the

Laplace transfora,

L{g(Y) ) = L{E1(X1)] LLE£2(XD) ) (17)
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or the trapmsform of the probability density function of a
sun is the product of the transforas of the density func-
tions of the individual random variables being added. This
procedure can be logically extended to the sum of n continu-

ous independent random variables

as
n
Lg(n1="T L{f;(X5) ] (13)
i=1
vhere 7 is the multiplication operator. If the n terms iu

the sum are all identically distributed indepenient randon
variables, (19) reduces to
Llg() ] = (L[E(x) " (29)
if the inversion of the transforam of g (y) proves to be
too difficult or if one is only interested in the moments of
the distribution of g(Y), all is not lost. In the case of
the Laplace transfora, the moments of the distribution can
be determined by simply taking derivatives of the transfora
with respect to s and evaluating at s=0 [38:62-63). In

mathematical teras,

-]

aTLL £(0) VasTl g =j; (-0 e e () ax 44 (21)

and the moments about the origin can be expressed as

B(x") = (-1 aTL£(n) VasTigop (22)
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If one is interested in the moments about the aean, ¢ the
- logic above can be extended. That is,

EL(X-0) "] = (-1 aN/dsT(eSHLL £(X) ) I 50 (23)
Thus, the variance and higher order moments about the mean
3 » can be easily and quickly determined given the distritutioa
E: function of the random variable x.

. Now coasider a special case of the Laplace transforuw
.?: vhere the nuaber of terms in the sum is itself a randoa
= variable. This situation is conveniently handled through
the application of the geometric transforas.

The geometric transform is the discrete analoj of the La-
- place transform and provides the same capabilities vwith re-
spect to discrete randoam variables as the Laplace with cou-
tinuous random variables. The geometric transform 1is

Qj defined by the sua

6L p(n) ] =ZO p(n)z" = Gp(z) (24)
n:

where p(nf is the probability mass function of n and 2z is a

complex transform variable corresponding to s in the Laplace

;: traasform. Thus, the geometric transform of the functioa
- p(n) cam be vieved as the expected value of z''. The expres-
sion in (18) can then be treated as a conditional transfora.

That is, L{g(YIn) ] is the transform of g(Y) for some fixed

2 n. The unconditional transform is then obtained by weight-

ing each term by p(n) and summing over all n. That is,

o o0

: L{g(Y) ] =Zo L{g(Y]a) ]p(n) =ZO (LL £ (X) 1) Np(n) (25)
= n=

R SR B . .
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Note that this expression closely resesbles that of the geo-
metric transform (24) with the z replaced by L[ f (x) ]. Tne
transfora for the random sum of random variables is thken ex-
pressed by

L[g(Y) ] = Gn(z)lz=L[f(Xﬂ = Gn[L{f(X) ]] T (26)
Although this expression appears to be a geometric traas-
form, it is aot. The end result is a Laplace transform in
the complex variable s ard aust be treated as such.

Often in 08S costing probleas, bistorical data or subijec-
tive estimates are so sparse or incomplete as to permit only
an estimate of the mean and variance of the ranior variables
x and n. In these cases where there is insufficient, credi-
ble information to fit distributions to the rardom variables
involved, one can still solve for the mean and variance of
the random sums expressed in equatioa (18). That is,

Hy = HBpHyx (27)
and

2 2

¢ = Hpox * “Xag (28)

9%
Zhus, given only the mean and variance of botbh the number of
teras and the individual terms in the sum, one can conmpute
the mean and variance of the randoa sua. One need not know
the distribution or the traansfors to obtain these important

statistics. Equatioas (27) and (28) hold for both continu-

ous and discrete X.
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The Mellin convolution used in ghe multiplicative model
= takes a slightly different form. The probability demsity
function of the product of two nonnegative, continuously
distributed, independent random variables, model (2), with
probability density functions fq(xq) and f2(x2) is, in teras

of the Mellin convolution,

T o]
- g =f WIin £ ax (23)
;? Then, the transform of the Mellin convolution is

M{g(¥)] = M{£1(X1)] ML £2(Xp) ] (30)

vhere M represents the Mellin transform of the densities in-
volved. In parallel with the sum of n continucus indepen-
;- dent randoa variables given above, the transform of the Jcu-
sity function of the product of n nonnegative independeat

randos variables is

n
- Mg (N ] =T Mi£;(X5) ) (31

o The recovery of the moments of the Mellim traasfora is
even easier than the Laplace and does not involve deriva-
tives but a mere substitution of variables. It can be shown
that the rth amoment about the origin can be derived by re-
placing the complex variable s in the Mellia transform with

S = r+1 [38:74). In mathematical sysbols,

= E[XT) = [ €(X) Jlg=psy = U} (32)
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If one is interested in <central soments rather than morents
about the origin as expressed in (32), the conversions givenu

in Table 9 can be used.

TABLE 9

Conversion - Origin to Central Monments

Wy = By

1 g 1y 2
by = B3 (pg)

uy3uguge2uh

(o e s . e G W e S o S G o=
il UL I ———
.

"3
= l-u 1] !‘.6( 1 2 1-3 iy ¥ u’
my = wfmlugegtolug) uymdug)
<
This discussion of transforms has thus far dealt with 1
: 3
only the independent case. Information relative to the Je-

pendent case is rather lacking. This is primarily due to

it ot

the fact that the analysis is considerably more complicated.

For the additive model (1), the transform of the probability

density function of the sum of dependent random variables is
no longer the product of the transforas of the prokability

density functions of the component random variables (97:67].

\ - 4 ORI

4

s

Springer [97] uses the Pourier transform or multivariate

e

characteristic fuaction to evaluate the sum of dependent

o
s

) DG

randoan variables. To apply the technique, one must know the

multivariate probability density functions. He then demon-
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(.. strates the technigue for the sum of dependent normal randon
o variables.
&; , For the multiplicative model (2), Springer [97] uses the
' two dimensional Mellin transform to evaluate the product of
?é tvo dependent randoam variables. Again, one must kno« the
L multivariate probability demnsity function. Sprinjer deaon-
f strates this procedure using the bivariate normal distritu-
tion.
The fuadameantal problem in the dependent case is that
' evaluation of both the additive and mwmultiplicative models
;; requires a knowledge of the multivariate probability densirty
éi function. Given the present state of the art in 0£S cost-
ing, it seems unlikely that these distributions can be ideu-
“?- tified with any degree of confidence. Therefore, one may
X have to resort to the methods discussed in the section orn
suns and products of random variables. This 1is a natural
: for a Taylor series approximation. The consequence of iy-
;Z ) k'noring dependence is an error in the variance for the addi-
tive model and an error in both the expected value and vari-
x4 ance for the multiplicative model. The magnitude of the
-2 - error is a function of the magnitude of the covariance and,

vhere applicable, the expected value of the dependernt vari-

o ables involved.
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3.2 MODELING 06S COSTS
In this section, tke theoretical methods aand models present-
ed in the previous sections are related directly to tie
problem of 06S costing. The techmiques of analogy and para-
metric costing are emphasized as they are the technigues
used in the early stages of a weapons systenm acquisition
progran. The reader is reminded that it is the early deci-

sions vhich have the greatest impact on total cost.

3.2.1 The Basic Building Block

The basic building block for any total system 0OES cost esti-
mate is the single year 0€S cost. These yearly estinates
afford a good frame of reference and conform to the widielv
used practice of collecting, processing, and aggrejatiny
data on a yearly basis.

The key to determining single year 065 cost 1is the cost
element structure (CES). As the reader will recall, the CES
is simply a listing of the cost items or categories to be
included in the yearly estinmate. In using an accounting
type model, the cost elements are then added, often in a hi-
erarchical fashion, to arrive at the cost for year j, Y5
Thus, if X; is the cost estimate for the ith cost element in
support year jJ,

lxi' j=1,...,n (33)

WM

Yj =

...............
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where a is the number of cost elements and n is the orera-
tional life of the systen.

Then, if the X;'s are independent, using siample sums of

random variables, the expected value and variance of Yj are

m
E[Y;) =) E[X;] (34)
i=1
and
' m
var[ ¥ ;) =) var[Xj) (35)
i=1

If the X;j's are dependent, the variance is expressed as
Var[!J] -Z Var{ xl]+2§_‘11 in Cov[xl,xJ) (30)
i=1 j=i+1
vhere Cov is the covariance.
In terms of transforms, the Laplace traasform of the dis-

trilbution of Yj e 9(y ), is

m

L{g(Yy ] = z'[ll-[fi(xi)] (37)
vhere L[{f;(xj )] is-the Laplace transform of the distribu-
tion of Xj. Note that the above transform applies only in

the independent case.

Now that a method for estimating yearly cost has been es-

tablished, howv is total 08S cost over the life cycle of the

systen computed?

PSP G S P SR R T S R PRS-
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3.2.2 Total 0&S

Cost N

The single year cost may represent a steady state conditiown

under vhich the number of systems in operation is rather
fixed and costs remain relatively steady or it may be for a
year characterized by the phase in or phase out of the sys-

tem.  The typical OES cost profile is shown in Figure 10 .

Time (Years)

Figure 10: Typical System 0€&S Cost Profile

: e
! |
! |
! Phase Steady State Phase |
: In Out :
| Cost |
[ (3) | | i
| |
| | l '
‘ l
' |
| l | |
{ d a b r |
' |
! i
' |
| |
| |

A veapons system begins accruing O0&S cost wvhen the first
item or member of the system is iatroduced into the active

inventory. The initial period, d to a in Figure 10 , is

knovn as phase in and continues until the 1last production
model enters the active inventory. The cost curve durinjy

F this time has a positive slope indicating an increasing cost
1
‘
Ld
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trend with the actual shape and slope of the curve being a

ﬁ function of the production schedule in termss of rate ani
?3 : quantity.

Folloving phase in, the system enters a period of rela-
tively stable costs known as steady state, shown as a to b
in Figure 10 = At the end of steady state, phase out begins
and continues until the last active itema is retired, as

shown from b to r in Figure 10 . This is a period of cde-

[AE AR A SN

creasing 06S costs and is again a function of schedule i
terns of rate and quantity. Note that phase 1in amnd phase
out may occur at different rates. The area under the curve
is then the total 0&S cost.

A common and rudimentary approach used in determining to-
tal O&S cost is to compute the single year steady state cost
for the system and then multiply that cost by a fixed nurker
of years. This approach has several faults and is really
valid only if the phase in and phase out rates are approxi-
mately the same. If the steady state cost is used to repre-
sent all the years included in the estimate, a better model
may be to add the cost of the iondividual years. Another ap-
proach is to compute separate costs for the phase in years
and then add on the cost for a fixed number of steady state
years ignoring the phase out years altogether. As is obvi-
ous, this approach also has faults froa the standpoint of

capturing the total O0&S cost. Hovever, paramount in any

. - ooy
..... -

O R RN
P U S T R IV T TP I U VRNV

A A A ST 8+ a

M e,

S




=4 s e e

e Y
2oy T

£ . . 3
4 U~
Ly A h

ey .
¥ 8 ® R
[ TP -

P

P LA

P

T T P T T, - AEA Saart Sy shete oot iinge Mt The San Mo Shas Shem il Sney S Sias 4 T T o F ey
e e VT VL T ~ e e e L A A

78
cost amalysis is the decision for which the estimate is be-
ing made. The analysis must be relevant to the decision and
convey to decision makers that information which will en-
lighten and support the decision. Therefore, these simpli-
fied techniques may be all that are required for the deci-
sion at hand. To be exact, however, total lifetime OES cost

for a system can be represented by the equation
r
TOS =) Y (38)
J:

wkere TOS is the total 0&s cost, !j is the C&S cost for sup-
port year j, 4 is the year in which support begins, and r is
the year in which support ends. The values cof d and r are
based on the time reference for the study with 4 not neces-
sarily equal to one. In that T0S is a faaction of time, it
becomes necessary to discuss two 1issues before going fur-
ther. These issues are inflation and discounting; both of
which modify the relatioaship of future to present costs.
3.2.2.1 Inflation

In recent years, wmonetary inflation has been a worldwide
phenomenon and it is expected to continue. 1In simple teras,
monetary inflation describes a peciod_of rising prices for
goods and services. As prices rise, the value of the dol-

lar falls. When developing cnst profiles over tiae, the

aspect of inflation msust be coasidered.
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Air Force Regulation 178-1 states that to detect the ef-
fect of changes in the purchasing power of the dollar, both
constant dollars (adjusted for inflation to a base year, us-
ually the present year) and current dollars (actual, future
dollars) be considered in making cost estimates and in ana-
lyzing and evaluating alternatives. Further guidance from
the Cost Analysis Improvement Group, Office of the Secretary
of Defease, states that 08S costs should be presented in
constant dollars of the curreat fiscal year. The Group rea-
sons that constant dollars make future costs look more rea-
sonable and give declsion makers a beachmark for comparison.
Many decision makers are also involved in the budgeting pro-
cess and constant dollars give a frame of reference in rela-
tion tc the other cost figures with which they are used to
vorkinge. From the standpoint of both decision makers and
analysts, inflation is difficult to predict and beyond their
control. The use of constaat year dollars eliminates the
consideration of such uncertainty from the decision process.
Thus, the use of constant Jdollars is highly recoamendedl in
06S cost analysis. Various indicens are available for con-
verting one year's dollars to another. The Department of
Defense recommended tables for 06S costs are fouad in Air
Porce hegulation 173-13, USAF Cost and Planning Factors.
After accounting for the effect of inflation, another Jdif-

ference between future and constant dollars still remains.

—— -_-:1
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3.2.2.2 Discounting
Discounting is a technique which accounts for the time value
of money. A dollar in hand today is worth more than a dol-
lar to be received at some time in the future because money
has a cost - interest,

By discounting, all time phased expenditures are indexed
to the present, the only fair method of evaluation if the
decision is being made today. In other words, discounting
relates all costs to a specific decision point. The effect
of discoanting on 06S costing is to make alternatives which
defer spending more attractive ¢than those which re;ﬁite
spending sooner. Thus, if two alternatives are equal in all
respects e;cept in the timing of the same total expenli-
tures, that alternative which delays spending is preferable.
Discounting is reguired when comparing alternatives and in
evaluating tvo or more cost streams on a comfparable basis.

There are those, hovever, vho argue against discounticj.
The LCC method encourages program managers to spernd addi-
tional money on research and development and during produc-
tion so as to save money later on 0&S costs during the de-
ployment phase. To them, discounting seeams to diminish this
rationale. The justification for discounting :omes when one
looks beyond the Department of Defense and at the federal
government as a whole. Better, safer, surer investment op-

portunities should be the criterion by vhich the time value
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of money is judged. This is called opportunity cost. The
return on government investments is difficult to determine
because decisions are not profit msotivated. Oftean, qovern-
sent spending leads to intangible benefits. However, ben-
efits are expected to exceed costs and, thus, discountiang is
applicable %n the goverament sector. One need look no fur-
ther than the enormous, mounting federal deficit to recoj-
nize an altethative use of moneye. The government always tas
the option to repay its debt, thus saving future interest
costs. If discounting is not used, it implies that therec
are no iavestment opportuaities offering a gain or that th-
interest rate is zero. In relation to the deficit, neitker

of these is true. Thus discounting is recommended. If in-

creased spendiung up fromt to save support costs later is

S justified with discounting, then one <c¢an be assured that

this is the proper decision. Otherwise, those additional
.f , fuads could be used to retire the debt and assure some sav-
. ings at the prevailing interest rate.

Once the application of discounting has been justified, a
seccndary issue is vhat rate to use. Present Departaent of
- Defense directives recoamend a rate of ten percent. Accori-
ing to Air Force Regulation 178-1,

The discount rate reflects the preference for cur-
rent and future monmey sacrifices that the public
exhibits in non-Government tramsactions. Since a
10 percent rate is considered to be the most rep-
resentative overall rate at the present time, fu-

ture costs will be 1iscounted at a annual rate of
10 percent. The prescribed discouat rate of 10
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percent represents an estimate of the average rate
of return on private investment before corporate
taxes and after adjusting for inflation.
A more appropriate rate may be the interest rate the govern-
ment pays on borrowed money. Whatever the rate, ornce the
sathematics of discounting are established, any rate can be
quickly and easily substituted. Decisior makers may even
vant to see several rates used.
Now that the application of discounting has been ex-
plained, using the sums and products of random variaples

presented earlier, the discounted sum or present value of

TCS is expressed as

PV (TOS) = (101)‘3 Y ; (33)

d

g™

vhere 1 is the discount rate. Then the expected value and

variance of the present value are, respectively,

E[ PV (TOS) ] = (1+1:)'j E[Y 3] (40)

d

™M

var[ PV (TOS) ] = i (1e1)2) var 1 3] (41)
J=d
if the !j's are independent and

E[ PV(TOS) ] = f (1+1)’j E(Y 3] (42)
j=d

var[ PV (TOS) ] = i (161523 var[ r;l
J=d
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r-1 r

+2 Covi ¥ ., 1, 111y (3K (43)
E = j+1 J
if the Yj's are dependent wvhere Cov stands for covariance.
In the transform domain, if the Yj's are independent, the

transform of the distribation of TOS is
L{g(T0S) ] = [L(£4(Y)] --- L[fn(Y)]]|5j=(1+17'js (44)
vhere the complex variable s is replaced by [(1+I)‘j 3] for
the jth transform on the right hand side of (44).
At his time, one problem remains. How does one compute
the individual cost elenments? This is the point at which

analogy and parametrics eater the 0&S costing picture.-

3.2.3 Individual Cost Elements

Two technigues for arriving at values for the individual
cost elements are analogy and parametric costiung. In usiny
analogy, the reader will remember that an existing baselire
system is first identified. The pew systea is them compared
to the old, similarities and differences are noted, and ac-
justments made to the historical costs of the existing sys-
tem to reflect these similarities and, even more so, differ-
ences. Thus, the cost of element X can be expressed as

X = Base ¢ Change = R &2 2 (45)
vhere Base (W) is the yearly cost for element X of the base-
line system and Change (Z) is the adjustment made to reflect
the new systen. Over time, cost element X for the baselite

system will fluctuate from year to year. Depending on the
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modeling situation and the perspective of the analyst, this
fluctuation can be treated in one of two ways. Consider the
time series f(t) of yearly costs for the element X shown in
Figure 11 . One can take the collection of sample points,
move or collapse them to the origin, fit an appropriate pro-
babilty distribution to the resulting frequency distribu-
tion, and/or compute an expected value and variance without
regard to the time element. (See Figure 12 .) In doing so,
one is assuming that that f(t) is the product of a statiou-
ary, ergodic stochastic process. In this case, W is a ran-

dom variable.

10 =
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Pigure 11: Time Series Example
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:: By the same token, the value of Change (Z) is not known
'i with certainty. Thus it also can be regarded as a random
f% variable from some possibly unknown distribution. Using the
P sums and products of random variables approach, and assuaing
o ¥ and Z are independent, the expected value and variance of
ﬁ; the cost element X are
e E[X] = E[W)+E[ 2] (46)
e var[X] = Vac[W]+Var[2Z] (47)
.3 Note that the variance is a sum for both the sum and differ-
i- ence of tvo randoa variables. In teras of transforas, the
e distribution of X can be expressed as a convolution integral

;? and applying Borel's theoresn,
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LLE(X) ) = L{g(W) ] L{h(Z)] (48)

vhere L[g(W) ] and L{h(Z) ) are the Laplace transforams of the

distributions of W and 2 respectively. In the case of a

difference, the complex variable s in L{h(2) ] is replaced by
minus s (-s).

As the second alternative in treating the time series,
one can look at the data points as a single realization of
the time series (and the oqu realization available) and
coapute a separate cost for the element X for each year.
This treatment is applicable if the time series appears to
be changing over time; that is, a positive or negative trend
is apparent. 1In the absence of any further information, the
value of W for any year j is regarded as a constant. Thus,

X. = §:&2 (49)

J J77d
The change in the cost element in year j, zj , 1s stilil a
random quantity. Thus, the expected value and variance of g
are, respectively
E[X3] = W3E[Z3) . (59)
Var[xj] = Var[zj] (51)
In transforam domain, the Laplace transform of the distribu-
tion of X is
Ly ] = e SMNithzy ) (52)
Again, in the case of a difference, the complex variawvle ¢

in L[h(2) ] is replaced by minus s (-s).
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Parametric estimation presents a more coaplex situation
due to the complexity of some of the CERs used. CERs con-
sidered here are of two types: factor based and regression
analysis based. The factor based CERs are essentially sin-
ple sums and products of randoa variables. As an example,
coasider a CER where fuel cost per year is estipated ty mul-

tiplying flying hours per year by fuel cost per flyiny hour

or
FC = FH x CFH . (53)
where
FC = fuel cost per year
FH = flying hours per year

CFH = fuel cost per flying hour
Eegarding FH and CFH as random variables, FC is then the
product of two random variables. FPH and CFH are factors.
Thus, in general
q

=£ﬂ1 Fy o i=l000,m . (54)
vhere g is the number of factors ian the product for the ith
cost element. Cost factors may also be added‘t”, Thus, a

CER may appear as

x.=f P, , i=1,0e.,0 (55)
i k=1 k ’ e

17 In cost estimation, factors are not defined in the alge-
braic sense of quantities aultiplied together.

NN
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vhere ¢ is the number of teras in the sua. Hultiplicative
2nd additive factors may appear in the same CER. To proper-
ly evaluate these CERs, the reader is referred to the sec-
tions on sums and products of randoa variables and trans-
forams.

Before proceeding with regression analysis based CERs, a

vword of cautiom is in order. Consider the tvo alternative

CERs

[

Example 1 Y 4x {56)
and |

Example 2 Y? = X+XeX+X (57)
Although they may appear to be the same at first glance,
they are not. The expected values of Examples 1 and 2 re-
spectively are

E[Y] = 4E[X] ) (58)
and

E[Y'] = E[X)J*E[ X)+E[X]+E[ X] = 4E[X) (59)
which reinforces the notion that the models are the saume,
but the variences of Examples 1 and 2 respectively are

var[ 1) = 8°Var{X] = 16Var[X] (60)
and

Var[ Y*] = Var[X]¢Var[ X ]J+Var[X]*Var(X] = 4vVar[X) (1)
Upon examination of the variances, it is clear that they are

not the same model. The point of this demonstration is to

reinforce the principle that models should be a reflection
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of reality. If the reality of the situation suggests Exar-
ple 1, then use it. But if reality suggests Example 2, do ]
not use Example 1 as a shortcut for representing a Example 2 ]
situation. a

Many CERs are derived by fitting curves to historical

data. This is norsally done by the method of least squares,

vhich may be linear or nonlinear. Once the regression egua-
tion is accepted, the coefficients in that equation (which
are really estinates themselves) are taken as constants and
the independent variables in the equation are taen treated
as random variables.
Consider then a model of the general form
X = f(Fl,FZ,...,Fq) (62)
where £ is a function of the factors Fl,...,Fq - If Fq,F
.-..,Fq are random variables, X is also a random variablea
vith expected value
E[X] = E[£(F1,Fpse-0,Fg) ] (63)
and variance
var[X) = Var[ £(F1,Fp,---0,Fq) ] (64)
The problem is then to find the expected value aad variance
of £, vhich may be a4 rather complicated function.
Tvo coamoniy used foras for the functiom f are
Form 1 £(Pq) = a+bPll (65)
and

(66)

Fora 2 £(F ) Fpeaaf) = bt%irgz...rE

qq
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vhere a, b, and Eqe... Eq are parameters. One can represent
the function f by a Taylor series expansion about the point
Pu = (“1'”2"“'“q’ vhere p; is the expected value of F; and
apply equations (10) and (11) to approximate the expected
value and variance of the functioa.

Using transforms, evaluation of Pora 2 is gquite direct
but rather involved in the case of Form 1, which can be re-
written as

£(Fy) = a+2 (67)
where
z = bPHl
The product bF%l is evaluated using the Mellin transfornm
which is
g2 ] = b5 g (Eys-Fi+1] (63)
In vords, the Mellin transform of the distribution of Z,

g(z), is bS-! tines the Mellin transfora of the distribution

of Fq with (315—3101) substituted for the complex variable

“Se This transfora M{g(z) ] is then inverted yielding g(z).

The Laplace tramsfors is then used to evaluate f£(Fq) 9giving

LLh(£(Fp)) ] = e™S8L[g(2) ] (69)
The inyersion process then yields the distribution R(£(F )
vhich is zero to the left of the foint £(Fy) = a .

Form 2 is addressed using only the Nellin transform which

is

AL (E(F o Fpeee, FO) ) = bs"luFl[Bls-E]_H] Mp[EpS-Ep¢1)
ces qu[sqs-zqn] (70)
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As Dbefore, the traasform can be inverted for the

distribution of f(Fl,Pz,...,Pq) or the necessary moments can
o be simply extracted.

This section has dealt with the modeling of CE&S cnsts.

b 1he 06S cost modeling structure is sumparized in Fiqure 13 .

ii Given that the cost factors and, in turn, elements are ran-

b dom variables, it is now appropriate to discucs some jossi-

o ble distributions for these random variables.

Factors (¢+ & x)
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3.3  PROBABILITY DISTRIBUTIOBS
A variety of probability distributions bhave been applied in
E . cost modeling. Typically, the true distribution is unknown,
necessitating some assuaptions on the part of the analyst.
- ) One such assusption used in this research is that cost is
- continuous and that the factors used im arriving at cost are
also continuous. In some cases, a continuous distribution
és may be used to approximate what is usually a discrete dis-
ﬁ; tribution. One example is manpover. In actual practice,
one cannot meaningfully assign half a person to a particular
base or veapons system, but it is felt that such wminor dis-
e tortion, vhen vieving the entire 0£S cost picture, will be

slight and, thus, can be reasonably disregarded. At this

a point, 1t seems reasonable to estatlish a set of criteria
% against wvhich various candidate distributions can be judjel.
' #ilder and Black [89:195] suggest the following:
;é 1. Finite ends
é? 2. Not necessarily syametric
. 3. UOnimodal
;ﬁ | 4. Computationally siample
:E To this list can be added the following:
= 1. UWide variety of shaves
E . 2. Paraseters easily deterained
.3 3. Conducive to subjective imput
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Not all the proposed distributions seet all of these cri-
teria. Since little data and inforsation exists regarding
the actual distribution of 08S cost factors and elements, it
is often necessary for the analyst to make assumptions re-
garding the distributiom to be used. Such assumptions
should reflect the reality of the sodeling situation and
make good intuitive sense. The choice will often be driven
by the information available. For instance, if one can only
reasonably determine the first two moments, it does not seem
reasonable to use a distribution requiring, say, four mo-
ments for parameterization.

In ®many instances,the parameter values of the various
distributions uwust be determined from subjective input.
This is particularly true for new proposed systems where
substantive data 1is lacking.  H#ost often these subjective
inputs are based on the opinion of experts, either collec-
tively or imdividually. In collecting such data, it is de-
sirable to keep the information required sinsple and to a
ainimum. This forces the analyst to make some basic assump-
tions and, in some cases, to use some simplifying approxima-
tions. The most basic assuaption is vhich distribution
should be used to model a certain factor, cost eleaent, or
situationa Once the distribution has been chosen, the ana-
lyst must obtain -ome i .,.rmation regarding the factor or

cost element. In keeping the information on the cost factor
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to a miniamum, it will be assumed that the expert can furnish
only a lov estimate (L), most likely estimate (M), and high
estimate (H). With this limited information in hand, the
analyst must then determine applicable distribution parame-
ter values.

Six candidate distributioas are discussed in this sec-
tion. This is by no means an exhbhaustive 1list, but these
distributions have found past afpplication in cost analysis.
In most cases, however, they do notAneet all the criteria
listed above. These distributions are the normal, log nor-
mal, triangular, beta, rectaangular, and gamma. The discrete
Poisson distribution is also presented for use in coaputing

random sums of random variables.

3.3.1 fhe Normal Distributioa
The noreal is perhaps the best known and most used distribu-
tion. It has found wide application and applies when small
deviations from the mean are more frequent than large devia-
tions and when positive and negative deviations of the sawme
size are equally likely. This distribution is fully parame-
terized in terms of its mean and variance.

Mathematically, the norsal probability distribution is
defined by the probability density function

£ (x) ( Vino y1 exp[~-1/2[ (x~- ) /0 ]2] '

-0 S XS oo (71)

vhere




77 = a constaat (approximately 3.1416)
u = expected value of x
o = standard deviation of «x

One specific variation of the mormal distribution, the
standardized normal is of particular interest. This varia-
tion, often referred to as the unit normal or z distribpu-
tion, has a mean of zero and a variance of one and is relat-
ed to the normal through the standardization formula

z = (x-p)/o (72)

Several cautions are in order regarding the wuse of this
distcibution. First, unfortunately, a closed form expres-
sion of the cunmulative distribution fupction!® does not ex-
ist and its evaluation can only be obtained through apgroxi-
mate numerical procedures. Second, it fails to meet several
of the criteria set forth earlier. It does not have finite
eads. In using this distribtioa, one is automatically as-
sumsing that costs can go to infinity in both the positive
and negative directions. Also, the distribution is symme-
tric aboant the mean, thus severely limiting the shapes it
can attain.

In spite of its deficiencies: in the absence of any real
indication to the contrary, this msay be the best distribu-

tion to use in cost analysis, partcularly when one is vork-

18 The cunmulative distribution fuaction is defined as P(X) =

£(t) dt .
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f' ing with the suss and products of random variables and mean

aad variance is all that is knovn.

In the case of the normal distribution, paramseter values

VRN

deterained from subjective input aust be approximated, An
approximation can be made based on the fact that ninety-nine
percent the observations fall within plus or minus three
> standard deviations of the mean. Thus, knowledge of L and H
;% ~ is all that is required. If one can obtain a range, L to H,
of the randoa variable, thean (L+H)/2 is the meant?® and
(H-L)/6 is the approximate standard deviation.
E Before proceeding with this discussion of probability
distributions, a few words coancerning the central limit the-

ores are in order.

3.3.1.1 Central Liait Theorea
It can be sbhown that the sums of independent normally dis-

tributed randoa variables are theaselves normally distribut-

dG i)
YR YR WS

. ed and, that even if the randoa variables are not normally
distributed, the distribution of the sum still tends to bhe
%3 noreal. In a general fors, relaxing the ideantically dis-
tributed requiresment, Hillier and Lieberman [47:366) siate

that if the randoa variables Kjeeas,y X, are independent with

n
R€ANS g ,...40p and variances G%,...,G% respectively, then

“ ‘-‘ *"‘-.‘ll‘..‘. :l’.l.‘ s

1% For the mormal distribution, the mean and aode or most
likely are the sane. The mean coaputed here can be com-
pared to the 4 obtained subjectively inm evaluating the
appropriateness norsality assusption.

- @ YA

AW

.




2 97
( the random variable 2.,

Zn= (LXr T un/fF of (73)
it n n

ié | under certain regularity conditions is approxieately normal-

ly distributed vwith zero mean and unit variance in the sense

that

- b
lis P(Z,sDb) =j’ (anl exp(-YZ/Z) dy (74)

Y100

A number of central limit theoress for dependent random
variables have been developed, although it is not possible

to state a simple general result in this case [46:26-27].

< f.‘l-".dA .r‘ 4

APhS i)
. - ‘. l. ", R L4
ot

In spite of the generalities of the central limit theo-
rem,‘:nornality gay or may nmot be a good representation of
gu the sums of random variables involved in OES costing. Ac-
?é cording ta McNichols {71:119], the applicability of normali-
ty will depend on the nuaber of variables in the sum, the
o relative shapes and spread of the distributions, and the de-

' gree of 5ependency, if any. He concludes that arbitrarily
restricting the distribution of the sua to be normal could
grossly understate the true risk. However, in the absence

- of more definitive information, the assumptionr of normality

7] is both logical and warrented.
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3.3.2 tThe Log Normal Distributiom

’

PUE PN

The log normal distribution offers some improvement over the
normal in that it has a finite left tail anchored at the or-

igin and an infinite right tail, yet, it is not guite as

N zl44ll-

easily handled and is liaited in shape. The 1log normal den-

sity function is

£(t) = (o t VZm ! exp[-1/2((1n t-u)/7)°], 1
t 0 (75) 1
; vhere ; and g are parameters such that -« <y < = and 1ln R

stands for natural logaritha.

5 If a randos variable X is defined as X = 1ln t, then { is
normally distributel wvith mean y and standard deviaticn o.
Using this substitutioa and the normal distribution, it can
be shown that the mean and variance of the 1log normal dis-
tribution are

E[t] = exp[ u+52/2] (76)
and

Var{ t] = exp[2u052](exp[dz]-1) (77)
Values for the parameters ; and g are determined from sub-

; jective input in the same way that these parameters are de-

ternined for the norsal distribution.
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3.3.3 ZThe Iriamqular Distributjonm
The triangular distribution is relatively simple and is con-
;: . pletely paraseterized with knowledge of oanly three points.
The probability density function is given by
{2(x-a) )J/[ (b-a) (m-a) ] if a<x<an
f(x) = (7b)
{ 2(b=-x) ]/[ (b-a) (b-») ] if m<x<sb

2 vhere

éz a = lowver liamit (=20)

= ma = most likely value (mode)
b = high limit

This distribution has all the properties 1listed. It is
bounded and incorporates skevness. Purther, it appears to
be any easy concept to visualize and understand, especially
for those not familiar with statistics [89:195]).

The lone dravback to this distribution is the - lack of
smoothness at the point x = m. This necessitates the break-

ing of the transforms for the triamgular distribution into

two parts. That is,

T b
o L{£f(x) ] =fn e SXf, (x) dx of e SXf,(x) dx (79)
A - A m
and
. m b
ML £ (x) ] =] x5-1¢, (x) dsx +_]' 57l (n) ax (80)
& m
vhere

- £4(x) = [2(x-a) Y[ (b-a) (3-a) ]
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£5(x) = [2(b-x) 1/[ (b-a) (b-u) ]
Por this distribution, knowledge of L, N, and H complete-

ly defines the distribution. Just set L = a, M = &, and H =

b.

3.3.4 The Beta Distribution

The generalized beta distribution, along wvith its special
cases, is probably the most used distribution in the area of
stochastic cost estimation. It offers great versatility in
terms of location and shape. The beta distibution protabil-
ity density function defined on the interval [a,a+b] is
£(0 = (T3 /T ®b] (x-a)/py*1

(1= (x=a) /b) P-1 (81)
vhere
Cl-i

qu) = the gamma fuaction =fm Yy exp{~-y] dy
0

and

asxsa+¢b, a,3>0
The parameter a is the low value, b the ramge, and a+b the
high value of the distribution. The parameters y and 7 are
shape paraaeters. A stapndardized version of the beta dis-
tribution29 over the interval [0,1] is obtained by the
transformation y = (x-a)/b giving

£(n = [(y2Lo-y 8- 1yB(a,8) (82)

20 sometimes referred to as a Type I beta as opposed to the
dgeneralized Type II.
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vhere
B (2, 8) =[; ¥ 1(1-9 B-lay = (& vlare

The cumulative distribution function of the standardized
beta random variable is comaonly called the incoaplete B-

function denoted by

Y
r(y) =j§ (t%101-t) B-1y/B(a, p) at (83)

The beta distribution is particularly appealing to some
in that it sets upper and lover liaits on the cost factors
and eleaents, it can have any left or right skewness, and it
assumes many shapes.

Paraseter estimation for the beta distribution is soame-
vhat more involved since there are more parazeters to esti-
mate. Several subjective parameter estimation technigues
have been proposed. The most well known is that developed
as a part of the Program Evaluation and Reviev Technigque
(PERT) « First used to model the distribution of activity
durations in netvorks, the originators assumed that a low
(L), high (H), and aost likely (M) value for the time of
each activity. Them setting the parameters a and b to a = L
and b = H~L, the mean and variance are approxiamated by

X = (L+aMeH) /6 (84)

s = (4-1)%/36 (85)

o
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Since the original PERT proposal, it has been shown that

this approximation corresponds to only three «a,B conbina-
tioss, thus severely limiting the shape and versatility of
the distribution. The user should be aware of these limita- 4
tions and possible errors prior to using the PERT approach. ﬂ

As an alternative to the PERTY approach, the procadure j

presented here was first introduced by Donaldson [ 30] and
later modified by Coon [21]. It produces a nmore general
class of beta distribution tham the PERT, but assumes that
the distribution is tangential to the horizontal axis at
each end. This has the effect of lisiting a and 3 to values
greater than or equal to two.

Froa the previous discussion of the beta distribution and

using the three estimates (L, N, and H), it can be shown

g that

” L = 1low = a (86)
- H = high = a+b (87)
; M = mode = [a(8-1)+{a+b) (a~1) )}/ (a+B-2) (88)

Substituting the above estimates and rearranging,
(A-M)/(B-L) = (B-1)/(a-1) (89)
This result is an 'assyametry' seasure. The remainder of tke
derivation by Donaldson and Coon is somewhat involved, but
_ the decision rules can be summarized as follows:
E if (A-M) > (8-1) set a=2 and B=(H-H)/(N-L)+1
if (M-L) > (H-N) set B=2 and a=(M-L)/(H-N)+1 (90)

othervise set a=f=2
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Although this procedure does not allow a full range of the
beta distribution, Donaldson has shown that it allovs skew
to range froa ~-1.414 to ¢1.414, vhile the PERT is valid at
only three values, -0.707, +0.707, and 0.0.

As another special case of the beta distribution, consid-
er the rectangular distribution. It occurs wvhen 0 and B are

one.

3.3. 4.1 The Rectangular Distribution
The rectangular distribution, often confused with the uni-
form distribution, is a continuous probability distritbution
vhich gives the frobability that a sample value will be
vithin 4 given interval vhen probability is directly propocr-
tional to the length of the interval. Mathematically, the
rectangular distrioution is defined by the probability den-
sity fuaction

f(x) = /b, 0sasxs<ath (91)
While this distribution does smeet most of the above cri-
teria, it is severely restricted vith regard to shape. It
is, hovever, easily paranseterized with kmovledge of L and i

vhere b = H-L .
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3.3.5 The Gamma Distributjon

fhe gamsa distribution, although vell kaown and videly used,

has found limited application in the field of cost analysis.

Its probability density fuaction is of the form

£(x) = (loris(x-k)* lexp[-(x-x) /8] (92)
vith
0,B,k>0 , x2Kk
vhere
a = shape paraaeter
B = scale parameter
k = location paraaeter

This distribution is characterized by a finite 1lower tail
and infinite upper tail. fith X egqual to zero, the lower
tail is anchored at the origin indicating that the lover
bound on cost is zero and the upper bound is infinity. Such
a distribution could have a rather large variaace, but nay
be indicative of the true risk involved in some prograas.
Even if k is not zero, this distribution reflects the risk
of escalating costs and budget overruns vhich seem to be so
cosaon in weapons systes acgquisition and support. Others
argue that there is an upper limit on affordability, but
such a limit is neither clearly defined nor does it seenm to
be stationarye.

In reference to the previously defined criteria, this

distcibution meets all vith the exception noted above. It
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should be noted, hovever, that the gaamma distribution is
limited to positive skewness.

Parameter estimation for the gamma distribution suffers
the same gemeral limitations as the beta distribution due to
the form of the Incoamplete Gasma functioa. Therefore, ap-
proxisations for the mean and variance will be used to esti-
mate the paranmeters. The procedure presented was developed
by Perry and Greig [86) amd requires that L and H be rede-
fined as Ly and Hy where Ly is a low estisate such that the
probability of anteceding it is § amd Hg is a high estimate
such that the probability of exéeeding it is also 5. With

6=<05, Perry and Greig have shown that

U= (Lg+-95M+Hs)/2.95 (93)
and

0% = ((Hg-Lg) /3.25) 2 (94)

Froa the properties of the gamma distribution, it can be

shovn that
gL = mean = B¢k {95)
52 = variance = asz (96)
N = mode = B(a-1) ¢k (97)

Subtracting (97) froa (95),

B = u~-n (98)
vhere the value of y is determined from (93) above. Equa-
tion (96), with 02 deternined froa egquation (94), is then

used to solve for a. With a and B both known, equation (95)

el PP S PO J
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is then used to solve for k. Thus, the gaama distribution

paramseters can be deteramined using the thtee'subjective in-

-l ]
- puts. )
s 3.3.6 Yhe Poissom Distribution |

Before concluding this section, it wsight be helpful to in- .

clude a discrete distribution to be used in addressiny the -

randoa suas of randoa variables. For this purpose, th=

Poisson distribution has been selected. Its probability

mass function is
p(a) = Afl/nt e , n=1,...,0 (99)

vhere A is the lone parameter equal to the mean and variance

of the distribution.

% Haight [42:12] has shown that the Poisson distritution

has a unique mode satisfying the relatioaship

" A-1< node < A (100)

Therefore, one can use the subjective estiamate of the mode,

N M, as an approximation for A. If the analysis is sensitive

to this parameter, both extreames imn (100) can be used.

Table 10 suamarizes the results of this section and gives

some pertinent information relating to transforas.
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3.8  PRESENTING THE RISK ABALYSIS
Once the risk analysis has been accoaplished, the results
must be meaningfully conveyed to decision makers. In light
of the objections stated in Chapter 1, this is no easy task.
In meeting the needs of decision wmakers, the information
presented must be clear, concise, easily understood and rel-
evant to the decision.

Perhaps, the most simple and direct statement of risk is
variance. Unfortunately, the mere expression of variance
has little meaning or intuitive appeal to most decision mak-
ers. Nusbers must be coupled with a visual seanse of nagni;
tude. One way to do this is through a mean-variance plot.

In comparing alternatives using a mean-variance plot, the
mean is plotted on the horizontal axis and the variance on
the vertical axis. (See Figure 14 .) Each alternative is
represented by a poiat on the plot. In comparing alterna-
tives, 1lov mean cost is preferred to high aand low variaace
(risk) is also preferred to high. Thus, in the case of al-
ternatives A and C, both with equal mean, A is preferred to
C as it has least variance. Likewise, in the case of alter-
natives A and B, both with egual variance, A is preferred to
B since it has the lower nmean cost. Therefore, it can bhe
said that A is preferred to all other alternatives includiny
D. A problem of choice occurs if B and C are the only com-

peting options. Alternative B has lover variance but higher
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mean than C. This is where decision makers' preference for
risk invades the decision process. A risk averse person may
choose B, while a risk seeking person may choose C. The de-
cision may also be influenced by the distance which sepa-

rates the points on the plot. As a variation, the mode can

X

N

-

N be substituted for the aean and standard deviation for vari-
ance.
g R )
| |
I A i
| |
| C D i
) X X |
| |
: Variance :
) |
) A |
| X E |
| |
| |
[ > 1
| Mean |
| |
} |
| Figure 14: Mean-Variaace Plot |
! :

5 . Tolerance intervals can also be used in presenting the

risk amalysis results. A statistical tolerance interval is
:1 an interval within which one can state with a given prob-
ability of being correct that at least a prespecified pro-

portioa of a distributioa is 1located [ui:77]. The end
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points of such intervals are called tolerance limits. Tol-
erance intervals are not to be coafused with confidence in-
tervals. A confidence interval defines limits which vill
cover or contain a population parameter with a certain con-
fidence. Although this difference may sees subtle, toler-
ance intervals and confidence intervals answer quite differ-
eat questions.

In order to apply tolerance limits all explainable causes
of variability must be detected and eliminated and certain
assumptions asust be made concerning the population under
study. If one assumes that the parent population is normal-
ly distributed with known sample mean and variance, the tol-
erance liaits téke tke fors

X & Ks (10%)
with K qhosen so that one may expect these limits to inclule
at least P percent of the population at some prescribed
probability level 7. Standard deviation is represei.ted by
Sa Table 11 lists K factors for various values of P assum-
ing an infinite sapple size and point nine five (.95) prob-
ability level [83:103]. The reader will note that with an
infinite saiple size the K factors are the same as the stan-
dard pormal random variable.

Computing, plotting, and using the cuaulative distribu-
tion function is also a convenient and descriptive wvay of

presenting a risk analysis. By definition, the cuaulative
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i TABLE 11 | R
| | :
| Two-Sided Tolerance Pactors | X
| |
| |
l P K 1
| ' |
| «75 1« 150 |
| |
| «90 1.645 |
| |
] «95 1.960 |
| |
| «99 2.576 |
) |

distribution functioa is a function that describes the prob-
ability that the random variable X will take on a value less
than or equal to a prespecified wvalue X within its domain.
Mathematically, this is

F(b) = P(X<Db) =f £(X) 4ax (102)

—o0
vhere £ (X) is the probability density function.

Thus, the cusulative distribution function allows the an-
alyst to make probability stateaments regarding costs of
veapoas systeas. Por instance, refering to Figure 15 , it
can be said that there is a probability of .75 that the cos*
will be less than or equal to $5.1 million or that there is
a .50 probability that it will be between $2.8 and $5.1 sil-
lion. Coapeting systeas can also be coampared by plotting

their cuamulative distributions on the sase axis. .
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Yet another way to preseat risk analysis results, in
conjunction with the cumulative distribution functioan, is

the floating bar graph. To construct the graph, take the

middle ninety percent of each distribution. That is,

P(X.OSSsz.99 = .90 (103)
#i Plot this range on a bar graph as shown ian Piqgure 16 . The
. graph caa be enhanced by indicating the mean and modal cost

for each alternmativa. This presentation indicates the vari-
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ability plus the location of the asean and mode for decision

b J VY

makerse.

10 T

Millions

Mean cesss Mode

Figure 16: Floating Bar Graph
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Prom this short discussion, it is evident that risk anal-

ysis results can be presented to decision makers in a mean-

ingful, informative way. The next chapter demonstrates ani

preseats exaamples of the material discussed in this chapter.
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Chapter IV

APPLICATIONS

Tte purpose of this chapter is to demonstrate soae applica-
tions of the theoretical aspects of risk analysis presentel
in the previous chapter. Once again the emphasis is on op-
erating and support (OES) costs. The specific modeling

methods and probability distributions used are for illustra-

tive purposes only and are not intended to imply that others
could not be used. The objective is to demonstrate as many
of the techniques presented in the previous chapter as pos- #

sible within a given, typical 0O&S cost analysis scenario.

8.1 THE GENERAL APPROACH
A four step approach is recomamended in performing any cost
risk analysis. These steps include:

1. Determine most likely point estimate

2. Perform preliminary risk analysis on cost drivers
3. Accoaplish indepth risk apalysis wvhere wvarranted

4. Do sensitivity analysis 1
The first step is a preliainary analysis to detersmine the

cost drivers and satisfy the peed for a point estinmate.

- 114 -
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This estisate should be based on the Bmost likely cost of
each eleaent and need only be dome for a single, typical
year in order to identify the cost drivers. In doing the
point estimate, the analyst suast deteramine the appropriate
estimating technigue to be used for each cost element.

With the cost drivers identified, the next step 1is to
perform a preliminary risk amalysis. Additional information
is gathered on the parameters relating to the cost drivers
vhich will perait the analyst to do a prelisminary risk anal-
ysis. This analysis is done only on the cost drivers or
cost elements vhere risk is of concern and should Le done
using the sums and products of random variatles =@metho?l.
These results will indicate if further, indepth risk analy-
sis is necessary.

Indepth risk analysis is then performed on paraameters or
cost elements which warrant such attention. "This 'wmicro-
scopic' analysis can be done using transforas to detecmine
the type aad/or moments of the distributions iavolved. In-
formation gleaned from this step can be used to update ani
refine the preliminary risk analysis.

The last step is a sensitivity amalysis on those parase-
ters or cost elemeats vhich are shown to be gquite sensitive
to the analysise.

As a wsodified approach, the asalyst may determine the

cost drivers a priori either from personal experience or
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froa the program scenario. In this vay, data needed for the

risk analysis can be collected along vith ths information

necessary to do the initial point estimate. This modified

approach may save some time and effort. For new systeas, ;
the cost drivers can often be identified by examining costs 5
and cost related parameters on existing, related systeas. 3

Since much of the data relating to new, perspective sys- #

tenss is based on expert opinion, a few wvords and cautions on

collecting such data are now in order.

8.2 SUBJECTIVE INPOUTS

i ——— S SE——— ——

Most experts, when making subjective estimates, attempt to
coppare the situation confronting them to past, related
situations vhich they have encountered. This is done 4di-
rectly or indirectly; overtly or covertly. Some are tetter
at using their experience than others, not necessarily be-
cause their experience is of a higher quality but Lecause of
the flexibility they display in using their experience. it

is the task of the analyst to lend assistance and direction

in this process.

Probably the amost difficult task confronting experts is

g distinguishing between wvhat they want to happen and what
3 they think wvill actually happen. Often the expert has a
ﬁ vested interest in the area for ehich information is sought

and say assume somevhat of an advocate role. If the expert
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is personally involved with a program, that person will nat-
urally wvant the programs to succeed and, unless great care is
shown, there is a tendency to be less objective tham other-
wise. Purther, if the estimate provided will also be used
as a yardstick against which the ezxpert's performance is

; measured then there is a natural tendency to be conserva-
tive.

Of;en a group, rather thanm a siagle expert, is used. it
can be argued that this is one way of overcoming some of the
previously mentioned biases. The problea which then arises
is that of combining a nusber of different estimates into a
single estimate. Should an average be used or should more
veight be given to the estimates of more knowledgealle ex-
perts? If there is a group discussion to resolve differenc-
es, there is a danger of the group being unduly influenced
by one or twvwo dominant personalities.

One approach to group forecasting wvhich has received a
great deal of atteantion-in the literature is the Delphi
technique. This technique provides a means to incorrporate
feedback into the estimating process. It involves interro-
gating experts by means of a sequence of questionaires; the
first of which is an independent input froe each expert.
These inputs are then aggregated and a summary is then gre-
sented to each expert who is then asked to reconsider the

previous, independent input in light of the new information
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contained in the suamarye. The process is then repeated un-
til consensus is achieved. Thus, throuagh this technigque,
personal contact and domination by forceful personalities is
avoided.

Apart froa enabliag a more meaningful analysis, estimat-
ing risk can have distinct advantages. Experts are often
far more willing to make uncertainty estimates than point
estimates since point estil;tes may seem Jlike a personal
comaitment on the part of the-experts.

-In gathering subjective estimates, the problem and infor-
mation needed must be clearly defined. All possible Liases
should be eliminated. To avoid anchoring, the experts' at-
tention should be initially directed toward the extrere val-
ues. Thus, the high and 1low estimates should be obtained
before the the most likely estimate. The analyst must first
allov the expert to appreciate the full range of risk.
Questions such as, 'How bad could the variable get?' and
'Could the value in fact turn out to be better than antici-
pated?' should be asked. A dialogue between the analyst and
expert must be established with the analyst being careful
not to lead the expert.

Once the high and lovw values have been reasonably deter-
mined, the expert is asked to give a best guess or most
likely value for the variable. As a final test, the analyst

should assess the expert's willingness to place a bet onm the

WOPLINIRIL - AP UL
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value of the variable being greater than the high or less
than the low estimate. This often leads to a revision of
the estimates.

The gathering of subjective estimates is am art and re-
quires the analyst to use sound judgement, ingenuity, per-

severence, and good human relatioas.

4.3 THE SCENARIO

The Air Force is conducting preliminary cost studies on the
Followv-on-Fighter (FPoF) which vill augaent the current fleet
of P-15 and P-16 aircraft beginning in 1995. Tke FoOF is to
be used in an air superiority role, thereby freeing current
aircraft for interdiction and close air support roles.
Three squadroas of tveaty-four aircraft each will Le re-
quired with all production to take place in 1995. The oper-
ational life of this aircraft is expected to ke only six -
years due to the introduction of the Space Defeanse Systeun,
vhich will be operational in the year 2000.

Industry has proposed two versions of the FoF: the XF-1
and the XF-2. The XF-1 vwill be a single engine, sipgle seat

aircraft, vhereas, the XF-2 will be dual engine, dual seat.

Both will have the same operational capability, but with
several additional basic differences. Due to weight and
. speed specifications, it will be necessary to build the XF-1

airframe froa new, light weight, composite smaterials. The

VI P P T W Y. PO TP P 3 PP S L
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development and production of these nes materials is consid-
ered to be high risk. In contrast, the XF-2 will have a
more conventional coastruction, but will exceed the XP-1 in
both size and weight.

The XF-1 will be powered by the new astrojet engine which
will use jet fuel impregnated with ether. The ether imprey-
nated fuel will produce more thrust, but, on the negative
side, more heat, than conventional fuel. Due to the unpro-
ven technology, the astrojet engine is also considered to be
high risk. The XP-2 will be powered by conventional jet en-
gines.

The XF-1 avionics package is also a concern. Due to lim-
itations on its single crewperson, the XF-1 avionics must
operate automatically, as opposed to the more manual XF-2
avionics. Due to the autonated featutes,'the XF-1 avionics
will challenge the state of the art and, therefore, presents
a high risk.

The FoF O0&S cost estimate is to be dome in accordance

with the CAIG-approved 065 cost element structure (CES) and

is to include a risk analysis.
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: TABLE 12 :
: FoF Preliminary Cost Analysis :
| |
i $millions FY83 |
| (
| |
j Category IF-1 XF-2 |
: Unit Mission Personnel 31,195 34,111 :
: Unit Level Consuaption 35.123 39.233 :
: Depot Level Maintenance 18.282 17.947 :
A: Sustaining Investment 11.066 14.798 :
: Installation Sugjport Personnel 7.450 6.889 1
: Indirect Personnel Support 8.220 8.240 :
: Depot Non—-Maintenance 2.080 2.164 :
: Personnel Acquisition & Traiming .000 -000 :
: Total 113.416 123.373 :
! 4
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G. 8 NOST LIKELY POINT ESTINATE

As the first step in the analysis, a preliminary point esti-
mate using most 1likely values and appropriate estimating
techniques wvas acconmplished. This is a single year steady
state estimate, The results of this analysis are presented

in Table 12 .
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From Table 12, it is readily appareant that Unit Mission

o i, A dsoa 2

Personnel, Unit Level Consuamption, Depot Level Maintenance,

and Sustaininy Investment are the FoF cost drivers. These
four elements alone account for about eighty-five percent of
the total 0§S cost.

Uporn closer examimanatiom, the analyst identified mainte-
pance personnel as a subelement under Unit NMission Personnel i
for risk analysis, particularly in the case of the XF-1 with )

its new engine and avionhics. Fuel consumption is the major 1

coatributor to Unit lLevel Consumption and is therefore iden-
tified for ;isk analysis. Depot Maintenance, although dif-
ficult to estimate, is the third highest cost element for
both aircraft and is, therefore, subject to risk apalysis.
Under Sustainiag Investment, replenishaent spares is the nma-
jor contributor to cost, particularly in the areas of aviowu-
ics and engines. Therefore, these areas deserve special at-
tention.

The costs identified for risk analysis are consistent
with the scenario and represent most of the risk in this new
program. They account for sixty-nine perceat and seventy-
five percent of the total support cost for the XF-1 and XF-2

respectively.
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3.5 PRELININARY RISK ANALYSIS
851 Yearly Cost Computation

8.5.1.1 Baintenaace Personnel

The analyst has determined that analogy using an F-16 base-
line for the XPF-1 and an F-15 baseline for the KF-2 is the

mnost reasonable approach to maintenance perscanel cost risk

analysis. The first task is then to determine the numter of
personnel necessary to support the FoF. Table 13 lists the

necessary information.

TABLE 13

Maintenance Personnel Requiremeats

Baseline Source: Headquarters, Tactical Air Coamand

| hl
| i
| !
i |
| 1
| |
| |
] F-16 Xr-1 |
| Baselite Additions |
l |
i Total 1728 35 |
| |
1 Avionics 197 30 i
} |
| Engines 118 -5 |
| |
| |
| F-15 XF-2 |
i Baseline Additions |
] |
| Total 1774 10 |
| |
] Avionics 251 7 |
| |
1 Engines 192 3 |
| |
| |
| |
| |
L J
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In consulting with Air Force personnel experts regarding

;._I

the PoF additional maintenance personnel, the analyst sur-
mizes that the additional personnel follow a Poisson distri-

bution vith mean, mode, and variance equal to 35 and 10 for

N o

the XF-1 and XF-2 respectively. Thus, using an adaptatiorn

of equation (49), the number of maintenance personnel (MP)

is represented by the equation

MP = Base t.change =W ¢+ 2 (104)
and

BE(HP] = W + E[2Z] {105)

var[MP] = Var{z) ' (106)

These calculatians are suammarized in Table 14 .

‘ )
: TABLE 14 }
: Maintenance Personnel Calculation Summary :
f |
| Xf-1 . XF=2 |
: E{ HP] 1763 1784 :
E var[ MP] 35 10 s

The next step is to determine the pay for these amainte-
pance personnel, which is sumamarized in Table 15 .

Nov combining the results of Tables 14 and 15 and using

Ao i R Saa ul NS e me CR R A R il si? Sl jen g ® vt s

the additive model vhere the nuaber of teras in the sum is a
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TABLE 15

Maintenance Personnel Pay

Coaposite Pay Menbers Praction

Grade F1832 in Grade?® of Force
E-9 $35,285 8,749 -01
E-8 29,859 9,478 -02
E-7 25,756 34,402 .08
E-6 21,876 53,344 <12
E-5 18,346 102,261 «22
15,497 102,269 .22
E-3 12,618 120,082 =27
E-2 11,440 26,244 .06
1.00

E[(PAY) = $17,513
var[PAY] = 23,703,700

a - Source: AFR 173-13
b - Source: Air Force Magazine 66 (May 1983): 165

Notez E[Y] = ) YP(Y)
var[1] = ¥ (Y-E[ Y]F P (1)
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random variable, application of equations (27) and (28)

yield the results shown in Table 16 wvwith detailed calcula-
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tions for the XP-1 contained in Appendix E. The symbol *SD°
stands for standard deviation which is, of course, the
square root of the variance. In later parts of the paper,
the syabol 'EE* is used to represeat scientific notation and
means to multiply the nuaber preceeding the 'EE' by ter to

the pover of the auaber following the 'EE'.

— —
: TABLE 16 }
: ~ Maintenance Personnel Yearly Pay Sumaary :
! |
i $millions FYS83 1
1 - |
i XP-1 XP-2 |
E E[x1] 30.875 31.243 E
: spf x4 0. 229 0.213 :

4,.5.1.2 Puel
The analyst chose the factor based cost estimating relatiorn-
ship (CER) for fuel from the Logistics Support Cost (LSC)
Model [65] to estimate the FoF fuel consumption. The CER,
in a slightly simplified fora, is

Z = EPA x FH x FC x FR

= CF1P2F3 (107)

vhere

Z = Yearly fuel cost for a single aircraft

Fadiast Savt Jngh hut dhet RS S il et - A pun S Bt il 3 ——— ?.."".—""" L T TN TS T T R TR TR O -‘-‘.'}
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EPA = Number of engines per aircraft (C) i
FH = FPlyiag hours per aircraft per year (Fi1)

FC = Fuel cost per gallom (F))

PR Fuel consumption rate of one engine in gallons
per flying hour (33)

After consulting'vith various experts in the areas of en-
gine and fuel technology, the analyst was able to deteraine
values for those variables as shown in Table 17 . The mean
and variance vere estimated using egquatioas (84) and (395)
respectively. Although the assumption of a beta distribu-
tion is an arbitrary.one, it has served its purgose of lo-
cating the expected value with respect to L, #, and H in
vhat seeas to be a reasonable vay. The calculations are
simple and straightforvard and all available information is
used. In the absence of any informatioa to the contrary,
this seems like a reasonable assumption at this point in the
analysis.

The reader vill ismediately note the higher fuel cost for
the XF-1 due to the added ether and the greater variance in
fuel rate for this aircraft due to its unproven technology.
The analyst used a Taylor series expansion of the CER to es-
timate its expected value and variance by applying equations
(9), (10), and (11) vith the following results:

E(2] = CP1FoF3lp (108)
var{z] = @2/d¢1p) 20%10 (azxarznp)zc:%z (109)
¢ (92/RF ) P 2612:3 -
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TABLE 17

Fuel CER Variable Values

Name var Acft L M H Mean Variaace

Fd Py Both 336 360 408 364 144

FC Fy XP-1 1.95 2.00 2.10 2.00 . 0006

N xP-Z ‘.30 1.3“ 1.38' 1.3“ .0002

PR 23 XF-1 490 550 655 558 756
XF-2 495 500 510 501 6.25

EPA is a constant equal to one for the XF-1 and
tvo for the XF-2.

" o B un Gan SEe AES GS Ge GED G e o QS GED G Gt Sene SED . Oy
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where

OZ/OF) = CF Fj
0z /9F
9z/0F 4

Substituting the appropriate values from Table 17 , it can

CPlF3

CF1F2

be showvn that for the IF-1,
B{2]) = 406,224 (110)
var{2] = 604,766,259 (111)
and for the XF-2
B(2] = 888,736 (112)
var{2] = 292,154,748 (112)

The additive model vas then used to compute the yearly fuel

cost for the fleet of 72 aircraft. The results are summa-




Pl Ses o Bt Sttty Sant il Buge Jht-RedCRR AR SrN JPSe At Jote Jhe v LD T i il St S A A A I N AR A e SR ged S SN I e T ———]
------------------ - - TN P . . P PR R . N . . - - Lo . - ST

129

rized in Table 18 with detailed calculations for the XF-1 in

Appendix F.

TABLE 18

Yearly Fuel Cost Summary

$millions FY83

XP-1 XF-2
E[X5) 29.248 35.189
SD[ X5] 0.209 0.145

(T T T

i; 4.5.1.3 Depot Haintenance

The analyst found depot maintenance to be the most difficult
cost element to estimate due to FoF risk and uncertainty in
this area and a lack of good, substantive data. Therefore,
pure analogy based on P-15 and P-16 baselines was used after
coasulting with Air Porce 1logistics and depot maintenance
Ei experts. These costs are suamarized in Table 19 .

Equation (49) was used as the basic model for estimating
depot maintenance cost wvith Z remaining the saame for each
year. Egquations (50) and (S1) were used to estimate the ex-
pected value and variance wvith the results susmmarized in Ta-

ble 20 . Equations (84) and (85) were used to estimate the
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TABLE 19

J-l

Depot Maintenmance Cost

Baseline Source - VANOSC FY81 Report

g L
l |
| {
| |
| | 2
| | :
| | )
i $millions PY83 | )
| | -
) 1 "
] XF-1 i -
l |
] F-16 Change |
| Baseline L M B |
}] Total Depot Maint 12.272 3.500 6.010 9.000 i
| |
| Periodic Maint 5.323 1.000 2.010 3.000 |
| Engines 3.499 0.500 1.500 2.000 |
{ Avionics 0.460 2.000 2.500 4.000 |
| Other 2.990 }
| (
| |
] XF-2 |
l {
i F-15 Change |
\ Baseline L | B 1
| Total Depot Maint 14.610 1.000 3.337 4.050 |
i 1
| Periodic Maiant 2.928 ‘ 0.312 1
J Engines T.447 1.000 3.000 4.000 ]
i Avionics 2.475 0.000 0.025 0.050 |
) Other 1. 760 |
| i
| |
! I

mean and variance for Change (2). The beta distribution was

1

used for the reasons previously discaussed.

8.5.1.8 Replenishment Spares

L.
'--
=
279
.
-"
.Y

Replenishment spares are a coatinuing source of risk and un-

:
2
3
h.
)

certainty in Air Porce 0fS cost estimation. For this rea- .

R . SOOIV . A,
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[ ] R
| |
| TABLE 20 |
| |
, I Depot Maintenaunce Yearly Cost Suwmasary |
! |
| l
[ $millions FY83 [
| |
) {
l XP-1 XF-2 |
| |
) E[ X3] 18.362 17.680 |
| |
| SD[X3] 0.001 0.001 |
| |
[ " ]

son, a great deal of attention has been focused iam this area
; in recent years. The analyst for the FoP has chosen regres-
* sion based CER's from the Modular Life Cycle Cost Modcl
(MLCCN) [75] to estimate the support cost for avionics and

engines. Engine spares are addressed first.

8.5.1.5 Engine Spares

The CER, as it appears in the Ht&Cﬂ, is

$/PH(ENG) = (1.7031 x 106) (Ac'r'npaf'%% uvraou)'l'685°
(HAXHACHP’79?4 (114)
; vhere
; $/FH (ENG) = Cost per flying hour per engine
ACTTYPE = Aircraft type factor which is 1.0 for
I% . fighter aircraft
AVTBOH = Average tiné betwveen engine overhaul

MAXNMCH = Maximums mach number at optisum altitude




A -9 SR

LA e st S/t St S ol S AT Iy el e S S v M M i P S S F bt M S i S

132

Restating in a msore siample fors,

z = crjl 6850907974 15)
where
C = (1.7031 x 109 (acTTYPE) 2 4694
F, = AVTBOH
P5 = MAXMCH

Once more drawing in the Taylor series expansion and equa-
tions (10) and (11) and assuming independence of the vari-

ables concerned, it can be shown that

E{Z] = c;al.6950Fg.797“|P (116)
var{2] = @2/0F,ip ) of + @2RFsIp ) “of, (117)
vhere
92zF, = -1.6850 c ;26850 pg.?974

dzRr, = 0.7974 ¢ p;1-6850 p;0.2026

After consulting with development engineers and other en-

giae experts including-pilots, values for the independent
variables vere determined as listed in Table 21 .

The analyst aust first compute the cost per flying hour
per engine using the data from Table 21 and the expressions
for expected value and variance above. Values for the XF-2
sere multiplied by two in accordance with the foramulae in
Table 6 < Next, using the aultiplcative model and Tables 7
and 17, the cost per aircraft per year was deteramineld.
Lastly, the cost for the 72 aircraft fleet wvas computed us-

ing the additive model. These results are summarized in Ta-




TABLE 21

Spare Engine CER Variable Values

Name var Acft L | H Mean variaace

AVTBOR Fy XF-1 150 225 350 233 1111
XF-2 200 275 300 267 273

MAXNCHE Fs IF-1  1.95 2.05 2.00 .0008
XF=2 2.00 2.15 2.075 .0019

a - A range ornly wvas supplied for MAXMCH indicatingy
all values vithin the range have egual
probability. Assumed a rectangular distribution
with mean and variance coaputed in accordance
with Table 10 .
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ble 22 with detailed calculations for the XF-1 in Appendix

Ge

TABLE 22

Engine Spares Yearly Cost Suammary

$aillions FYB83

XP-1 XF-2
E[X,]) 7.967 13. 052
so[ 1] 0.229 0.171
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8.5+ 1.6 Avionics Spares

el A

Avionics spares were cosputed much the same as engine spares

using the MLCCHM regression based CER

$/PH = (2.2956 x 10-6) (LenspRf 8545 (yrLeary0-1169
(aAvNcuzf 7979 (113)
vhere
$/FPH = Cost of avionics spares per flying hour
LENSPN = Aircraft length plus wing span in feet
DILRAT = Plying hours per aircraft per year
AVNCRT = Avionics weight in pounds

Transforming the CER to a more usefal fora,

2 = cpQ.8545p-0.1169¢0.7979 (119)
6 1 7
vhere
C = (2.2956 x 1075
Fg = LENSPR
P, = UTLRAT = FA
F, = AVECHT

- Appropriate valaes for the independeant variables are con-

tained in Table 23 .

W Following the general procedure as that used for spare
"y

i engines, the cost of avionics spares wvas coaputed. These
o results are summarized in Table 24 . Detailed calculatioas

for the XP-1 are in Appendix H .
ﬁ The yearly costs for those elements subject to risk anal-

ysis are susmarized in Table 25 .
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| TABLE 23 | -
| I
| Spare Avionics CER Variable Values | E
| | _
I | -‘1
) Nage var Acft L A H Mean Variance | )
| | 4
| LENSPNZ Py XF-1 80 85 82.5 2.08 | %
| IF-2 100 105 102.5 2.08 |
| ' l
| UTLRAT F, Both 336 360 408 364 144 l
! 1
} AVECuTZ r, IF-1 2500 3000 2750 20833 |
| ' Xp-2 1500 1700 1600 3333 i
| |
[ a - A range only was supplied for LENSPN and AVNCHWT I
| - indicating all values within the range have |
' equal probability. Assumed a rectangular and |
| mean and variance computed in accordance l
| vith Table 10 . |
| |
L h)
| i
| TABLE 24 [
| |
| Avionics Spares Yearly Cost Sumusary {
] |
| |
i $aillioas FYS83 |
| |
l |
i XP-1 IFP-2 |
| |
1 E(X5] 0.734 0.568 |
! |
. ) SD[Xg) 0.006 0.003 |
| |
1 ~1

The eguation for the expected value of the total yearly
cost, Y, using the additive model is

E[Y] = C ¢ E[X]] + «a ¢ E[Xg) (120)
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| TABLE 25 I g
| I 5
i Risk Analysis Yearly Cost Summary | iy
| | ]
} | -
| $sillion PY83 | o
| | ]
| i -
| Aircraft Element E[(X] SD{X] | g
| | !
i Ir-1 X, 30.875 0.229 | ;*J
| g 29.248 0.209 |
| X3 18. 362 0.001 | -
} X 7.967 0.229 | -
) Xg 0.734 0.006 | N
| I ~
] XFP-2 X, 31.243 0.213 | —
| X5 35.189 0.145 i |
I X7, 13.052 0.171 | :
1 15 0.568 0.003 | -
! !

wvhere C is the wmost likely value of the sua of the cost

elements not subjected to risk analysis. ' For the XF-1,

E[Y] = 35.310 + B87.186 = 122.496 (121)
and for the XF-2,
E[Y] = 35.384 + 97.732 = 133.116 (122)

- Unfortunately, the variance is not so easily computed
since three of the elements, fuel (L), engine spares (Xy),
and avionics sgpares (x5), are aot independent due to the
coamon factor, f£lying hours (P;), wused in their respective
. CER's. To coapound the problean, the analyst's efforts to

secure subjective estimates of the covariances froa the var-

o e s e - .
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ious experts proved fruitless. Thus, the only recourse was

to determine the correlation betveen fuel cost and replen-

ishment spares for past and current related systeas. This

vas done in Table 26 .

TABLE 26

Fuel/Spares Correlation

$millions FY82

Aircraft Fuel Spares@
F-4E 13.450 1.798
F~-15 11.530 6.067
F-16 6.631 3.637

F-1114 ° 9.736 8.002
£ = correlation coefficient = -.23
a - Spares includes all spares. No separate breakdown
for avionics spares and engine spares is available
fror the source used.

SOu;ce: AFR 173-13

P__—_—-—-—-—-—-h-—-——__——-.
e G S Gt T G ——— D G — W — — a——. — —  — o S oes m= mn — ]

Statistically, it is known that
Cov[Xj,X3] = r SD[X3;] SD[X;) (123)
vhere
Cov(X;,X ;] = Covariance of I; and X

r = Cocrelation coefficieat
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so[xi] = Standard deviation of Xj
Therefore, using the additive model in the dependert case,
var[ Y] = 1.2528EE11 (124)

for the XF-1, and

var[ Y] = 8.3889EE10 (125)
for the XF-2. The variances used in coeputing Var{Y] are
listed in Appendix I . Next, the discounted expected cost

and variance over the operational life of the systea muzt be

computed.

4.5.2 Total Discounted Cost Computation

Before proceeding with the computation of total discounted
cost, some ad justment must be made to the year one and year
six costs to reflect the phase im and phase ocut of the sys-
ten. The best approach is to compute separate costs for
these two periods. It is assumed that production will be
evenly spaced throughout the year 1995 and that, likewise,
the retirement of the system will be evenly spread through-
out the year 2000 and that costs are proportional to the
number of active systeas. Thus, there will be arn average of
36 systens in operation during these two years. The analy-
sis vas reaccoaplished with 36 rather than 72 aircraft with

the results suamarized in Table 27 . Variances used in con-

puting Var[Y] are listed in Appendizx I .

-y

-
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I o [
| TABLE 27 ] '
| |
i Phase In/Phase Out Yearly Cost Sunmmary |
i | ;
l | «
1 fmillion FY83 |
| | ]
| i
i Aircraft Element E[ X] Sp{ X ] |
| |
| XF-1 X1 15.271 0.158 (
| Xo 14.624 0.148 |
] x3 9.181 0.001 i
| X[, 3.984 0.162 |
i x5 0.367 0.004 |
| |
) XF-2 X1 15.622 0.151 |
i  §) 17.594 0.103 |
| X3 -8.839 0.001 ]
1 X 6.526 0.121 |
| |
i For the XF-1, |
i E[Y] = 61.083 |
| Var[{ Y] = 6.1342EE10 i
| |
| For the XF-2, |
| E[Y) = 66.557 |
| Var{ Y] = 8. 1945EE10 |
| |

Assuping costs are independent2t from year to year, the
expected value and variaace of the present value of total
operating and support costs are computed using equaticns

(MQ) and (41) respectively. With a discount rate of ten

21 This may or may not be a valid assunption. Additional

'i research needs to be done ia this area. As an alterna-
2 tive to the assumption of independence, complete depen-
dence could be assumed. The two results, independeance .

- and coaplete dependence, could then be used to put upper
e and lover bounds on the cost.
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perceat, application of these equations leads to the results ]
shovn in Table 28 . It is iaportant to note that the analy- )
sis is as of 1983 in 1983 dollars. Thus, the first year

discounted 1is actually year thirteen and the last year

eighteen. j
f -
| |
) TABLE 28 i
| |
i Discounted Total 0ES Costs |
| |
i - !
i $millions FY83 I
| (
| |
{ XF-1 XF-2 |
| |
i E[ PV (TOS) ] 141,159 153.481 i
| |
| SD{PV(TOS) ) 0. 184 0. 151 |
| |
| |
| Note: Var[PV(TOS)] 3.3991EE10 " 2.28B21EE10 {
| . |
| W

L

~

4.5.3 Presenting the Analysis

Next an analysis and presentation of results is pregared.
Although rather obvious from Table 28 , a amean-variance was
prepared as shovn in Figure 17 . Proa this plot, the deci-
sion maker's choice 1is not clear. The XP-1 has the lower
expected value, but the higher variance. Therefore, further

study is in order.
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Figure 17: FoF Mean-Variance Plot
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The computation of tolerance intervals is the next step.
Using equation (101) and Table 11 which assume a normal fpop-
ulation and infinite sample size, tolerance linits wvere cor-
puted such that at least ninety-five percent of the fpopula-
tion vas included with a point nine five (.95) p;;bability
level. These results vere, for the IFP-1,

(140.800,141.520)
and for the XF-2,
(153.190, 153.780)
The choice is now clear. The tolerance intervals do not ov-

erlap and are, im fact, quite far apart. The XP-1 does in-
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deed cost less to operate and support. The reader must how-
ever bear two things in mind. First, although the variance
of both systems was gquite large, it is the square root of
the variance that is used im computing the tolerance inter-
vals and it is rather small by comparison. The second point

is that this estimate is for 0&S costs onmly. Develogpnment,

acquisition, and, perhaps, disposal costs aust be considereld
in the life cycle cost evaluation. Developaent and acquisi-
tion costs could sving the pendulum in favor of the XF-2.
*The reader is reminded that this analysis is valid ounly
uader the assumptions used in its preparation. The first
and foremost assumption is the fixed FoF scenario. This as-
sunption eliminates environmental uncertainty. Other as-
sumptions iaclude:
1. Use of the additive and sultiplicative models
2. Use of the Lbeta, rectangular, and Poisson distribu-
tioas
3. Use of the normal distribution ia computing yearly
0&s and total discounted 0&S cost
4. Appropriateness of the CER's
S. Adeguacy of the Taylor series approximation
6. Independent cost from year to year
At this point, the risk analysis could be concluled, but
the analyst still has some unanswvered questions. These will

be ansvered in performing an indepth risk analysis on se-

lected cost elenents.
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8.6 INDEPTH RISK ABALYSIS

After performing the preliminary risk amalysis on the cost
drivers, an indepth detailed analysis should be accomplished
vhere warranted. Such an analysis gives greater insight
into the problea at hand. In this section, transforms will
be used to examine the fuel apd engine spares CER's and the
depot maintenance analogy. The reader is resinded that the
probability distributions used are for illustrative purposes
and only the X¥P-1 will be used. Analysis of the XF-2 would

be- analogous to that of the XF-1.

4.6.1 Fuel

The fuel CER, equation (107), models the product of a con-
stant and twvo random variables calling for application of
the Mellin transform. Assuming tha@ £lying hours (F}), fucl
cost (Fz), and fuel consaaption (F3) are all triangularly

distributed, the transform of the Mellin coamvolution of the

- fuel CERis

B{g(2)] = Cs'lﬂ[f(Fl)J N{£(Fp) ] M[f(Fy ] (129)
In the case of the XF-1, the first factor on the right hand
side is one. The Mellin traansform of ihe triangular distri-
bution is contained in Appendix D and for the variable F ap-
pears as
M{E(P )] = Cqf (36057 3365%]) /(se1)
- ((336) (3605-3365*]) /s
+ € (40851 (408) 3605) /s
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(20857 1-3605%1) s (s+1) ] (127)
vhere
€, = 2/((408-336) (360-336))
C, = 2/((408-336) (408-360))

Transforms for F, and Py are similare.

The transform of g(2Z) represented by the convolution ia
(126) can then be inverted either by table lookup or contour
integration, neither of which is too appealing wunless the
transfora is that of a well known and easily recognized dis-
tribution. If the transform can not be inverted, all is not
lost. The ioments of the distribution of 2 can be easily
obtained by applying equation (32) and, in so doing,

E{Z] = $419,305 (123)
and

var{2) = 974,387,650 (129)
both of which compare favorably to the previous estinmate.
Assuming normality, these nev estimates can be used to up-
date and refine the ételininary analysis. Thke assumption of
normality can be checked using the soment coefficient of
skewness (the third soment about the sean divided by tte
standard deviation cubed), hovever, this value would vary
according to the values of a, a, and b vhich are used. De-

tailed calculations are contained in Appendix J .
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4.6.2 Bagine Spares
The CER for spare engines, (88), is once again the product
of random variables. However, it is not a simple product as
in the case of fuel due to the exponents on the variables.
In spite of the coamplexity, it can be handled rather easily
by the Mellia trarsform. If

x = FE (130)
vhere P is a random variable raised to the E power, the Nel-
lia transform of the distribution of X is

5[9(3)] = H[f(F)]ls=Es-E+1 (131)
That is, the transform of P raised to the E power is the
transform of the distribution of F with s replaceil by
(Es-E+1). For exaample, in the case of the spare engine CEx,
if ome assumes that F5 is rectangularly distributed, then

the Mellir transform of the distribution of

v = pQ-797 (132)
is ‘
Mlg (W) ] = (la+b) 5-a5)/(sb) ) g=, 7974s-, 7974+1
= (2.057 - 1.95" ) /m (133)
vhere
n = .7974s+.2026

B = .07974s+¢.02026
Taking the moments in accordance with equation (32), it can
be easily shown that
E[W] = 1.74 (134)

var[ W] = 0004 (1395)

-
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Assuming F is triangularly distributed and applying the

above to that distribution, it can be shown that the Melliwn
transfora of g (2) in (115) is

Mg(2) ] = CSTINLE(PY Ylga) 6850842, 6850

BLE(Fg) U=, p97us+.2026 (136)
As in the previous case for fuel, the transform can be in- K
verted and/or the noments can be obtained. Coing the lat- ;
ter,
E[Z]) = 305 (137)
var[2] = 8459 (138)

wvhich shows some change over the values previously obtained
in doing the preliminary risk analysis. Detailed calcula-

tions using transforms for this CER are in Appendix K .

8.6.3 Depot Haintenance

Indepth risk analysis of depot maintenance provides an op-
portunity to demonstrate the use of the Laplace transforn.
Assume that upon further discussion with the experts, tiae
apalyst discovers that the values obtained for L and H in
the change applied to the taseline in equation (49) are re-
ally not absolute but are asore 1like Lg and Hgy discussed un-
der the gamma distribution and that there is soame very small
possibility that cost may not exceed the base. Approgriate-
ly, the analyst assumes that change (2) is gamma distributel
and applying equations (93)-(98) to the data in Table 19 for

the XF-1, the parameters of the gamma distribution are
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37.9392 (139)

a

B

Using the Laplace transform of the gamma distribution listed

A

0.1627 (140)

in Table 10 and applying the shifting theorem ([38:32] whictk
says that

L{f(X-a)O0(X-a) ] = exp[-as] L[F(X)] (141)
wvhere the unit step function assures positiveness of the
transform, the Laplace transform of the model

X =8+ 2 (142)
is‘.

L[g(X) ] = exp[-12.272s] (1+.1627s]37-9392 (143)
Applying equation (22), the moments can be extracted by tak-
ing appropriate derivatives of L[g(X) ] vith respect to s and
then evaluating at s=0 . Such cosputation yields

E[X] = $18.4428 million (144)

var[X] = 1.0744 aillion (145)
Given the earlier assumptions in the section, these figures
compare favorably vith those obtained in the preliminary
risk anpalysis. Detailed computations for the XF-1 are in

Appendix L .
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8.7 SENSITIVITY ANALYSIS

The last step in the full, complete analysis is a sensitivi-
ty analysis. Traditionally, this is done by varying a cer-
tain paraseter or factor and noting the resulting change in
cost. If ¢that parameter or factor is a random variable,
then a distribution accompanies that parameter or factor as
it changes. This calls for a repeat of steps one, two, and

three in order to assess the full impact of the sensitivity.

8.8 CONCLUDING REMARKS

This chapter has demonstrated the feasibility of a risk
analysis under a typically realistic cost estimation scenar-
io using proven and accepted CER's and modeling techniques.
The four step approach offers a logical and reasonable way
to confront the risk inherent in any prograum. To quell the
objections to risk amalysis discussed previously, wore in-
formation is put before the decision maker, but it is infor-
mation that can contribute substantially to the decisior.
In the case of the FoF, the decision maker would feel guite
comfortable in choosing the XF-1 if the decisiopr were based
on discounted 0&S cost. All decision sakers have an inher-
ent appreciation for risk as they are faced with it each day
in every decision. Therefore, it is felt that decision mak-
ers do not 1lack understanding in this area. As for those

vho contend that the high numbers are too high, the width of
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the tolerance interval is controlled to a large degree by

J

the standard deviation vhich is, of course, the square root
of the variamce. 1In the problem presented, the variance was

guite large, but the standard deviation was quite small by

comparison. Therefore, the size of the numbers should not

be a deterrent, particularly vhen one does not know what the

nunbers are in the first place. Lastly, risk analysis Jdoes
not unfavorably impact the credibility of the study but, to
the contrary, assures the decision maker that a thorcugh and
coaplete analysis was done.

Theoretically, it is possible to do the whole risk analy-
sis using transforms. Practically speaking, this is casier
said than done. Starting with basic CEBR's and progressiug
to yearly and discounted total O0&S costs, the mathematical
expressions grov at each step to the point that they are
next to impossible to manipulate. The problea is compounded
vhen sixed additive and aultiplcative models are used, forc-
ing the ~“inversion and retransforsation of the expressions
involved. If one is only concerned with the smoments of tle
convolved distributions, the Mellin transfora is far easier
to manipulate than the Laplace. This iay force a prefecrence
to the multiplicative anodel. Lastly, the transforms can be
used quite easily and effectively in extracting the moments
necessary to apply the method of additive and multiplicative

moments iptroduced previously.
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As a ftinal remark, careful attention should be given to
the additive verses amnltiplicative sodel issue and its im-

pact on variance. Most CER's were developed with a point

estimate in mind and from that standpoint, assuming indepen-
dence, it really does not matter which model is used. Aow~
ever, when dealing with risk, the additive model can be used
to control and reduce the variance. This may be of some im-
port to those who say the high nuabers are too high. For
example, in the fuel CER, flying hours, fuel cost, and fuel
consumption rate wvere multiplied giving cost per aircraft
per year. In the case of the XF-1, this resulted irn an ex-
pected value and variance of 406,224 and 604,766,259 respac-
tively. If the analyst believes that the fuel cost may vary
from one flying hour to the next depending on such things as
changes in flight profile and aircraft gross weight, taen
the additive model is more appropriate. Using the additive
model, the expected value remains the same but the variance
is reduced to 1,168,903 , a reduction of over 600 million.
Proper appplication of risk analysis should lead to a whole
nev modeling approach and set of CER's which are more re-
flective of reality and more accurate in terms of the actual

risk present.




Chapter Y

SOMNARY, RECONAMENDATIONS, AND PUTYORE STUDIES

Life cycle cost (LCC) 1is one of the most controversial con-
cepts being discussed today within the Department of De-
fense. It is such an intuitively appealing concept that it
finds its way into the lexicon of virtually everyone in-
volved in acquisition decisions. Unfortunately, wvhile the
concept itself is simple, implementation has proven to be
quite difficult. LCC cuts across traditional disciplines
and functional areas. It demands data from information sys-

tens designed for other purfposes. It requires nev methoclis

’ <
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2 of analysis aad revised business practices. Yet it holds
forth great potential in managing the nation's defense re-

sources.

aladobodin 8

ﬁ This dissertation constitutes a critical examination of

life cycle costing and, in particular, operating and support

adll B ifod

(06£S) costing. In that LCC activities are necessarily a

part of a dynamic environment, this examinatioa has been

P T T R

‘from three perspectives: methodology, modeling, and afpplica-

tions.
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Two aspects of the dynamic environment give credence and
true meaning to life cycle costing. These are risk and un-
certainty. Without these, life cycle costing would be a
seanin;less exercise. Yet it is these two aspects that are
the source of wmany problems associated with LCC. The LCC
estimate is the focal point of life cycle costing and, with
the inclusion of risk aad uncertainty, it is a random vari-
able. The analysis leading to the estimate must address
these aspects through risk analysis in the case of risk and
sensitivity analysis in the case of uncertainty. Altkouga
this regquirement is well recognized, risk amalysis, 1in par-
ticular, has received little attention. This pafper ad-
dressed many of the fundamental issues related to risk and

uncertainty in LCC estimates.

S« 1 HETHODOLOGY

The key to the acceptance of life cycle costing as a deci-
sion and management tool is credibility. Steps must be tak-
en, both from an organizational and business practices point
of view, to ensure that credibility. LCC must be the con-
cern of everyone; in a word, it aust be institutionalized.
As a step toward institutionalization, a mechauism to en-
sure that the benefits of 1life cycle costing are actually
realized must be established. This may necessitate some ba-

sic reorganization, assignment of new responsibilities, and

changes in managemsent practices.
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Program uncertainty is the leading contributor to LCC
incredibility and is the leading reason vhy procureszents go
astraye. The key to prograa uncertainty is program stavili-
ty. Although instability can unever be totally eliminated,
the government as a whole must take steps to increase sta-

bility. Congress should lengthen its planning horizon and

the Air Force must bLetter define its requirements. Industry
cooperation is also essential and the benefits of increased
program stability will be reaped by all concerned.

"If stability is the key to program uncertainty, then the
program mapnager is the key to LCC management implementatiorn.
With proper motivation, the program manager can bg an effec-
tive force in the management, control, and monitorirg of
life cycle costs. But the prograa manager alone is not
enough!

Highly skilled and qualified analysts must be available
to assist. These analysts must be supplied with the tools
of their trade, data and modeling methods and techmignues, in
order to perform their function. The data must be accurate,
complete, and readily available wvhile modeling methods amnad
techniques must be appropriate, consistent, and easily ap-
plied.

Host LCC estimates are presented as point or 'amost like-
ly! estimates with no indication as to the inherent risk

containad in the estimate. This practice is dangerous anl
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can be misleading. Further, the coaplete spectrum of infor-
mation regarding the estimate is not conveyed to decision
makers. In the chapter on modeling, risk amalysis as it re-

lates to life cycle costing vas fully explored.

5.2  MNODELING

With the various cost factors and cost elements which con-
stitute the basis for the LCC estimate recognized as random
variables, risk analysis is a natural and mecessary part of

the study. Risk analysis should be directed at the cost

drivers and falls into two broad categories: analytical and
Monte Carlo simulation. This study coacentrited on the ana-
lytical category and presented three methods: additive and
multiplicative momeats, sums and products of random vaia-
bles, and transforms. Major emphasis was placed on the last
tvo.

Scemingly overlooked inm the literature, the sums and
products of random variables is a convenient and easily i=-
plemented method of performing a risk analysis. Although
sometimes requiring approximations, this method is applica-
ble in both the independent and dependent cases and reguires
the least asount of information to be useful.

The method of transforms is more sophisticated mathemati-
cally than the sums and products of random variatles, yet

produces sore information on the random variables of con-
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cern. This method, as presented, is only applicable in the
independent case. Two transforams, the Laplace for the addi-
tive model and the MNellin for the multiplicative model, were
addressed.

In applying any of these methods to 0&S costs, the gener-
al modeling structure must be considered. In coaputing O&S
costs, factors are added and multiplied to arrive at cost
elements. This is done primarily through the techniques of
analogy and parametric costing. The cost elements are then
added to arrive at a yearly cost. Yearly costs are thean
discounted and added to arrive at a total cost over the op-
erational life of the systen.

When considering Monte Carlo simulation, the method of
additive and namultiplicative moments, and transforms, the
choice of probability distributions for the ramdoam variables
concerned is quite important. Although there is a multitude
to chose from, the normal, 1log amormal, triangular, beta,
rectangular, gamma, and Poisson are considered likely candi-
dates.

After pe;foruing the risk analysis, 1its presentation to
decision makers is crucial. It aust be clear, accurate,
precise, and easily understood. Yarious presentations in-
clude the mean-variance plot, tolerance intervals, cumula-
tive distribution curves, and floating bar graphs. But mod-

eling serves no real purpose in the absence of application.
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S.3  APPLIGATION d
By means of a typical Air Porce 0ES cost scenario, it was %
shown that a risk analysis is not only possible but reason- ;
able to perfora using the methods and technigues discussed é
) |

in this paper.

In performingy such an amalysis, the four step appruvach is

recoanended. These steps are:

1. Determine most likely point estimate

4. Perfora prelimipnary risk analysis on cost drivers

3. Accomplish indepth risk analysis where warranted

4. Do sensitivity analysis
5 By followingy these steps, analysts and decision makers can
; be assured that a comfplete, thorough analysis was done and

that a high level of reliance can be placed in the results.

S.4  RECOMMENDATIONS

fz Recommendations for improvement in the area of methodoloyy
3 appear in the chapter by that name. They include changes in
business practices, reorganization of the acquisition pro-
cess with enmphasis on the program manager, improved data
sources, and updated models.

In the area of modeling and risk analysis, increased use
of the additive model would not only improve the model's ap-
proximation of reality but also portray a amore accurate tic-

ture of the inherent risk. This recommendation is indepen-

dent of the modeling method used.
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Also, with the tools mow at hand and the iasight gained
through this research, risk analysis should be a regquired
¥ _ part of every LCC and 0&S cost estimate. To do otherwise

vould be a disservice to decision wsakers and a discredit to

life cycle costinge. ;
5.5 FUTURE STUDIES 3
No study is ever complete in and of itself. As questions *

are ansvered and problems solved, new questions and problens

take their place. Such is certainly the case with this re-
search.

Operating acd support cost estimation in the dependernt
case deserves more attention. As a first step, the nature
and exteat of the dependency must be explored and deter-
mined. The Visibility and Management of Operating and Sup-
port Cost (VAMOSC) program may provide the necessary data.
VAMOSC is, hovever, in its infancy and, at this point, may
lack the historical depth needed. When sore is known about

the dependency, modeling methods can be devised and improved

i; to capture it. This may be particularly true for transforms

where joint distributions are necessary to model dependorcy.
With reference to probability distributioas, effort is L

needed to detersine the proper distributions for the various

5 cost elements wvhich coaprise 0£S cost. At presect, Desmat- -

ics, Inc. is under Air Force contract for this study. Nhen é
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the results are known, =modeling methods can be devised to
take advantage of this nevfound information. 1In the case of
transfor;s, predetermined relationships could be develored
and used by analysts in the field thereby taking full advan-
tage of this powerful aodeling tool.

g% . Lastly, risk analysis and its impact must be studied frow
the point of view of decision makers. In this research,
those who work for and supply information to decision wmakers
vere intervieved. Once risk analysis becomes more accepted,
decision makers should be intervieved to determine the type

1; of presentation preferred and the extent to uhich.risk anal-

ysis i1nfluences decisions.

The sky ahead is not without turbulance but with deterai-
nation and perseverence, it will be navigated. The missiou

will continue as 1long as the Air Force requires aev systems

for the defense of the nation.
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. INTERVIES ROSTER

i; | Nanme Organjzation
52 Maj Dev Devers OSD/PAGE

'ﬁ Lt Col Bob Owens HQ USAF/ACN
}3 Lt Col Rich ¥allace HQ USAF/ACHC
" Lt Col Gene Tattini HQ USAF/LEYE
< Lt Col Don Crawford HQ AFSC/ACCE
fg Ar Frank Pong HQ APSC/ACCE
- Mr John Rosso HQ AFSC/ALPA
i Mr Vern Menker ASD/ACCL

.;? Capt Arnie Douville " ASD/ACCL

= Nr Mike Enright ASC/YZA

‘% Mr Ron Vorhis ASD/YZPR

,é} Mr Roger Steinlage HQ AFLC/ACME

Maj Paul Reid

HQ APLC/LC (VAMOS()

Lt Col Larry Rice AFALD/XRS
Br Tom Parry APALD/XRSA
Mr Jobhn Huff AFALD/XBRSA
Haj Les Takasura AFPAFC/CHC
Dr Dick Taliaferro AFIT/LSY
Ar Roy Wood AFIT/LSY
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Mr Virgil Rehg AFIT/LSY

—~

Capt Larry Esselhainz AFIT/LSY
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Appendix B

GENERAL INTERVIEW QUESTIONS

The followving general guestions were asked of those inter-

vieved:

1. Hﬁat does your organization do with respect to life
cycle costing (0ES costing)?
a)} What are the inputs to the organization? Fron
wvhere do they coge?
b) What are the outputs? To where do they go? For
vhat are they used?
c) From where and/or froa whom do you get your direc-
tion and authority?
d) What, if any, decisions relating to LCC are made
by you or your organization?
2. As you see it, " what are the ma jor strengths of life

cycle costing (0&S costing)?

a) WRhat are the major faults (problems) with life cy-
d cle costing (OES costing)?

-

g! b) What should be done to improve life cycle costiang

o (0ES costing)?
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c) Do yoa think life cycle costing has a credibility
problea?
Risk and uncertainty are facts of life. How shLould
risk and uncertainty be addressed in life cycle cost-
ing (0&S costing)?
a) How can risk and uncertaianty be reduced?

b) How should information relating to risk and uncer-

tainty be presented?

"i!“;lc!
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Appendix C

ORGANIZATIORAL SPECIPIC INTERVIEW QUESTIONS

AF CAIG

What is the authority (regulations, etc.) for lite
cycle costing?

What is required in preparing and presentinj an esti-
mate?

For what do you use LCC estimates?

Is LCC really used in making decisions?

dow auch do LCC estimates influence decisions?

How worthwhile is risk analysis?

How should risk analysis results be presented?

Wwhat can be done about real wvorld uncertainty?

How can real world uncertainty be addressed in ter:s
of risk analysis? -

What is the magnitude of real world uncectainty vers-
es cost estimating uncertainty?

Congress appropriates separate funds for acyuisition

and support. Do you see this as a problem? If so,

what can be done about it?

- 163 -
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{2 12. Do decision makers understand random, stochastic pro-
;& cesses?
Eé . 13. what really drives acquisition decisions?
w USAF/ACNC
ﬁi 1. How are inputs to AFR 173-13 prepared?
éz ) 2. HWhat are the numbers (means, #modes, etc.) in AFR
‘:’ 173-132

3. cCan risk and uncertainty information be incorporated

into AFR 173-13? If so, how should this information
be presented?

= 4. What is the CORE methodology?
APSC/ACCE & AFSC/ALPA
E 1. What is AFSC policy regarding LCC?
Ef 2. How do the product divisions differ with respect t»>
i; LCC issues?
. ASD/ACCL
; 1« How do you see requireaents for risk analysis affect-
‘i ing projram offices? |
: 2. At the working level, is LCC policy and procedure
'f§ clear and concise?
i} ASD Projranm Offices
;f ‘ 1« Do program office pecrsonnel umnderstand risk analysis?
' 2. How would risk analysis affect your work load?

3. At the working level, is LCC policy and procedure
T clear and coancise?
FLC/AC '
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1. How is historic data collected, treated, and dissemi-
nated?
- 2. What are the problems with the maintenance Aatd col-
lection systenm?
3. How can risk information be included?

AFLC/LO VAMOSC

1. What is VAMOSC?

ﬁ 2. What does it offer?
o
% 3. How does it compare to cther AFLC data collectiocr
- systenms?
AFALD/XRS

1. At the working level, 1is LCC policy and procedure
clear and concise?

2. Are regulations and instructioans adegquate?

1« How is data for AFR 173-13 collected? ;

2. Can risk analysic ipformation be determined fror ex-

’ isting data?
AFIT
5? 1« What do you teach in the areas of LCC and risk analy-
éi sis?

2. Are students avare of the stochastic nature of LCC?
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Appendix D

THE TRIANGULAR DISTRIBUTION

Although rather easily derived from basic definitions, the
v properties of the triangular distribution presented here are
ﬁ: rather lengthy due to the bounds placed om x and lack of

smaoothness in the density function.

"‘ | (2(x-a))/((b-a) (m-a)) Osasxsn
q:z-: f(x) =
o (2(b-x))/ ((b-a) (b-2)) BSX<b

Let ¢y = 2/((b-a) (m-a)), cp = 2/{(b-a) (b-n))

t‘ c 9 m b

i; E[{x] =j' xf(x) dx = c%f x (x~a) dx + c%[mx(b-x) dx
-'Z‘: -00 a

R = cqf (287-3an%+ad) /6] + cof (b3-3ba°+20°) /6]

I : Let E[(x) = u
. M s m
Phnt var{ x] =j' (x~u) £(x) dx = c%[ (x-u) (x-a) dx
s 00 a
b
+ C (x-p) (b-x) dx
d,

cl[(2m3033—(3303u)n2-3ua206ual)/6]

- 166 - *
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+ c2f (b30213- (3b+3y) n2-3ub2¢6ubl) /6]
0 m b —sx
L[f(x) ] --[ e SXf (x) dx = c]j (x-a) e~ S%dx + czj (b-x)e dx
0 a m

cif (e SM(-sn-1)se 58 (sa+1) ) /s +(ae SM-ae758) /5]

cof (e~SM(-su-1) +e~SP(sbe1)) /52 +(be SM-pe~SY) /5]

*

N[ £ (x) ] foxs‘lf(x) dx = clf:xs'l(x-a) dx

*

b
‘72[ xS-1(b-x) dx
m

= oyl (n5*1-aStYy (se1) - (amS-aSTYy/s)

+

¢, (bS*1-baS)/s - (bS*1-aS*1) /(se1) )

---------
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;3‘ Appendix B

; MAINTENANCE PERSOBNEL CALCULATIONS
Es Type: Analogy
L Data: Tables 13 , 14 , and 15
L;% MP = Base ¢ Change = W + 2
3%5 E[MP] = W ¢ E[(2] = 1728 + 35 = 1763
}’f var{#p} = Var[z] = 35

_3 Using the additive model where the number of terms in the
’ sum is a randor variable,

7‘ E[X] = E[NP] E[PAY] = (1763) (17513) = 30,785,419

é Var[X]) = E(MP] Var[ PAY] ¢ E[PAY]? Var[np]

- = (1763) (23703700) ¢+ (17513) 2 (35)

= = 5.2524EE10
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L Appendix r

PUEL CALCULATIONS

e _ Type: Factor Based CER

N Source: LSC Model

Data: Table 17

= Z = CF1FyFq

E(Z] = CE1FF3lp_

: var[Z] = E)Z/aflll pu) 20'%1* @2/9F21 Pu) 20%2

p + @2@F31p ) %o,

where

N Qz/AF) = CF F,

y _ QZAF
9z /0F 5

. E[Z] = (1) (364) (2.00) (558) = 406,224

CFlF3

)

CFlFZ

Var (2) (1245456) (144) + (4.1254EE10) (.000C)

+ (529984) (756)

4
“

604,766,259

> »
atd :-L"n.' [

Using the additive model for 72 aircraft,

A

3

E(X] = 29,248,128

o .
(1]
e

Var{X] = U4.3543EE10

-
s,

Y
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Appendix G

ENGINE SPARES CALCULATIONS

Type: Regression Based CER
Source: MLCCHM
~Data: Table 21

z = CFE1.6850F8.7974
vhere

(1.7031 x 109 (acTTIPE)

Cc

E[2]
far(z] = @2AF4lp ) 253+ @1 Q17 ) 753,
vhere
9zQF, = -1.6850 ¢ pj2-6850 §Q.7974
dzF5 = 0.7974 ¢ pj1-6850 pz0.2026
E[2] = C (233)~1:6850(3, 0)0.7974= 304

var{2] = (4.8202) (1111) « (14651) (.0008)

= 5367
Using the multiplicative model to compute cost per aircraft
per year,

E[X*] = (364) (5367) = 110,65€
(304) 2 (144) + (364)2 (5367) + (144) (53u7)

Var[ X* ]

7.2519EE08
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Using the additive model to compute the cost for 72 air-

craft,

E[X] = 7,967,232

Var[X] = 5.2214EE10
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Appeadix H

AVIONICS SPARES CALCULATIONS

Type: Begression Based CER
Source: HBLCCHM
Data: Table 23
2 = C F8.85@5510.11691_.2.7979
vhere
C = 2.2956EE-3
E[2] = C F8.8545Fio.116g50.797?P
var{Z] = (©QZ/QFy} pu) 26%; @Z/DPL;LI Pu’ 20'%]_
. (02/af5|pu)20§5

vhere

QzF, = (.8545) c p;0- 1455770 1169¢0.7979
Q2/0F = (=.1169) C pg-8545pi1-1169fg.?9?9
aZ/aFS = (.7979) C p8-8545 310.1169550.2021

E[Z] = 28.0

var{Z] = (.0826) (2.08) + (.0001) (144)
+ (-0001) (20833)
= 22695
Using the aultiplicative model, cost per aircraft per year,
X* = F; 2
E{X*] = E{P;]) E[Z] = 10,192
- 172 -
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Var[ X+ ]

+

413,922
Using the additive model
craft,
E[X] = 733,834
var[{X] = 29,802,384

............

(148) (2. 2695)

to compute the cost for

173

E[ZFVar(P] + E[F; PVar[2] + Var[F;) Var{Z]
(28)2 (144) + (364)2 (2.2695)

72 air-
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Appendix I

COST ELENENT VARIABCE SUBHARY

Risk Analysis Yearly Variance

Aircraft Element var{X]

XF-1 X 5.2524EE10
X2 4.3543EE10
X5 8.4030EEQS
Xy S. 22 14EE10

Xg 2.9802EEQ7

XF-2 X, 4.5354EE10
2.1035EE10
2. 5840EE0S
X, 2.9350EE10

8.7082EE06

T S TE TR iy hem - . - ) g L
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Phase In/Phase Out Yearly Variance
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Aircraft Element var[Xx]

Bl

AP-1 X1 2.4963EE10

RGP SN

X, 2.1772EE10

RN I, ~ %]
';‘l ';" '-.‘-‘-:h ‘:I [SRAN " .

X5 6. 4600EEOS
< .

Ly Xy 2.6107EE10
o ‘ Xs 1. 8901EE07

= XF-2 Xy 2.2677EE10
X, 1.0S18EE10
~ _ - 15 6-4600EE05
Xy 1.467SEE10

X5 4.3540EE0Q6
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Appendix J

HELLIN TBANSFORN EXANPLE - PUEL CER

cS~la[f(F)) ) MIE(R,) ] BLE(P3) )

cl((m5+l-asfl)/(sf1) - (amS-aS+l)/s]

h

¢ ol (b5 1-paSy/s - (5*1-a%T) /(sen) ) br

= clvl + C2v2

uh;re
cy = 2/((b-a) (m-a)), cp = 2/((b-a) (b-a))
For F;,
c] = .0011574074 co> = .0005787037
If s=2,
vy = 101375.9999 Vo = 433152
I1f s=3,
vV, = 35693568 Vo> = 163012608
then, \
E[F1] = 367.9999
B(F$] = 135648

For le

var[P1] = E[PS] - B[P1]° = 224.0736

c, = 266.6666 c, = 133.3333

1f s=2,
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If s=3,
vy = -0049171875 P

.020675 i

then,
E[Fy] = 2.0167
z{r%] = 4.067916665

var[Fy] = «0009722209

For FB'
cq = .0002020202 Co = 0001154401

“1If s=2,

i}

vV, = 953999.9994 Vo 3224812.499
3 I1f s=3,

vy = 505980000.1 Vo, = 1889891719

E tken,

EE , E[F3] = 564.9999

‘ ' E[Fg] = 320387.5

_ Var(F3] = 1162.50117
E Then,

= E[Z] = 419,305.3301

g g[2%] = 1.7679135EE11

3 var[2) = 974,387,650.9
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BELLIN TRANSFORN EXABPLE - SPABE ENGIWE CER

-« p-1.6850 0.7974
2 =C P4 95

wvhere

C = 1.7031EE06

_ .s-1 A
M{g(2) 1 = C° "BLE(F) Jo_ 7 ¢gs5s+2.6850" EUFS) Joo popus+.2026

Assune Pqis triangularly distributed,

BLE(R ] = ol (@57 1-aS*) /(se) - (a2 s

N 62[(b5+1_b's)/s - (bs+l_.s+l)/(s’1)]
where
c, = 2/((b-a) (m-a)) = .000133133
c, = 2/((b-a) (b-m)) = .00008
If s=2,
E[F,] = ¢1(2.096291903 - 1.715955431)
+ C,(3.266001895 - 2.610765295)
= ,0001031305
If s=3,
ELP,] = ¢,(-0003248294 - .0002720343)
+ €,(.0002552306 - -.0001985804)

«0000000116

Assume P5 is rectangularly distributed,
RLE(RS) ) = ((asd)® - a%)/(sD)
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a = 1.95, b= .1

E[F5] = 1.73793692
E[P?] = 3.020824375
305.2539423

2
E[Z"] = 101639.808

Var[Z] = 8459.838678
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Appendix L

LAPLACE TRANSFORH RIAHPLE - DEPOY BAINTENANCE

X =W ¢« 2
Assume Z is gamma distributed
B = (Lg ¢ -95M ¢H;)/2.95 = 61727

G@

((Hg = Lg)/3.25)% = 2.8639
B=pn-M8=.1627
If k=0,
a = u/B = 37.9392
LLh(Z) ] = (1 + -1627s) 379392
and
Llg(x) ]
E[X] = 18.4428

exp[-12.272s] (1 + . 16275y 379392

2[12] = 341.2113
var[X] = 1.0744

g - 180 - .
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