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FOREWARD

The Fourteenth Image Understanding (IU) Workshop sponsored by the Defense Advanced Research
Projects Agency, Information Processing Technioues Office was held in Arlington, Virginia, on June 23rd
1983. The workshop was conducted as a full day session of the Computer Vision and Pattern Recognition
Conference presented by the Computer Society of the IEEE.

’

Commander Ronald B. Ohlander, USN, the Intelligent Systems Program Manager for the DARPA/IPTO,
welcomed the large audience consisting of research personnel involved in the Image Understanding Program,
Covernment personnel from various departments and agencies, and attendees from the CVPR conference
interested in the research efforts ongoing in this DARPA sponsored program. He noted that the existence
of so large and varied a conference as the CVPR, which has covered two days of tutorials and three days
of general sessions as well as this workshop, indicates the high level of interest and wide variety of
mature research now ongoing in the Image Processing field. This is the second time that DARPA has
coordinated its IU workshop with a professional society active in the field, remarked CDR Ohlander, the
first being a joint meeting in April 1981 with the Society of Photo Optical Instrumentation Engineers
(SPIE). CDR Ohlander indicated that the growing body of highly sophisticated researchers, particularly
in the Universities but also in the general industrial community, was a paramount factor in the growing
usefulness of IU science in both military and non military fields of endeavor. This combined meeting,

he concluded, is an excellent opportunity for users and theoreticians to interact to the mutual benefit
of both groups.

The morning and first part of the afternoon session of the workshop comprised thirteen technical
reports. These reports were selected by the principal investigators as representing an interesting facet
of their research programs. Due to the press of time, each organization involved in the program was
limited to only one presentation. However, in order to provide as complete a record as possible for use of
government sponsors, all reports produced by the various researchers in the DARPA Program are included in
this proceedings. A few reports were presented at other sessions of the CVPR Conference and are there-
fore published in the CVPR proceedings as well as in this volume.

The remainder of the workshop consisted of a panel discussion on the topic of, '"Most important
problems to be addressed in IU over the next few years", This subject was included in order to elicit

comnents from the wide experience available in the audience as well as the expertise of the panel discus-
sants.

This proceedings has been supplied to the Defense Technical Information Center (DTIC) and copies
may be secured from that Agency by writing to the following address:

Defense Technical Information Center
Cameron Station, Bldg. #5
Alexandria, Virginia 22314

A small charge is assessed by the DTIC for reproduction expenses. Accession number for this
proceedings is not yet available but will be assigned by the DTIC within the next thirty days. Accession
number for previous issues are listed on the following page.

The materials for the cover of this proceedings were supplied by Dr. Martin Herman of Carnegie-
Mellon Uiiversity. Dr. Herman described the meaning of the process with this description:

The layout shows the flow of events in the 3D Mosaic scene understanding system.
The stereo aerial photographs show part of Washington, D. C. The 3D wire-frame
description of the scene was produced by a process that extracted and matched
junctions from the images. A geometric modelling process then converted the wire
frames into a surface-based description of the scene. The reconstructed buildings
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are shown in the two bottom pictures. In the picture on the lower right, gray scale
obtained from one of the top images is mapped onto the faces of the buildings. The
stereo reconstruction process represents one step in the 3D Mosaic system, which
obtains a more complete description of the scene by incrementally accumulating infor-
mation derived from multiple viewpoints. The researchers on this project include

Dr. Martin Herman, Dr. Takeo Kanade, Mr. Shigeru Kuroe, and Mr. Duane Williams.

A more complete description may be fcund in Dr. Herman's paper, "Monocular Reconstruction of a
Complex Urban Scene in the 3D MOSAIC System", reproducted in section III of this proceedings.

Mr. Tom Dickerson of Science Applications, Inc. was responsible for the artwork and lay-out for
the proceedings cover. Appreciation is also due Ms. Neville Worthington of Science Applications, Inc.
for her assistance with arrangements, and particularly for typing support and in putting together this
proceedings. Finally, our thanks to the Computer Society, IEEE, for their cooperation and assistance
during the planning and execution for the conference and workshop. Particularly helpful were Mr. Harry
Hayman and Ms. Jerry Katz of IEEE and Dr. Takeo Kanade of Carnegie-Mellon University, the conference
chairman.

Lee S. Baumann

Science Applications, Inc.
Workshop Organizer
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Image Understanding Research at CMU
Takeo Kunude )
‘!
Compuater Scienee Department 7
£
Carnegic-NcHon University y
Pittshargh, PA 15213
The goals of hnoge Understanding Rescarch i CAMU have been to inconsistencies  exist, dependencies have been recorded  for cach
develop basic theory for widerstunding  3-dimensionol shapes and to ypothesis at the time of its creation. A hypothesis is dependent on all
desmonstraie an integrated system for photo interpretation (dutabase and clemerts whose existence dircetly resulted in the creation of the {

interactiveZawtomane nnage interpretation iechniques).  For these goals
we have been working in three subareas: 1) Incremental 30 Mosaic
System; ) Theory for Shape Understanding: and 3) MAPS.  This report

reviews our progress since the September 1982 workshop proceedings.

1. Incremental 3D Mosaic System

The Incremental 31) Mosaic system acquires a 31) surface-based
deseription tor model) of a complex urban scene by incrementally
accumulating information derived from multiple viewpoints. Since our
report in the September 1982 proceedings [Herman, Kanade, and Kuroe
82]. we have made sigrificant progress in two conponents of the system:
the component that merges information front a new view into the
current inodel. and the component that performs monocular analysis of

an nnage.

As shown in Figare 1 cach view of a given scene (which may he
cither a single niage or astereo pair) anderzoes anal,sis which results in
a 3 wire-frame deseription that represents portions of edges and
vertices of spatial stractares sach as buildings. In order 10 update the
current seene madel (which has been obtained trom presioas views), the
wirc-framie description from the current view must he matched with and
merged into the current model. The matching step provides the
coordinate transformation from the wire frames to the model and
provides corresponding edges and sertices in the two. The combined

result must then he converted into @ new model.

The merging step works as follows, Twe objects, one in the wire-
frame deseription and the other in the model, are merged by Tirst
merging their corresponding pitirs of odges and vertices into single
clements by weighted averages of their positions. Next  hypothesized
clements (faces, edges. or vertices) in the inodel that are inconsistent

with  maodified  clements  mc  deleted. ‘To  determine  whether

hypothesis. For example. if an open polygon 15 completed by
hypothesizing a line connecting the two end points of the chain of

segments, the hypothesized tine is dependent on the two end tines ol the

chain, (f one of these lines is modified or deleted. the hy pothesis must
ilso be deleted. for the conditions ander which it was created are no
longer vatid. After all mergings ind detetions, the renuining capes and
vertices in the wire-Itame object are addad o the model object  After
this is Jdone for all ohjects. ‘Those ohjects which are incomplcte are
completed asing task specific knowledge, ws described in [Herman,
Kanade, and Kuroe 82] [ lerman. Kanade and Karoe 83).

Herman has also been developing a monecular analysis component =

.f

for the 31 Mosaie systew [Herman 83 (in this volime). This component e
. . .

reconstructs the three=dimensionat shape of a complex urlan seene from ,
. i q q R . 9 -
asingle image. His approach eaploits task-specific knowledee imolving b

block-shaped objects in an wban scene,  First, linear connected

structures in the inuige are generated: these are meant o rpresent edges

and vertices of buildings, Next, the 2D stractures are converted into 31D

wire frames, Poally, a sarface-hased deseription of the scone s ey
B P o -~

penerated from the wire frames. I8
fnour database, we have two different views of part of Washington, &

1. Ceoastereo pair for one siew and a single image for the other.
Fventeally we will inerge the 31 wire franes obtained from tie single

image with the scene model obtained from the stereo pair,

2. Theory for 3hape Understanding

AL CMU, we hinve been working on the gecometrical aspects of image
constraints for extricting shape from images. We have continued our
cffort in this important area o develop fundamental theories and their
applications Tor recovering three-dimensional st pes from inrages. Onr

new results inclade;




e Iheory of circular straight homogencous generalized cylinders
[Shaler and Kanade 83}

e Siereo by dynaimic programming in a thive-dimensional search space
[Ohtrand Kanade 83}

» Optical flow mcthods Tor measuring object motion inan N-riy image
sequence [Cornelius imd Kanade 83}

o A method for odtaining topological correspondence of line drawings
of multiple views [Thorpe and Shafer 83]

2.1 Theory of Ceneralized Cylinders for
Vision

Motivated first work in the shadow analysis [Shafer and Kanade 82],
in which the shadow volume is o generalized oyling e and
Kanade [Shufer and Kanade 83 (in this volume) have investigied the
fornual properties ol generatized eylinders. I recent years, Binford's
generalized cyvlinders have hecome an important ool for shape
representation in inage understanding systems [Brooks S1]. - Towever,
rescarch has heen hampered by o lack of wnabytical results for these
shapes.  Shaler and Kanade start with o definivon Tar Straight
Homogencous Generalized Cylinders, those generalized eylinders with a
straight axis and with eross-sections which have constant shape hut vary
in size. This cluss of shapc., while still quite large, has properties which

make considerable analysis possible,

The results begin with deriving fornmulac for points and surface
normals for these shapes.  Theorems are presented cancerning the

conditions under which multiple descriptions can exist for a single solid

lunct Lon-hased
Stepo Analyais

Single Mmoo Lag =
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.H-‘—. —
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shape. “Then projections and contour generators are analyed. The
strangest results are obtained for solids ol revolution (which are named
Right Circular SHGCS). for which a closed- form method for analyzing
image contonrs is presented. Shafer and Kanade his shown that a
picture of the contonrs of a solid ol reyolution is ambiguous, with ane
degree of freedom related 1o the angle between the Tine of sight and the
solid’s axis. The wnbiguity can be resol ed by other constraints such as

those Iront shadow contours,

2.2 Cptical Flow Method tor Object Motion
in X-ray Images

In caleuliting optical flow from an image sequence, Horn and
Sclnmek [Horn and Schunck 811 assnmed that the image brightness
corresponding to the sume physicul point does not chinge, together with
the assnmption of smootiness of veloeity over the image. However, this
assumption of zero hnghtiess change severely limits the allowable
motions. Rotations, tanslations in depth. and deformations often result
ina change in the image brightness corresponding to a single pliysical
puint. Also. the assumptions of smoothiess and zero brightness change

do nothold at the benndary af the objeet.

It was shown tht the problems of assunting zevo brightness change is
magniticd when we try to apply the method 1o i X-Tily image sequence.
(I x-ray images, the brightness of cach point depends on the amount
and density of the mass between the x-ray source and the Tilm.)
Cornelins and Kanade [Cornelius and Kanade 83} (in this voluine) have
adapted the optical fow algarithin so that it can handle the brightness
change and cope with the difficulty caused by the smoothness

assumptian across the boundary.  This algorithm asstines: (a) the
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brightness changes corresponding to a single physical point can be
deseribed by the first-order expansion of the image intensity function
Ity (b the velocity  fiekl (".\‘ \") changes simoothly in a
ndghborhood, nnless  the  neighborhood  contains an occluding
buimdary: (¢) the rate of change in brightness (/171 is smooth in a
neighborhood.  An iterative procedure was devised (o cempute the
velocity field and the change of brightness (ic.. changs of thickness in

the case of x-ray images) under these conditions.

This algorithm can correctly recover the object motion from the x-ray
images of an expanding cllipsoid. We have actually applied the method
to real X-ray images ol a dog's heart twken on film at 60 frames a sccond,
in which a radio-opague dye was injected into the pulmoenary artery just
before the image sequence was taken.  For this case, the changes
brightness will reflect the expansion or contraction movement of the
heart in the direction perpendicnlar o the image plane since the dye
filled heartis the primary source of motion, We have generated a movie
of the velocity vectors for an entire heart cycle and shown that it
coincides well with the apparent motion seen in the actual cine

angiogram,

2.3 Stereo by 3D Search

Ohta and Kanade [Ohta and Kanade &3] have been developing a
stereo algorithin to obtain an optimal matching surfuce in a three
dimensional search space. “I'heir approach is purely coniputational.
When a pair of sterco images is rectified so that the epipolar lines are
harizontal scan tines, we can scarch Tor a pair of corresponding points in
right and left images within the same scan lines. We call this scarch
intra-scanline search, 'This intra-scanline scarch can be trented as the
problem of finding a niatching path on a two dimensional search planc
whose axes are right and Ieft scanlines, A dvnamic programming
technigue can efficiently handle this search [Baker 82].  'The intra-
scanline scareh alone, however, docs not take into account mutual

dependency between seanlines in a image: that is, infer-scanlivie search is

necessary (o find the consisteney across scan lines,

As shown in Figure 2, we cast the problem of stereo as that of finding
amatching surlace (i.c.. a set of matching paths) in a three dimensional
scarch space. which is a stack of the 2-1 search planes and whose axes
are left-image x position, right-image x position and the scan line (y
pusition of image). Veriically connected edges provide the consistency
constraints across the scan line axis. ‘Thus, sterco involves two scarches:

one i intra-scanline scarch for possible correspondence and the other is

inter-scantine scarch for consistency between connected edges, Ohta

and Kanade employ dynamic programming for both scarches.

The matching is based on edges, and the positions of edges are
obtained as scro-crossings ol the 11 | aplacian (taken atong cach scan
line) in both left and right images.  The intrasscanline search focates
many partal paths Tor cach pair of left and right scan Tines, s candidates
of components which may consist of the final muching surface, The
inter-scanline search uses those partial paths as clements, and searches
for the combination of them which is most consistent with comected
edges. Phese two searches proceed simultancously, “The criteria (i.c.. the
cost function) in the search involve a monotonicity assumption, the

similarity ofintensity between edges, and surfuce smoothness,

Our main wsk domain is urban aerial photogiaphs, hut images in
crher domains are also used o show the perfomiance of our stereo,
Fignre 3 is a typical exaniple of acrial stereo images. Figure 4 (1) shows
the disparity map obtained, and Figure 4 (b} shows an isometric plot of
the depth map. Notice that the detiled structures of the rool of the
building and the bridge over the highway are clearly eatracted. “The
outpit of this stereo program will be used as another source of 31

information in the ncreniental 3D Mosaic system,

3. MAPS

MAPS is a large mtegrated image/map database system for photo
interpretation tasks. 1t containg high resolution acrial photographs,
digitized maps and other cartographic products, combined with detailed
3D descriptions of man-made and nawral features in the Washington
D. Coarca [McKeown and Kanade 811 [McKeown and Denlinger 82].
In the Septeniber 1982 proceedings, McKeown [McKeown 82] reported
the addition of the concept map to facilitate inquiries at the symbolie
level. Since then, the concept map has been used to build a hicrarchy
tree dita structure which represents the whole-part relationships and
spatial containment of map feature deseriptions [McKeown 83] (in this
volume).  Unlike regular decomposition methods such as quad-tree
organizations, the hierarchical containment tree permits a hicrarchical
search in the database based on natural relations among features which
are intrinsic to the conceptual map and may have some analogy with
how humans organize a “map in the head” w avoid scarch. Thus the
hierarchy tree improves the speed of spatial computations by quickly

constraining search to a portion of the database.

As an application of MAPS. McKcown has started imvestigation of

mle-based  systems for the  control  of image  processing  and
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Figure i (a) Disparity map obtained: (b) lometric plot of the depth
map - Note that the detailed structures of the roof of the
building ind the bidge over the Trecway are detected,
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aiterpretation with respect 1o a world model. ‘The SIPAM system
[McKeown and MeDermou 83 is a system for testing the ided of wsing
the combination of task independent low-level image processing tools, a

rulesbased systentand anap database expert.

4. Systolic Array Processors for Vision

Together with the VESI group of CMU, we have started investigating
applications of systolic array processors iade of PSCs (Programmable
Systolic Chips) [IFisher et al. 83] [isher, et al, A &3] w image processing,
Example tasks we are considering include: smoothing, edge detection,
aptical flow.iterative image registration, and maching by dynanic
programming.  We eapect one o three orders of magnitude
mprosements i the speed of performing these image processing tasks

aver comventional machines.

Fefeiences

[Baker 82] Baker, H. 11,
Depid from Ldge and intensity: Based Stereo,
Technical Report AIM-347, Stnford Artiticial
Intelligence Laburatory, 1982,

[Brooks 81) Brooks, R. A,
Symbolic Reasoning among 3-1 Maodels and 2-1D
Images.
Avrtificial Intelligence 17:235-349, 1981,

[Cornelius and Kanade 83)
Cornelius, N, 1L and Kanade, T,
Oprical Flow Method 10 Measure Object Motion in
Reflectance and X-Ray hmage Sequences.
‘Techuical Report (in preparation), Computer Science
Department. Carnegie-Mellon University, 1983,

[isher etal. 83] Iisher, AL Kung. 111, Monicr. I.M. and Dohi, Y.
Architeeture ol the PSC: A Progrimmmable Systolic
Chip.
In Proceedings of the Tenth International Symposivm
on Compnicr Architeciure. June, 1983,

[IFisher, et al. A 83]

FFisher, AL, Kung, 11T, Monier, 1..M.. Walker,

I and Dohi, Y.

Design of the PSC: A Progriunmable Systolic Chip.

In Bryant. R.(editor). Proceedings of the Thind Caltech
Conference on Very Large Scale Intesration, pages
287-302. caliech, Compnter Science Press. Inc.,
Mareh, 1983.

[Hermuan 83] Hernan, M.
Monocubw Recoustructon of 1 Complea Urban Seene
i the 3D NMOSAIC Syste.
huthese proceedimgs | 1933,

{Herman, Kanade and Knree 83)
Herman, M., Kanade, T, and Kwoe, S.
The 1D MOSAIC Seene Understuxding System,
Toapearin Proc. 1LICAT-83 ), August, 1983.

[HTerman, Kanade, and Kuroe 82]

Herman, M., Kanade, T, and Kuroe, S.

Incremenal Acquisition of a Firee-dimensional Scene
Model from hiages.

Technical Report CMU-CS-82-139, Comnputer Science
Departinent, Cirnegic-Mellon University, 1982,

Alsoin Proc. DARP A hmage Understanding
Workshop, Sept. 1982,

[ITorn and Schunck 81)
Horn, B. K. P.and Schunck, B.
Determining Optical Flow.,
Artificial Inielligence 17:185-203, 1981,

[McKeown 82]  McKeown, ). M. Jr.
Concept Maps.
In Proc. DARPA hnage Understanding Workshop,
pages 142-153. Sept.. 1982,

[MeKeown 83 McKcown, D. M.,
MAPS: The Organization ol a Spatial Database
System Using Imagery, Terrain, and Map Data.
I these proceedings | 1983,

[McKeown and Denlinger 82)
McKcown, D. M. Jr. and Denlinger, J. |,
Graphical Tools for Interactive Image Interpretation,
I SIGGRAPH 82 (Computer Graphics Vol. 16, No.
) pages 189-198. July, 1982

[MeKeown and Kanade 81]
MceKeown, DM, Jr.and Kanade, I,
Database Support for Automated Photo
Interpretation,
In Proc. DARP A Image Understanding Workshop.
pages 7-13. April, 1981,

[McKeown and McDermott 83
MclKeown, 1M, and McDermnott, ).,
Toward Expert Systems for Photo interpretation.
In LELT Trends and Applications 83, May, 1983,

[Ohta and Kanade 83)
Ohta, Y. and Kanade. T,
Stereo by Intra- and InterScanline Search Using
Dynamic Progranining.
‘Technical Report (in preparation), Computer Scienee
Department, Carnegic-Mellon University, 1983.




Y
-
2
.“
¢"‘
=0
_a
Te
44
:

At A LS e

[Shafer and Kanade 82)
Shafer, S. and Kanade, I,
Using Shadows in Finding Surface Ovientations.
Fechnical Report CMU-CS-82-100, Carnegie-Mellon
University, Jan., 1982,

[Shafer and Kanade 83)
Shafer. S. and Kanade, 'I",
The Theory of Straight Generalized Cylinders.
Techmical Report CMU-CS-83- 105, Coniputer Scicnce
Deparunent, Carnegie-Mellon University, 1983,
Alsein these proceedings.

[Thorpe and Shafer $3)

‘Thorpe, C. and Shafer, S.

Topological Correspondence in Line Drawings of
Multiple Views of Objeets.

‘T'eehnical Report CM U-CSD-83+1 13, Computer
Science Department, Carnegie-Mellon University,
1983.

Also o appear in Prec. 1JCAL-83.

L .Y YT T . A uc

WYL .,

Al SR

T e TR
el LF R

.




§2%:17 I

IMAGE UNDERSTANDING RESEARCH
AT COLUMBIA

Johu R. Kender
Department of Computer Feience, Columbia University
New York, NY 10027

Abstract

The Image Understanding Project at Columbia has
centered its efforts on  basie  “mnddle-level”  vision
rescarch: the representations and algorithins concerned
with  deriving surface information from low-level
aggregate cues. At present, the effort has four major
concerns: theory and analysis, integrated systems, imsge
rescarch aids, and high-spéed hardware.  This report on
our first full year summarizes our progress in cach of
these areas,

1 Introduction

The Image Understanding Project at Columbia is
new and small, but growing. %n our first full year, we
have acquired an operating laboratory, and defined and
attacked our research concerns, é(‘urrcntlv, our
experimental base consists of a VAX 750 with Grinnell
275, with CMU image and graphic scftware operating on
USCH’] and other images. Additional hardware and
software enhancements are planned.)

Our research emiphasis is on that level of image
nnderstanding that modcrates low-level cues into surface
information. We have developed several new algorithms
that make some of these transformations possible, and
have vegun to guantify their accuracy. Work is under
way to integrate several of these surface-constraining
algorithms into a coherent, distributed systemn; two
separate free-running algeritlims have been executed and
are being refined. ~ Because the algorithms and their
control is complex, we are implementing various graphic
ways in which the rich intermediate data can be
represented casily to the experimenter.  Lastly, we have
devised and simulated some f(n\\'-l(»\-('l vision algorithms for
2. nlm'(-ll supercomputer being independently (fevclopcd at

‘olombia.

2 Theory and Analysis

Much of our theoretical work concerns the
calculation of surface orientation constraints fromn low-
level image cucs.  One representation that has proven
very useful for this and other tasks is the gradient space--
imdependently of whether the image is taken under
orthographic or central projection. We have helped to
snmmarize some of its most salient properties (especially
those nnder projegtion) in a type of researcher’s reference
card [Shafer 83: Shafer 82’. Ve have also highlighted
some of the difficultics that can occur under perspective;
algorithms known for their utility under orthography can
fail in unexpeeted ways [Nender 82a].

Many of the algorithms we have devised for our
middle-level  work are derived from a central
methodological paradigin called ‘‘shape from texture’
[Kanade R83; Kender 82D]. We have now applied the
paradigm in two additional areas, deriving additional
surface constraint relations and procedures.  {Versions of
these two papers appear m this proceedings.)

The first area concerns gravity, which induces
certain preferred scene orientations. We have shown how
gravitationallv-related labels such as ‘“‘vertical” can be
nsed in the gradient space, and how such knowledge can

enerate additional constraints on surfaces [Kender 83a;
vender 83D].  In particular, we have shown that scnsor
parammeters, surface parameters, and environmental labels
mutually interact so that knowledge of any two constrains
the third; further, often this knowledge can be
heuristically derived using Hough-like methods.

The second area concerns linear extents: image
primitives that possess measurable length. We have
shown how assumptions of equality of extent provide
surfaces constraints, sometimes in  non-intuitive ways
[INender 83c]. In particular, under orthography, lengths
behave vcre' much like right angles; under perspective,
certain conligurations induce several simple iconic {image
plane) geometric eonstructions for vanishing points.

Lastly, we (David Lee) have initiated the analysis of
the error behavior of a few of these algorithms.” We
believe that a fruitful framework is that of the
information-centered  approach  under  independent
development at Columbia.” We expect to be able, given a
desired accuracy of surface orientation, to derive lower
limits on the resolution necessary in the image, or on the
confidences necessary in the image primitive array.

3 Integrated Systems

We (Mark Moerdler) have started work on the
design and implementation of a middle-level vision system
that integrates knowledge about surfaces from mmltiple
independent sources.  P’resent design is patterned on 1!he
blackboard model of perceptive systems. Each source
derives surface information on the basis of one particular
shape algorithm.

Two such sources have heen coded.  Although
srinntive and under refinement, their results are shown 1n
he fignres following this report. Figure 1 shows a
synthetic image (“Manhattan’ Sunrise’) with two surfaces
simring a common orientation; the lower surface is
composed of two textures. In Fignre 2, an algorithm
based on equal extents,_a{)plled to the “‘waves', generates
multiple vanishing points, very near the actual (but
invisible) vanishing line. In Figure 3, an algorithm based
on the detection. of colinearities’in random textures (Peter
Wescley), applied to the “sand”, gencrates a smear of
vanishing points that straddles the vanishing line. Since
vanishing lines map one-to-one into surface orientations
t!llvso two algorithms implicitly calculate local slant and
tilt.

4 Image Research Aids

One problem with the development of image
understanding systems is the vast amount of complex
intermediate data that they prodnce. In particular, the
middle levels of vision are replete with partial assertions
about the underlying surfaces.
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Since surfaces have two parameters of orientation and one
parameter of depth, and since each image |r)0mt may have
multiple surface hypotheses, the problem o observing and
understanding an - exceuting system becomes one of
lhuman-compatible graphic economy.

We (Paul Douglas) have begun research into the
various modalities ofghum:m vision that can be exploited
in this task. Primarily, we are constructing a surface
synthesis system that “will artificially texture {locally
planar) regions of an image in ways that snggest their
orientations. Additionally, we have begun to explore the
ways in which orientation uncertainty and/or constraints
can be graphically displayed by means of icons, motion, or
color, ~Our initial 1cons’ are based on “sequins” {circles
seen in perspective).

5 High-speed Hardware

Several parallel machine architectures have been

;o}poso(l that_perform lma%c understanding algorithins at
tigh speed. The NON-VON supercomputer being built at
Columbia is a tree-structured one. Its Brimary processing
system consists of a very large number of very sma
processing elements (}Pbs), cach containing a small
amount of RAM and some hardware for performin
arithmetic and logical operations. The PEs are connecte
together in the %orm of a complete binary tree. We
(lﬁlssvm Ibralim) have found that this architecture lends
Itself casily and naturally to the representation and
manipulation of binary images by quad trees.

A Dinary picture at its finest resolution is stored in
the leaves of ‘the tree, with each PE holding one picture
pont. Iligher levels in the tree represent coarser
resolutions; bu1|ding the quad tree can be done in
logarithmic time. (onnoc(cg components can be found in
time proportional to the number of nodes actually
representing regions in the tree. Several other algorithms
for region properties again take logarithmic time. These
algorithms “have all been tested on a simulator.  We
expect to develep - the usual complement of image
processing routines, with a target task in mind.
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Figure 1: “Manhattan Sunrise’” synthetic image.
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Eqnal extent method applied to waves.
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Figure 3:  Colinearity method applied to image;
leftmost vertical quarter only,
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Our overall approach to the study of wiston is based
on ¢ number of represcntations of the visible world,
reviewed in previous Image Understanding Proceedings.
Our work to date has concentrated primardy on the
initial representations such as the primal sketch and
reflectance maps, and the computation from them of
depth, surface orientations, and material properties.
Our current emphasis s on the integration of the
different sources of information, the analysis and
representation of shape, the refinement and evaluation
of the individual modules, the eztenston of our approach
to deal with time varying tmages and moving objects,
and the transfer of our results to real time hardware
implementation. In this report we review our recent
work on the analysis of cdge detection, the measurement
of wisual motion, the correspondence problem, the
rcfinement and evaluation of stereo algorithms, the
detection of depth discomtinuities, the integration of
surface maps, and the interpretation of shape from
contours, and the acquisition of objects with photometric
stereo.

1. Edge detection analysis

Much of our work on edge detection, discussed in
previous Image Understanding Workshops, used the zero-
crossing contours in the image filtered through V2G filters
of different sizes. Any edge detector scheme to be used in
practical applications must show considerablc robustness
and immunity to various types of noise. Continuing his work
aimed at developing a practical real time sterco-matching
system, Nishihara has examined reccntly the effect of
image noise on the V2G convolution and the zero-crossing
contours. In parallel with the effort of developing further
our standard edge detection techniques and improving their
reliability, we are also pursuing new approaches to the
edge detection problem. In particular, we are developing,
implementing and testing a new line finder . In another
investigation we are characterizing general properties of
edge detection schemes. We have also established some
results connecting the locations of zero-crossings with the

principle lines of curvaturc of a surfacc. We now revicw
each of th»se four topics in turn.
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MIT PROGRESS IN UNDERSTANDING IMAGES

T. Poggio, S. Ullinan and the staff

The Artificial Intelligence Laboratory, Massachusetts Institutc of Technology

Noise Sensitivity of Zero-crossings

Distortions duc to noisc can be considercd as pertur-
bations of the shapes of regions of constant sign in the
convolution output. Zcro-crossing patterns are generally
stable in the presence of low {0 moderate iinage noise levcls.

The most cornmon serious distortion of these patterns—
for stereo matching—occurs when two adjacent rcgions of
constant sign merge or a singlc region splits as a function
of noise introduced by the cameras or changing camcra
position.

Only a small number of pixels necd change sign at
strategic locations in order for such merges and divisions to
occur, resulting in a large scale change of the zero-crossing
geometry. The frequency of these changes is low in a high
quality image, but they cannot be avoided when noise is
present and contrast is low, a ubiquitious phenomenon in
practical images. This distortion turns out, however, to be
strongly confined to spccific spatial neighborhoods of the
image where the convolution magn.tude is small. Qutside
these neighborhoods, the convolution sign is constant and
stable, even for relatively large noise levcls. The sign-
representation dual of the zero-crossing also promises to
yield more easily to a careful statistical analysis. Nishihara
is investigating ways in which the approach can be used
to improve noise tolerance in stereo matching [Nishihara,
1982, 1983).

Optimal edge detection operators

Canny [1983] has investigated the problem of deriv-
ing an optimal edgc detection opcrator from a precise
formulation of detection and localization [Binford 1981].
He finds that the optimal shape is (approximately) the
first dcrivative of a Gaussian. An important property of
an edge detector is that it should produce edge tokens
that are accurately located. It should also have a low prob-
ability of misclassification of cdges (i.e. it should produce
few erroneous edges and still be able to detect weak or
noisy cdges). In particular, the operator should not produce
multiple responscs to a singlc edge. The ability to cor-
rectly classify potential edge points relates dircctly to the
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signal-to-noise ratio of the output of the operator, which
is frequently used as the design criterion for an optimal
detector. The localizing ability of the edge detector is often
cither ignored or only indirectly treated.

Canny’s derivation consists of three steps. First, the
design is constrained to linear operators only. Second, the
optimal lincar operators are combined in a non-lincar way
that is again optimal (or near optimal) with respect to
the criteria of detection and localization. Finally, the edge
points output from the non-linecar detector are processed
by a line-following procedurc which assigns labels to the
segments of contour and to each scgment a sct of parameters
that describe the type of edge transition (amplitude of the
step, uncertainty in amplitude, uncertainty in position). The
resulting operators have been implemented in microcode
on a LISP machine, and form the basis for our work
on smoothed local symmetries and shape from contour.
The operator has also been applied to textured images to
generate hicrarchical texture descriptions.

The linear operator is directly optimized with respect
te, both signal-to-noise ratio and localization. Canny shows
taat there is an uncertainty principle relating the two
quantities and that, because of noise, an edge cannot
be simultaneously detected and localized with arbitrary
precision. There is a unique operator shape (approximately
the first derivative of a Gaussian) that attains this limit.
The width of the operator determines the tradeoff in output
signal-to-noise ratio versus localization. A narrow operator
gives better localization but poorer signal to noise ratio
and vice-versa. To handle variations in the signal to noise
ratio in the image, operators of several widths are used.
Where several operators respond to the same edge, one of
them is selected by the algorithm so as to give the best
localization while preserving an acceptable signal-to-noise
ratio. When the one dimensional formutation is extended
to two dimensions, the same criteria of optimality are used.
This leads to a system of directional operators, with their
noise estimation and edge detection all being performed
independently.

The automatic switching between operators requires
local estimation of the noise energy in the operator outputs.
This is difficult because there is little information available
at the operator outputs to indicate whether a response is du
to an edge or to noise. Canny has developed a scheine that
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uses a morlel of an edge (in this case a step edge) to predict
the responsc of cach operator. Ile then removes responses
of this type to leave the response due 1o noise alone. The
noise estimation is done from the outputs of the operators
rather than directly froin the image, because detection and
localization performance is determined by that component
of the image noisc parallel to the operator direction, and
which lies within the bandwidth of the operator. Where
image noisc is not spectrally flat, and in particular where
there is fine texture (element size much smaller than the
operator width), the texture may be modelled as directional
noise, and the detector will still be able to respond to weak
edges in directions where there is little texture energy.

The detector is being evaluated in comparison with
several other well-known detectors, such as the Marr-
Hildreth Laplacian of Gaussian operator (1980) and the
sccond directional derivative detector of Haralick (1982).
Experiments are being performed using the operator as the
front end for the Marr-Poggio sterco algorithm (Grimson
1981a,b) as well as subjective evaluations of the detector
output on a variety of natural images, in particular on
images that contain boundaries between textured regions.
The multiplicity of operators enables the detector to locate
intensity changes that are occurring at different scales in
the image. The use of directional operators allows it to find
weak linear edges when the signal to noise ratio is very
poor. It is felt that linear edges form an important subclass
of intensity changes and that they occur often enough in
real images to warrant special treatment. The traditional
problems with highly directional operators were that they
tended to extend the boundarics of objects beyond corners
and gave polygonal responses to curved surfaces. These
are dealt with in the new detector by the addition of
applicability constraints for each directional operator based
on how well the image locally approximates a lincar edge.

The detector has also been used as the front end for
two hand-eye vision programs. The first of these simply
tracks contours drawn on sonie surface. The second takes
the raw edges that mark the boundaries of objects and
produces bounding polyhedra of minimum additional area.
The latter will be used in conjunction with automatic path
planning programs.

Parallel to Canny’s develupment of an optimal edge
detector, Poggio and Torre have begun an investigation,
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presently in progress, of edge detection by dividing the
problemn into two main steps: a derivative operation and
a filtering operation to reduee the noise. Lach of these
steps can be charaeterized in general terins. If the detection
of edges is based on detection of cxtrema in the output
of the filter then direetional derivatives should be used
in conncction with direetional odd filter funetions. If edge
detection is to be performed via zero-crossing deteetion then
rotationally syinmetric differential operators must be used
together with symmetrie filter functions. If the differential
operator is lincar the two steps of differentiation and filtering
commute and associate with interesting implications for
fast hardware. For nonlinear differential operators the two
operations in general must be performed separately and
furthermore their order is important. Poggio and Torre have
examined in particular two rotationally symmetric operators
: the second direetional derivative along the gradient — a
non-linear operator - and the Laplaeian - a linear operator.
It is easy to show that there are edges that escape deteetion
by the Laplacian but not by the seeond derivative along the
gradient. Furthermore, the zero-crossings of the Laplacian
coincide with the zero-erossings of the seeond directional
derivative along the gradient if, and only if, the mean
curvature of the intensity funetion is locally zero.

Three classes of filters have been analyzed in detail:
bandliniited, support limited and filters with minimal
uneertainty in space and frequency. The filters of the first
class can be synthetized in terms of linear and circular
prolate funetions; in the second elass, Haar funetions are
the most interesting basis for optimal filters; the third
elass leads to the study of Hermite funetions. Poggio and
Torre derive formulae for eomputing the uncertainty of an
arbitrary filter using its decomposition in Hernite functions.
They also observe that a filter of minimal uneertainty
eombines maximum localization in space with a minimum
number of zeros in its output to Gaussian white noise.
In particular, the sceond derivative along the gradient,
suecessively smoothed by a eireularly symmetrie Gaussian
filter is a near-optinal sehemc in terms of these criteria.
In a separate investigation, we report on a 2-D version of
Logan’s theorem, which gives sufficient conditions for the
completeness of the zero-crossing representation in the case
of dircctional bandpass filters [Poggio et al., 1982].

Lines of curvature and zero-crossings

13

In reeent years, workers in vision liave shown con-
siderable interest in the principal lines of curvature of sur-
faees. For example, curvature patches have been proposed as
a representation for visible surfaces [Brady 1983] and there
exist varions sehemes for dividing objeets into parts based
on extrema and zeros of curvature [Brady 1983, Hollerbach
1975]. There is also some evidence from line drawings
[Stevens 1981] that curves in an image are interpreted as
lines of curvature. However, it has been suggested that the
prineipal lines of curvature of a surface can only be com-
puted indirectly and with great difficulty. The complexity
of the caleulations also implies poor numerieal behaviour
and excessive sensitivity to noise.

Yuille [1983] proves some results about zero erossings
and the principal lines of curvature of a surface. He relates
the image to the underlying surfaee geometry by the image
irradiance equation [Horn 1977] and suggests that the
principal lines of eurvature can be computed directly from
the image.

Various direetional zero crossing operators are con-
sidered. It is shown that direetional zero crossings do not
necessily correspond to physieal zero crossings (i.e., those
that correspond to sharp changes in the image irradiance).
A result is derived that implies that directional zero eross-
ings are physical only if their direetion 18 along the line of
greatest ehange of the image irradiance. Such direetional
operators have heen argued for by Canny [1983] and Poggio
and Torre [see Poggio, 1982, 1983]. Conversely, a probabil-
istie argument shows that the directions of greatest ehange
of the image irradiance are most likely to be along the
lines of principal curvature. This suggests that many, if
not most, of the physical zero erossings are directional zero
erossings along the prineipal lines of curvature,

Finally, Yuille proves some results about the distribu-
tion of zero erossings along lines of eurvature. The start-
ing point is the work of Grimson on surface consistency
[Grimson 1981b]. With relatively weak assumptions about
the reflectance funetion, Grimson derived Neceessary and
sufficient eonditions in one dimension for the vecurence of
direetional zero erossings in the image irradiance in terms
of the surfaee geometry. He then used some probabilistic
assumptions about the reflectance surface to extend this
result to two dimensions and prove the Surface Consistency
Theorem. This theorem was the basis for his theory of
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surface interpolation.

Yuille shows, without any probabilistic assumptions,
that Grimson's result can be generalized to give necessary
and suffieient conditions for the occurence of directional
zero erossings along the principal lines of curvature. We call
this result the Line of Curvature Theorem. It suggests
that many, if not most, of the physical zero crossings can
be associated with points on the lines of principal curvature
which are near the extrema of the principal eurvatures.
This supports the view that lines of principal curvature can
be computed directly from the image. In turn it supports
the curvature patch representation.

2. The computation of visual motion

In the area of visual motion analysis, Hildreth and
Ullman have explored a zero-crossing based approaeh to
the computation of the two-dimensional veloeity field from
the changing image [Hildreth & Ullman, 1982; Hildreth,
1982, 1983; Ullman & Hildreth, 1983]. The starting point
was the work of Marr and Ullman (1981), in which the
initial detection of motion takes place at the location of
zero-erossings in the output of the convolution of the image
with a V2G operator. The main computational reason for
restricting initial motion measurements to the zero-erossings
is that they correspond to locations in the image for whieh
the gradient of intensity is locally maximum, and henee
yield the most reliable motion measurements [Hildreth, in
press|. Hildreth and Ullman have extended the work of
Marr and Ullman, to allow for the computation of the
projected two-dimensional velocity field that results from
the general motion of three-dimensional surfaces in space.

Due to the aperture problem, local measurements
of movement in the changing image only provide the
eomponent of velocity in the direction perpendicular to the
local orientation of a zero-crossing contour. In partieular,
let V(s) denote the velocity field along a contour (s denotes
arclength). V(s) can be decomposed into components
perpendicular and tangent to the curve:

V(s) = vh{s)ul(s) + vT(s)uT(s)

u-l(s) and uT(s) are unit direction vectors perpendicular
and tangent to the contour, and v-l(s) and vT(s) are the
magnitudes of the two velocity components. The first term
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in the above expression can be measured directly from the
changing image. The second term cannot, and must be
recovered to compute the velocity field V(s)

The main theoretical problem for this recovery is that
V(s) is not specificd uniquely by information available in
the changing image. Additional eonstraint is required to
compute a unique velocity field. Drawing from the work of
Horn and Schunck (1981) on the optical flow computation,
we use an additional constraint of smoothness of the velocity
field. Physical surfaces are generally smooth, compared with
their distance from thc viewer; under motion, they usually
generate smoothly varying veloeity fields. To compute a
single velocity field, we find the velocity field which is
consistent with the changing image, and varies the least.

Through a mathematieal analysis, it was found that the
above smoothness constraint ean be formulated in such a
way that a unique veloeity field solution is guaranteed. In
particular, the local change in V(s) is given by %¥; a scalar
measure of this change is given by its magnitude, |%¥|
The total variation of velocity over an entire contour ean be
obtained by integrating this local measure over the curve.
The velocity field computation then seeks the velocity field
that is consistent with the changing image, and minimizes
total variation in velocity along contours. It can be shown
analytically, that there exists a unique veloeity field that is
consistent with the measurements of v-L(s) obtained from
the image, and that minimizes the partieular measure of
total variation given by: f[%¥[2ds.

There are two elasses of motion for which the veloeity field of
least variation is the correct physieal velocity field, assuming
orthographic projection of the scene onto the image.
The first consists of arbitrary rigid ohjeets undergoing
pure translation. The second consists of three-dimensional
objects, whose edges are straight lines, undergoing rigid
rotation and translation in space. For the elass of smooth
curves in rotation, the velocity field of least variation is, in
general, not the physically correet one. However, it is often
qualitatively similar. For examples in which the true and
smoothest velocity fields differ significantly, it appears that
the smoothest velocity field may be more consistent with
human motion perception.

The velocity field computation has been implemented,
using a standard iterative algorithm from mathematical
programming, known as the conjugate gradient algorithm,
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If there are n parameters to compute (in our case, the z and
y components of velocity), this algorithm is guaranteed to
converge to the final solution in at most n steps. The method
has becn applied to a number of images. Qualitatively, it
appears to give good rcsults for unrestricted motion. We
plan to evaluate the method further on both synthetic and
natural images in the near future.

To summarize, the computation of the two-dimensional
velocity field consists of two main steps: (1) initial motion
measurements are obtained along zero-crossing contours,
and provide the component of velocity perpendicular to the
contour, and (2) motion measurements are then integrated
along the contours, to compute the two-dimensional velocity
field V(s) that minimizes total variation, given by the
measure: f|%¥]2ds. Formulated in this way, a projected
two-dimensional velocity field can be computed for rigid
and non-rigid surfaces undergoing gencral motion in space.
The computation can be implemented with standard op-
timization algorithms. Computational experiments support
the feasibility of this approach to motion measurement.

3. The correspondance problem

A very general approach to the correspondence problem
in either stereo or motion consists of taking a large
set of local measurements for each pixe! of the image
and matching the most similar sets between the two
images. These measurements can be regarded as nonlinear
functionals representing the “primitives” on which the
nateling provess operates. Wateling sonstraints, dictated
by the specific problem, may easily ensure uniqueness of
matching. Although a large set of primitives may appear
rather cumbersome and difficult to compute, massive
parallel processing which begins to be feasible with the
new solid state technologies, makes a scheme of this type
quile atiractive. Furthermore, the resulting speciticity of
matching primitives may avoid the extended use of complex
constraints which are more difficult. s imnlenient ic » highly
concurrent system.

The main problem is the choice of the appropriate
class of functionals. Poggio has considered the abstract
computational properties of a specific class of nonlinear
functionals, i.e., polynomial functionals [Poggio, 1983].
For the correspondance problem in ideal noise-free and
distortion-free images, a complete set of linear functionals
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can be proved to be sufficient: nonlincar functionals cannot
improve the matching (since lincar functionals scparate
points in a Banach space). In practice, however, the nuinber
of measurements is finite and actually relativcly small; under
these conditions nonlinear operators might represent more
compactly the relevant information. For instance, zero-
crossing maps of V2G convolved images can be considered
as the output of a quadratic functional opcrating on the
image with support equal to thc underlying Gaussian.
Kass and Poggio are presently exploring correspondence
schemes based on sets of nonlinear functionals. This effort
is motived by a recent algorithm developed by Kass to
solve the correspondence problem and based on a large
set of linear functionals. The algorithm is bascd on the
p