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1. INTRODUCTION

The title of the contract for which this is a final report is

"Development of a Nonlinear Programming System." More fundamentally,

the research is concerned with factorable functions, functions which are

complicated compositions of transformed sums and products of transformed

sums and products . . . of functions of a single variable.

For-the past twenty years considerable effort has been expended

on the development of nonlinear programming theory and algorithms for

solving nonlinear programming problems. Some of these algorithms have

been implemented on digital computers. It is fair to say, however, that

solving a complicated nonlinear programming problem by a computerized

nonlinear programming algorithm is not an automatic process. Unlike

linear programming, where computerized algorithms (variations on the

simplex method, usually) have long been able to solve problems of large

size, nonlincar programming is still in its infancy as regards its

ability to guarantee solutions to problems of even moderate size.

j. . r
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A maijor barrier to solving nonlinear programming problems is the

larck of' a computa tionally oriented way of representing nonl inea r func-

Lions of several variables. Examples of real world p)robl ems wh ich gilve

rise to complicated nonlinear functions are weapon/target allocaltion,

optmiin inventory policy determination, minibmum weight structural design,

and parameter estimation through nonl111ne,1r leaISL sqIuares regruss ion and

ma-ximium likelihood estimilon.

A.lgorithmns for solving problems such as those above are often not

ais efficient as they could be because of the inaibility to compute aUtO-

maitically quaintities related to the complicated nonlinear functionai~l re-

lationships that describe the mnodels;. For example, the accurate and

speedy computation of f ilrs t derivatives is a usual req~u irement for a igo-

rithims which solve system,.s of nonlineair equations.

2 The pr imarv ohjctilye of this project wais to provide a languaige

that is user-or icated. and which establislies an interface between optimi-

zat ion pr-oblems, stated aIlgebraicailly and computer coded algorithms for

so l-viug them.

hueli bas! is ,I fect ii; languIage is a new approach f or representing

mien I E mCa r- fumo: tion; nof scyccal. va niabIes . The c lass of func tioens to

wiche this a pprosic Ii app Iic!s is Cal led f;ic to rale functions . -The

kiicdefinition is a!3 I-oh lows:

a functioni f (x X U s a1 0;1K e+~>i~UOf several

var ibI cif it I a- LL hcib representied ai!- the la-st in a f init~e

Seq (oIe U0COf tune t iOnls { .(N) Itll~m L ;1re( composed as fol Iows

f x C or j

wo V;
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For j > n , f.(x) is either of the form

fk(x) + f(x)Z , k,Z < j

or

T[fk(x)] , k < j

where T(f) is a function of a single variable.

A brief general description of the factorable programming ap-

proach is given in [McCormick 1979], where its relevance to problems in

engineering design is emphasized. A more general description is con-

tained in Chapter 3 of the recent textbook [McCormick 1983]. Details of

the various developments contained in the papers in the cumulative bibli-

ography at the end of this report have been touched on in previous

progress reports. Here just a brief summary of the work accomplished

will be given. In the fall of 1983 a book giving the integrated details

of this and current work will be begun by McCormick while he is on

sabbatical have.

2. COMPUTER CO1)I;S AND APPILICATIONS PAPERS

The first computer code implementing the concept of factorable

functions was written by Robert Pugh and two of his associates. This

was described in the publication ['ugh 19721. The automatic computation

of first and second derivatives and the dyadic structure of the Hessian

matrices of factorable functions was an important feature ef this code.

The current version of the program implent ing the factorable

function approach to solving problems is documented in [Chaein and

Copy avilable tc DTIC does Uot

penit I ly c' p :ductiOa
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McCormick 1979]. Publications relevant to this are [Ghaemi 1979],

(Monaco 1979] , and [Ghacini and 'McCormick 1980].

Two user oriented applications papers which show examples of

optimization problems and bow they could be encoded in the factorable

way are [McCormick 1975] and [McCormick 1977].

3. SENSITIVITY ANALYSIS

Automatic computation of first order post optimality sensitivity

analysis based on factorable functions was pursued in the dissertation

[DeSilva 1978] and in the paper [DeSilva and McCormick 1978]. The

cap~ability of doingl this sensitivity computation automatically was

implemented in the code descr~bed in [Glhaemi and McCormick 1979].

4. UISE IN NAIRX METHODS

The imp 1ica Lions of theo faic.Loralc representatLion of nonlinear

func Lio~ns for ima ri>: methiods used in nonl inear p rog ramming algorithms

is greait . - Some nminrica 1l t echn iq nos ba.,sed on thie outer product repre-

sen tat ion of the Hess man imaLr mx of facto rable fune t ons have been do-

ve lopud . For the umleons trai-ned case a stable me thud was deve ltped in

tie (I isser tat ion I Emaim 1978] and is described also in [ Emaif and

McCormick 1978].

Nurmer [cal techniques imrp lementini, a [goriLhms for the linear]ly

eonIS trami ne( problecm were (develop ed in the d iss r tat ion [ Cho th 198(1.
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5. ALGORITHM COMPARISON

The factorable approach provides a new way to evaluate competing

algorithms in a rigorous way, particularly by providing a point of view

to make comparable the amount of work required to calculate function

values, first and second derivatives. A start in this area is in the

dissLrtation [Shayan 1979], with draft papers [McCormick and Shayan,

1981a, 1981b].

6. COMPUTATION OF EIGENVECTORS AND EIGENVALUES

The natural form of Hessian matrices, that is, the dyadic form,

has implications for the computation of eigenvectors and eigenvalues.

Some investigations into this are in [Falk, ct alZ., 1974] and in

[McCormick 1983, Chapter 2].

7. OBTAINING AND VERIFYING GLOBAL SOLUTIONS FOR NONLINEAR OPTIMIZATION

The simple structure of factorable functions allows for two

computations that have implications for nonconvex programming problems

(i.e., problems for which local solutions may exist, which are not

global solutions). One step in the determination of a global solution

is the ability to form convex progranuning problems that underestimate

the original one. The use of factorable programming problems in this

regard is in [McCormick 19761. The second step is the ability to

verLfy that a local mininmlzer is a global minimizer in a hypcrrectangle.

This is discussed for the inconstra[ned case in (Mancinii and McCormick

1 9761 and [M.lancini and McCormick 19791. For lhe general nonlinearly

con!tirained c;ise this is disctlsed in Secti ,n ,1.3 of [McCormick 1983].
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For functions of one variable Lho maiWVelIa in 1 McCormick 1981]

combined with the developmenits in [MC ormick aad Sh;a'an 19811 and

[Shavan 1979] present an interesLtin;;g Way of obtainin, a: global solution.

Global solutiotos can also obtained by convert in:; factorable

problems to equivalent separable problc ns Who a the functions involved

are factorable, this can be an an Loi, tic procedure (se-e [:IcCor cmick 1972,

1981]).
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