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1. INTRODUCTION

For several years, A.R.A.P., Inc. has been developing a computer model
for determining the detailed low-level atmospheric distributions of velocity,
temperature, moisture, refractive index, and the turbulent variations of these
quantities for marine environments. The three physical processes most
critical for determining the atmospheric marine boundary Tlayer are turbulent
transport, thermal radiation, and change of phase of atmospheric water.
Reference 1 provides a review of our understanding of these processes and a
review of some of the sample calculations which successfully illustrate
features expected in the atmospheric marine boundary layer. The most recent
status report on this model is given 1in Reference 2. Details of the
foundation of the model, yearly developments and a number of exemplary
simulations are given in References 3-19,

Our efforts over the past 18 months have again been divided between
simulations using the existing model and model developments. A major part of
our model simulations have been associated with the particular scenarios
chosen by Calspan for use in their fog model study. These simulations, along
with the model modifications made as a result of these calculations, are
discussed in Chapter 2. Another important segment of model simulations has
been devoted to further understanding the process of wave breaking in stably
stratified regions of the atmosphere. The goal of these simulations discussed
in Chapter 3 is to provide an adequate representation of this wave-turbulent
interaction for one-dimensional models of the atmospheric boundary layer.

The two principal model developments during this time period are improved
modeling of the cloud microphysics, and the incorporation of the possibility
of an anisotropic scale into our second-order closure model. These two
developments are presented in Appendix A and B, which are written for
submission as separate journal articles. Preliminary explorations of two
major model developments are presented in Chapters 4 and 5. These are the
development of a three-dimensional model, and cumulus parameterization.



2. PARTICIPATION IN THE CALSPAN FOG MODEL EVALUATION STUDY
Introduction

As part of an assessment of the Naval Air System Command's Marine Fog
Investigation program, Calspan organized an evaluation study of fog models
based on comparison of model simulations for six observational cases chosen by
Calspan. A.R.A.P. participated in this evaluation study by first responding
with the "blind" model simulations requested by Calspan, and second by a rerun
of each of these cases after the preliminary results were made public at the
workshop at NEPRF in May 1982.

The initial model results were rather disappointing for us, with only
three of the cases showing reasonable correspondence with data. Our prime
purpose here is to report on subsequent model developments and the information
gained from model reruns of these fog scenarios.

Brief Review of the A.R.A.P. Model Operation for this Fog Study

We used the one-dimensional version of our Reynolds-stress transport
closure model, in which differential equations are solved for all first and
second-order moments of the dynamic and }hermodynamic var‘iab]esl.2 The
equations are described in detail by Lewellen , and by Oliver et al., . The
differential equations are solved numerically wusing finite-difference
techniques and a self-adjusting grid system, i.e., the numerical mesh changes
as the solution changes to maintain good resolution of sharp features such as

the capping inversion.

The six Calspan fog cases were simulated by marching forward with time as
the independent variable, and converting the spatial surface temperature
variation into a temporal variation using the mean velocity in the boundary
layer. We recognize that this does not yield a completely consistent
simulation of the data which represents vertical distributions of temperature
and humidity at different horizontal positions at different times. However,
it probably represents as consistent a simulation as is possible using data
which are insufficient to specify the effects of horizontal advection. Our
simulation thus necessarily neglects contributions from horizontal advection,
which are very 1likely to be a significant source of error.



The atmospheric radiation scheme treats terrestrial 1long wave and solar
shortwave radiation separately. The long wave component is calculated using
the usual convolution integrals over the emission and transmissivity profiles.
The transmissivities are parameterized as sums of exponential functions of the
liquid water, water vapor, and carbon dioxide path integrals. The emission
functions are taken to be the black body emission at the local absolute
temperature of the air.

Shortwave radiation is calculated using the “two-stream" model for upward
and downward flux components. The scheme includes a direct absorption
coefficient, and also a scattering effect when Tliquid water IJS present.
Details of the radiation schemes can be found in Lewellen et al., .

Modifications Arising After the NEPRF Meeting

As a result of the comparison between 1initial model results and
observations shown in Figures 1 to 12 and presented at the meeting at NEPRF in
May 1982, we made an extensive review of our model. The program was modified
to correct several possible problems, and all six cases rerun with the
improved model. In addition to correcting some input conditions, the
following program changes were made:

(i) The full temperature profiles through the troposphere and higher have
been incorporated into the downward Tong wave radiative flux
calculation. This eliminates the need to estimate downward fluxes at
the top of the boundary layer from the profile; the flux 1is now
explicitly calculated using the same radiative transfer model as the
boundary layer program.

(ii) The reflection of long wave radiative flux at the ground has been set
to zero. In our original runs, there was a reflection at the surface
of 10% of the downward radiation. This produced unreasonable heating
close to the ground in the stable cases 2 and 5, and seems to be due to
the inconsistency between assuming black body emission properties and
non-zero ref]éctivity.



(iii) A numerical finite-differencing problem at the top of the cloud layer

was pointed out by Steve Burk where the radiative fluxes are virtually
discontinuous. Our use of a central difference resulted in part of the
large cooling being applied to the dry 1layer immediately above the
cloud. This produces a spurious entrainment of the dry air into the
boundary layer. This problem was corrected by using one-sided
differences, and care was taken to ensure that the total flux budget
was preserved.

The approximate formula for the radiative convolution integral as
described in Lewellen et. a],ll+ was replaced by the full integral
expression; this is more expensive to compute but should be more
accurate.
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Model Results
Case 1

This case corresponds to observations during a cruise Northwest of San
Nicolas Island on 22 May 1978. The simulation covers 4 hours from 0500 PDT to
0900 PDT. Air temperature was colder than the sea surface temperature. This
case was run with two different initial conditions, first with a thin cloud
layer, then with no initial cloud. In both cases the cloud base lowers and
the cloud becomes thicker. After four hours, the results are not very
dependent on the initial conditions. No fog was observed or predicted. The
new model results for temperature, Figures 13 and 14, are stightly closer than
the old results, but both runs were in reasonable agreement with the
observations. The major difference in our most recent run and the initial run
was a correction to the input solar radiation which was erroneously set at
only 4% of its correct value.

Case 2

This case calls for the simulation of the shallow advection fog formed
over the cold sea surface during a 3 hour evening period (1700 to 2000 EDT)
off the coast of Nova Scotia on 2 August 1975. The new run for this case,
Figure 15, is much closer to the observations than our original result. The
ground reflection of long wave radiation was the cause of the Tlow-level
heating in our earlier integration and gave temperatures roughly 3°%C too warm.
Without the reflection, our predicted temperatures are very close to the
observations below 30 m where the measurements were made. We still do not
predict fog, but our maximum relative humidity is now about 96% in the lowest
few meters., We believe the relatively large horizontal gradients 1in sea
surface temperature observed at this time (Figure 16) play a key role in this
type fog. As mentioned previously, the simulation of this as an unsteady,
horizontally homogeneous flow should not be expected to accurately simulate
the role of horizontal advection of temperature and humidity. This could only
be the case if vertical gradients in wind velocity were unimportant.

17
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Case 3

This case is a simulation of 20 hours observed between San Nicolas Island
and San Diego on 7 October 1976. A 100 m thick stratus cloud, beneath a 250 m
inversion, dissipates during the day and redevelops during the early evening
to produce fog under conditions of strong subsidence above the inversion. Our
original run for this case was grossly in error because the shortwave solar
radiation was set, inadvertently, at 4% of its correct value. Since this case
runs throughout the day, solar heating is quite important, and the differences
in the new run are mainly due to this change. For the three verification
times, we see that the model predicts a shrinking boundary layer in response
to the applied subsidence, and also significant heating during the daytime.

The run is initialized with a cloud about 100 m thick and base at 175 m.
This cloud actually lowers to form a fog around dawn, but is then evaporated
by the solar heating over the next 2-3 hours, so that at the first
verification time of 10 hours, Figure 17, we have no cloud. At this time our
prediction is somewhat cold in the mixed layer, and the mixed layer depth is
too shallow. However, at the next verification time of 14 hours, Figure 18,
the prediction is in almost exact agreement with the observations. It seems
that the subsidence rate was not uniform over the first 14 hours as assumed in
the model run.

The prediction is also in error at the final time of 20 hours, Figure 19,
where the observations show a fog Tayer up to 250 m. Our prediction gives a
70 m boundary layer with a 97.5% relative humidity. There are two possible
causes of the discrepancy. Firstly, the assumption of constant subsidence
rate may be incorrect; it may well be reduced in the later part of the run
since there is no data above the inversion to indicate a continued downward
trend. Indeed, to entrain over 150 m over 6 hours, i.e., from 100 m to 250 m
between 14 hours and 20 hours in the face of a 0.3 cm s™! subsidence at that
height, seems a formidable entrainment rate. The second possibility is that
the predicted entrainment rates are too small; this is quite possible also
since we are aware of deficiencies in the model entrainment in the free
convection regimes. The discrepancy is most probably a combination of the two
effects, but without an observational measurement of one of them it is
impossible to determine their relative importance.
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Case 4

This overnight case, 2000 PDT, 14 July to 0530 PDT, 15 July, 1973,
simulates a cruise 80 km offshore Northwest of Pt. Conception. The coastal
stratus thickens from 2100 m to ~ 350 m depth under an inversion at 500 m.
Although our original integration for this case was quite close to the
observations, it must be noted that we needed to apply a significant
subsidence to prevent the mixed layer from growing. This was a result of
spurious entrainment arising from the finite difference approximation for the
radiative flux divergence as mentioned earlier. The new run has no
subsidence, and does not give boundary layer growth. The new run, Figure 20,
is even closer to the observations; in fact the agreement is almost exact.

Case 5

This 1is another shallow advection fog formed over cold water ~ 80 km
offshore Southeast of Nova Scotia on 5 August 1975. A 3 hour time period is
simulated starting 1 hour after sunrise. The fog shows a dramatic increase in
depth when it flows over substantially warmer water. As in Case 2, our
original run for this case was dominated by the reflection of 1long wave
radiation at the ground. With the reflection removed, our predictions are now
much closer to the observations. The predictions are still somewhat too warm,
Figures 20-22, with the result that our relative humidities are too Tow, and
no fog is formed.

We note that the fog in this case is formed during the first hour, before
the surface temperature has changed. Inspection of the profiles at t=1 hour
suggests that the watef vapor has been brought down from aloft where it was
initially higher than the surface by some 20%. The model fails to predict
this transport. We initialize the run with super-equilibrium turbulence in a
stable Tlayer, which implies very 1little mixing away from the surface;
however, the problem is not solved by specifying higher initial turbulence
levels. The profiles at t=1 hour show the curious phenomenon of humidity
being mixed down from aloft but not temperature. When the model turbulence
Tevels are increased, both quantities are transported downward with very
little change in relative humidity, and no fog formation. In view of the lack
of fog in this run, it is not surprising that our predicted temperatures are
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too high, since we do not have the fog-top long wave radiation cooling which
must have been present in the observations.

Case 6

This case simulates 3 hours just before sunset during which stratus was
observed to thicken and produce fog in a marine layer capped at a height of
200 m in the Farallon Islands on 29 August 1972. Although our earlier runs
for this case were in good agreement with the observations, the new runs are
significantly different. The main cause of the difference is the corrected
value for the solar constant. The sunset is at t=2.5 hours, while the
verification time is t=3 hours. It appears that our formulation for the
shortwave scattering produces too much heating in this case, because the
heating exceeds the Tlong wave cooling in the early stages and quickly
evaporates the cloud. A possible cause is the failure to account for the low
solar angle, which reduces the shortwave absorption as the sun approaches the
horizon, according to Stephens (Ref. 42, Figure 3). The effect depends on the
state of the atmosphere above the cloud, and has not been exaﬁined in any
detail, but the remedy would clearly involve making the absorption
coefficients dependent on the solar angle.

The temperature profiles at t=3 hours, Figures 23 and 24, show that the
prediction is too warm; this is as expected since the cloud has evaporated
and the cooling mechanism has been lost. A run has been made without the
shortwave radiation, and this shows the cloud descending but does not reach
the ground in 3 hours. Examination of the details of the integration reveals
some sensitivity to the initial development in this case. At t=0, we have a
region of high humfdity in the cloud, and Tower humidity below. As the cloud
top cools (without the sun), the entire boundary layer mixes, and reduces the
humidity in the cloud. The timing of this mixing event is important, in that
if it is delayed then there 1is more cooling of the layer prior to the cloud
humidity reduction. In our model runs, the turbulence builds up and mixes the
Tayer in 30 minutes or less, even if we begin with very Tow turbulence levels.
At this stage, the cloud thickness is drastically reduced, and the cloud
becomes optically thin since it has not cooled sufficiently to maintain its
opacity. The cooling rate is therefore reduced, the development is set back
considerably, and the cloud does not manage to reach the ground in 3 hours.
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Thus, case 6 is not a simple status Towering event dependent only on cloud-top
cooling rate, but is also strongly affected by the mixing of the initial
profile.

Summary and Conclusions

The conclusions which we are able to draw from these model comparisons
are limited because we only have temperature and humidity profiles at a few
isolated stations. Discrepancies between model predictions and verification
data may be due either to modeling deficiencies or to the neglect of all
horizontal advective effects. We believe it is possible to make some
conclusions about the radiation schemes.

In general, the long wave cooling seems to be reasonably well represented
by our convolution integral and in most cases even by the approximate
convolution. Case 4 is the most straightforward nocturnal cooling case, and
this is the most accurately predicted case using the new finite-differencing
scheme for the radiative fluxes. Cases 1, 3, and 6 all involve shortwave
solar radiation for at least part of the time, so that interpretation is more
difficult. It appeared that the shortwave heating was too‘ strong in Case 6,
where the solar angle was Tlow. However, Case 1 is similar in this respect,
and also produces large shortwave heating, but still remains colder than the
observations. Case 3 shows good agreement with the temperature rise during
the day, but this may be inconclusive since the cloud continues to absorb
strongly until it evaporates; thus, if the absorption was smaller, the cloud
would presumably remain longer but could still absorb the same amount of heat.
The heating rates in clear air are unaffected by the scattering formulation,
therefore it is possible that the predictions could be relatively insensitive
to the details of the radiation scheme. Comparisons with data cases which
include direct measurement of radiative fluxes are necessary if we are to
determine the reliability of the radiation schemes.

We cannot really conclude much about the turbulence modeling on the basis
of these runs. Although it appeared that Case 6 was inaccurately predicted
partly due to rapid mixing of the initial profile, we do not know whether this
was a model problem or whether neglected factors such as horizontal advection
were important. This remark also applies to Case 5, where the transport of
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humidity was not predicted during the first hour, yet the transport of
humidity and temperature are so dissimilar in this case that the presence of
horizontal advection seems very Tlikely.

Regarding the modifications made to the model, we can say something about
their relative importance. The inclusion of the full atmospheric temperature
profiles did not make a profound difference to the results. Our original
estimates of the 1long wave flux from aloft were within 20-30 Wm 2 in most of
the cases, so that this change resulted in a 1°C temperature change at most.

The removal of long wave reflection at the surface had a large effect on
the stable cases, 2 and 5. Although we still do not predict fog formation,
the spurious heating is absent, and the temperatures are much closer to the
observations.

The change in the finite-difference scheme only affected Case 4, where
the entrainment was reduced to almost zero. It is strange that none of the
other cases were affected by this numerical problem, but we have no
explanation for their insensitivity.

Finally, the full convolution integral only affected Case 6
significantly, where it contributed to the reduced cooling. This s
apparently because the approximation for the convolution gives a reasonable
representation of an optically thick cloud, which most cases are, but gives
excessive cooling for thin clouds.
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3. ON THE ONE-DIMENSIONAL PARAMETERIZATION OF WAVE-TURBULENT INTERACTIONS
Introduction

One of the principal mechanisms controlling the development of the
planetary boundary layer wunder well-mixed conditions is the rate of
entrainment of heat and momentum from the free atmosphere above the turbulent
mixing region. This is due to the fact that the boundary layer eddies do
produce a well-mixed region, and therefore it is possible to describe many of
the gross features such as boundary-layer depth, mean temperature, and mean
velocity by use of a 'slab' model which only requires knowledge of fluxes at
the top and bottom of the slab. The 'slab' model does not predict details of
the turbulence variations across the Tayer, of course; but the gross dynamics
of the actual physical system, and therefore any sophisticated mathematical
model of it, are also controlled by these surface and entrainment fluxes.

There are several mechanisms which are responsible for fluxes at the top
of the boundary layer. The relative importance of the various mechanisms will
be determined both by the details of the profiles in the atmosphere above the
boundary layer, and by the boundary-layer turbulence itself which is the
driving force for the entrainment. The atmosphere above the boundary Tlayer is
generally stably-stratified and thus inhibits vertical mixing, since the
turbulence has to expend its kinetic energy in order to provide the increase
in potential energy required to transport the overlying warm air down into the
mixed region.

Since the air from just above the boundary layer is rapidly cooled to the
average mixed-layer temperature, there is usually a significant temperature
change across a relatively short distance at the top of the layer; this is
the so-called "capping inversion". The first type of entrainment mechanism is
due to rapidly-rising thermals which, under convective conditions, have
sufficient vertical momentum upon reaching the inversion to continue rising
for some distance. The thermal then spreads out in the horizontal and falls
back into the boundary layer, entraining some of the free atmosphere as it
does so. This mechanism is largely controlled by the vertical velocities in
the thermals, which 1in turn dependzgtron91y21on the surface heat flux. A
simple parameterization, e.g., Carson , Stull , sets the entrained heat flux
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proportional to the surface heat flux under conditions of strong convection.

A second entrainment mechanism which will be more important under more
neutral conditions, i.e., higher wind speeds or smaller surface heat fluxes,
is stratified shear instability of the inversion itself. Since the inversion
is continually perturbed by turbulent eddies from below and possibly by wave
disturbances from above, we have a situation where the ijnversion can break
down locally into relatively small scale turbulent patches which entrain the
free atmospheric air.

We are interested here in this Tlatter mechanism, which seems more
difficult to parameterize, in view of the fact that it can be affected by both
lTocal conditions at the inversion and the perturbations produced by the
turbulence in the boundary layer. In attempting to gain some insight into the
physical processes, we have first studied didealized stratified shear
instabilities and their development through turbulent mixing to a final mixed
state. The response of the idealized inversion layers to imposed disturbances
has provided a basis for understanding the more general atmospheric problem.
In the next section, we present a summary of the numerical experiments
performed with the two-dimensional, second-order closure model on simple
stratified shear profiles. Finally, in Sections 3.3 and 3.4, we indicate the
application of these studies in the development of a simpler model of the
entrainment process as it occurs at the capping inversion of the atmospheric

boundary layer.
Summary of Numerical Results

In a previous report (Lewellen, et a1.2) the application of the
two-dimensional, A.R.A.P. second-order closure model to the problem of Kelvin-
Helmholtz billow growth and breakdown into turbulence was described in detail.
It was demonstrated that the closure model has considerable merit as a means
of investigating the detailed dynamics of the turbulent breakdown process.
The results have been extended to investigate the sensitivity of the mixing
process and final state to changes in the initial profiles and in the imposed
initial disturbance. We may say here that it appears there is one very simple
result - namely, that the final state after turbulent mixing is the same for a
wide range of initial conditions. This mixed layer has a nearly constant

37



Richardson number roughly between 0.35 and 0.40. We now proceed to discuss
these numerical results in more detail.

Previous Results

The results of Lewellen, et a1.2 indicated that the final Richardson
number in the mixed layer varied from about 0.3 to 0.4 as the initial
Richardson number varied from 0.1 to 0.2. Sensitivity tests showed that the
most sensitive initial parameter was the turbulence length scale, which needed
to be set at some large fraction of the initial shear layer thickness. The
initial profile for these studies was taken to be

u=Au tanhz/8§ , T =AT tanh z/$ (3.1)
where u is the horizontal velocity, and T is the temperature perturbation
(which 1is proportional to density perturbation in the Boussinesq equations
which are used in the model). The numerical results proved relatively

insensitive to variations in initial vorticity perturbation amplitude or
initial turbulence energy level.

The main gross dynamical quantities presented were the total large-scale
roll energy

EK = KG%ET ‘f‘ (u* + w?) dxdz. (3.2)

and the small scale turbulence energy

EQ =ZL’21‘5’2' f @ dxdz (3.3)
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where

@ =u'? o+ v'? w2 (3.4)

The development of these dimensionless energies for the cases with
Ri = 0.1 and 0.2 are shown in Figure 3.1. Here Rj = (9/Ty)ATS /Au?, where g is
the gravitational acceleration, and Ty is the mean temperature of the layer,
i.e. Ri is the minimum Richardson number in the initial profile. The
dimensionless time t is defined as T = t (gAT/ToAu). Figure 3.1 shows the
initial growth of the large-scale roll instability and 1its subsequent
breakdown and generation of small scale turbulence energy. At the end of the
integration, the large-scale perturbation has completely decayed so that we
have a horizontally homogeneous flow again, and the turbulence 1is also
decaying.

The initial and final Richardson numbers for those two runs are shown in
Figure 3.2. This figure shows the mixing effect of the instability. In both
cases, the Richardson number of the mijxed layer is almost constant, although
the actual value is somewhat higher for the higher initial Ri. For Ri = 0.2,
the final value is close to 0.4,

Variations in Initial Profile Shape

In a real billow turbulence event, the initial profiles will not be
precisely identical hyperbolic tangents, and we therefore need some
information about the dependence of the phenomenon on the initial profile
shapes. One special feature of the previously used profiles was that the
temperature and velocity both had the same vertical length scale. Haze]22
performed 1linear, inviscid stability analyses of a wide range of profile
shapes, and his results seem to show that the most profound changes 1in
stability characteristics are caused by making the temperature profile change
across a thinner layer than the velocity, i.e., u = Au tanh z/8

Rz

T = AT tanhT (3.5)

with R > 1. As R increases, the initial Richardson number profile changes
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from a single minimum at z = 0 to a local maximum at z = O when R > /2 with
minima above and below the centerline. When R > 2, z = 0 becomes a global
maximum and the Richardson number tends monotonically to“zero as z + =,
Detailed analyses of the particular case R = 5 by Hazel shows that when Ri*R
(J in his notation) 1is ‘larger than 0.25, there are two unstable stationary
modes, and when Ri > 0,37, the unstable modes are no longer stationary. Hazel
also found that small changes in the profile shape (from hyperbolic tangent to
error function) or small asymmetries about z = 0 did not materially alter the
linear stability characteristics. We have therefore concentrated on variation
in the thickness ratio, R, in our studies here.

Figure 3.3 shows the initial and final Richardson number profiles for a
case with R =1.7., The initial profile has é local maximum at z = 0 as
mentioned previously, with secondary minima at z = + 1.4. The maximum at
z=0 is 0.22 and the minimum is roughly 0.15. At a time T = 24, the
turbulence has largely decayed, and the Richardson number profile shows a
minimum value of about 0.37 and an average value of about 0.4 across the mixed
layer. The evolution of the kinetic energies is shown in Figure 3.4. There
is a primary breaking evenf at T = 3 which generates most of the turbulent
energy, but this is followed by a secondary/break at v = 6 which gives a
further increase in EQ. Examination of the temperature contour patterns shows
that the primary billow is the symmetric mode centered on z = 0, as can be
seen in Figure 3.5 at 7 = 2.8 and tv = 4.3. This is presumably because the
inflection point at z = 0 is the major source of instability, and since the
Richardson number at z = 0 is only 0.22 iﬂ%tia]]y, the fastest growing model
is centered there. However, after this initial system roll-up and turbulent
breaking, a secondary mode appears. This mode 1is evident at Tt = 5.8 and
t = 7.3, and seems to be associated with the secondary minima in the initial
Richardson number profile. The secondary mode also rolls up the remaining
vortex sheet above and below the primary billow, and generates its own
small scale turbulence. Thus the billow event is more complicated than the
previously studied cases, but the final result of the mfking process 1is to
produce a layer wi;h a Richardson number of about 0.4.
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When R = 2.5, the Richardson number profile has a maximum at z = 0 as can
be seen in the initial profile in Figure 3.6. Also shown in this figure are
the late time profiles from two numerical integrations using the given initial
profile. In the first run, a short domain of length 126 was used with an
initial perturbation of vorticity amplitude. In the second, a domain of
length 246 and an initial perturbation of the isotherms was applied. The
evolution of the energies from the runs is shown in Figure 3.7. It is obvious
that very different modes are excited in the two integrations. Temperature
contours at two times from each run are shown in Figures 3.8 and 3.9. In the
short domain, only a very weak symmetric disturbance is excited, but there is
enough turbulent growth in the low Richardson number regions to produce the
required mixing and stabilize the profile. 1In the long domain, the initial
wave does not immediately decay in amplitude, but feeds energy into a
large-scale mode which does produce a large disturbance and convective
instabilities in the rolled-up vortex cores. Turbulence levels are much
higher, although the time scales are also much longer. However, the final
result is, in both cases, a mixed-layer with a Richardson number of roughly
0.4. We do not wish to dwell on the details of these integrations, since
neither are ideal examples; for example, the long domain case is probably
significantly affected by the upper and lower boundary conditions. However,
these factors do not seem to affect the overall mixing effect of the
instability. '

Larger Initial Richardson Numbers

Finally, and briefly, we show the results from initial Richardson
numbers closer to the critical value of 0.25. This has relevance to the
problem of a slowly decreasing Richardson number, as might be produced in the
atmosphere by some large-scale flow feature. In this case, the shear layers
would presumably begin to roll up before the Richardson number had time to
fall much below 0.25.

Using the simple hyperbolic tangent profiles, and Ri = 0.23, an
integration was made with a domain of length 118. The energy evolution is
shown in Figure 3.10, and the Richardson number at Tt =8 is shown in
Figure 3.11. Although the mixing is not completed, it is clear that there has
been the usual breaking event, and the final Richardson number will be close
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to 0.4. In fact, the temperature contour plots show a breaking billow very
similar to the Ri = 0.2 case.

This result raises the question of whether the instability 1is quenched
when Ri > 0.25. Thus, a case with Ri = 0.27 was run with all other parameters
identical to the previous run. The energy evolution and final Richardson
number profiles are shown in Figures 3.12 and 3.13. Once again, there is a
vortex ro]]-hp and collapse giving a final Richardson number of about 0.4.
Clearly, there is a finite amplitude instability of the shear layer profile
for Ri = 0.27 (linear theory predicts stability), and our initial perturbation
of amplitude 10% of the background vorticity is sufficiently large to trigger
it.

We have not performed extensive studies of the dependence of the flow on
initial perturbations or length of integration domain, and so we can only say
that the triggering of atmospheric billow events is likely to occur at
Ri = 0.25 and will depend on a finite amplitude perturbation, unless the
Richardson number is reduced very quickly into the Tinear instability regime.

One-Dimensional Calculations of the Kelvin-Helmholtz Instability

Our two-dimensional model of the stratified shear instability has
demonstrated the mechanism for billow breakdown into small scale turbulence,
and also the ability of the second-order closure scheme to model this process.
In these detailed integrations, attention was focussed on the individual
billow event, and the initial coherent vortex roll-up stage was calculated
explicitly. In a larger scale problem where individual billows are no longer
resolved, the closure model has to describe the vortex roll-up stage as well
as the vortex breakdown. In this section, we discuss the problems involved in
such a calculation.

The first point to emphasize is that the initial stage of the instability
is linear, giving exponential growth of a coherent wave. We immediately
encountered problems with the A.R.A.P. model because it does not predict any
Tinear exponential growth for Richardson number greater than or equal to zero.
Exponential growth 1is only achieved when the nonlinear terms, i.e., the
return-to-isotropy term, is significant, and the growth rate in this regime is
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Final Richardson number profile for the case with Ri = 0.27.
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almost an order of magnitude slower than the linear stability analysis
prediction for the hyperbolic tangent profiles.

The deficiency of the A.R.A.P. model is easily traced to the absence of
“rapid" pressure terms. If we assume that the turbulence energy, qz, is very
small, so that q/A << dU/dz or N, the Brant Vaisaila frequency, then only the
production terms are important. For the shear layer, the turbulence needs to
develop a considerable degree of anistopy through shear production before the
Rotta term can provide the positive feedback which we require for exponential
growth. We should point out here that this discussion does not invalidate the
two-dimensional integrations, where we required the small scale turbulence in
the billow to grow exponentially from small levels to model the
three-dimensional secondary instability. The mechanism for the latter was
shown to be the convective instability produced by overturning the temperature
gradient; the A.R.A.P. model does predict exponential growth of this mode,
because there is a direct feedback from the heat flux, WE, into the vertical
energy component, w2,

The remedy in the case of the shear layer appears to be the inclusion of
"rapid" pressure terms, as advocated by Hanjalic and Launderzs, and Lumley and
Khajeh-Nourizq. These terms redistribute the production of energy between the
tensor components instantaneously, and arise from the pressure fluctuations
driven by the mean velocity gradient and the buoyancy fluctuations. There is,
however, still a problem in that the model terms suggested by e.g., Gibson and
Launder‘25 do not give a critical Richardson number of 0.25.

Briefly, Gibson and Launder write the Reynolds-averaged equation as

- UjUj (3.6)
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where

P Uy — 3U.i 5 —_ BU.i
L - u-u - u-u —— 2 = - u- ——
i k 2 .
J Tk ax, ~ 3Tk gy > T 37 ax;
G’ij = g UJ'G + 9; u;b 5 Gi = g 9_2- (3.7)

where ¢, D, and € represent pressure correlations, triple correlations and
dissipation, respectively. The A.R.A.P. model sets

(1) 2 (1) —
¢1j = ¢‘ij = -% U1Uj = %61'3' s ¢.i = ¢.i = A%uie (3.8)

1
where g% = uju;, and A is the turbulence length-scale. ¢ij is the Rotta
term.

| 25 . A
Gibson and Launder = recommend the inclusion of extra pressure terms:

(2) Prk
b5 = - L Pig -3 8
(3) Gy i
¢-ij = - C3 G'ij -3 6'ij (3.9)
and
2
9§ = - C2g Py
(3)
$i = - c3g G (3.10)

where c2=0.6, c3=0.5, c29=c36=0.33. Thege coefficients also involve a change
1
in the coefficient on the Rotta term, ¢1j, from unity to 0.45. Note that the

production term =Ujuj 39/3Xj does not give rise to any rapid pressure term,

because this term does not come from multiplying the momentum equations, as
26

discussed by Launder .
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We have used the above model for the rapid terms (but used 0.375 for the
Rotta coefficient in line with Launder, Reece, and Rodi27, since this gave
better agreement in the neutral surface layer) in the atmospheric surface
layer, and obtained results comparable with the A.R.A.P. model. (Note that
these results were obtained without the complicated wall functions of Gibson
and Launder.) Thus, the rapid terms do not degrade the model performance in
this regime; although it must be admitted that the inclusion of four extra
empirical constants does not significantly improve the results, either.

However, we do have rapid terms which can promote exponential growth in the
shear layer.

Unfortunately, the critical Richardson number for this model in the
linear regime is 0.15, which is significantly smaller than the actual value of
1/4. Adjusting the constants to move the critical value to 1/4 degraded the
surface Tlayer performance of the model quite seriously. The remedy we found
was to include a rapid term proportional to the scalar flux production term,
~U{U; ae/axj. If we apply a coefficient of 1/3 to this term, i.e., the entire
production of u;j6 is reduced by 1/3, and set c3=c2=0.6, then this simple model
has a critical Richardson number of 0.25, and produces very similar results to

the A.R.A.P. model in the surface layer. The linear growth rates predicted by
the model are actually very close to the hyperbolic tangent profile growth
rates calculated by Haze]zz, as can be seen from Figure 3.14.

A calculation for the tanh profile shows reasonable agreement with the
two-dimensional calculations, provided we fix the length at a reasonable
fraction of the shear layer thickness. Figure 3.15 shows the evolution of the
integrated turbulence energy for a case with Ri = 0.1 initially. The time
scales and maximum values are close to the two-dimensional values, as 1is the
final Richardson number as shown in Figure 3.16.

The problem cannot be claimed to be entirely solved, however, because in
the case of a passive scalar, we would not want to include any rapid term

corresponding to UjU; ae/axj in the scalar flux equation. Analytical
solutions for the initial rate of diffusion from a point source show that
there is no such rapid term. We are therefore unable to present a truly
invariant model which adequately describes both the initial growth of
turbulence in a shear layer and the initial rate of diffusion from a scalar

68



Model Result
O — —0 Hyperbolic Tangent Profile (analytic)

0.2 x

aS™! 0.1

Figure 3.14: Dimensionless growth rates for stratified shear layer.
Perturbations are proportional to exp(at), and S is the
velocity shear.

closure model, homogeneous shear

.......... Tinear analysis  for  hyperdolic
tangent profile (Hazel, 1972)
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point source.

Development of Parameterizations

The knowledge of the detailed dynamics of the Kelvin-Helmholtz breaking
process can be used to develop both simple parameterizations of the billow-
induced mixing itself, and also to study more complex entrainment processes
when the small scale shear instability is a secondary mechanism.

In the former case, we are concerned with Kelvin-Helmholtz billows as a
dominant feature of the inversion. From our detajled studies, we may assert
that whenever the inversion rolls up and breaks down into turbulence, the
final mixed state will be a shear layer with a Richardson number of about 0.4.
Thus, if we can estimate the initial state before the roll-up we can calculate
the total entrainment; if we can further estimate the frequency of the
breaking events, then we have a value for the average entrainment rate at the
interface. In StuH's28 parameterization of shear-induced mixing at the
inversion, the entrainment velocity 1is expressed in terms of inversion
parameters only, i.e., thickness, &, velocity jump, AU, and temperature jump,
AT. This may be an oversimplification, since the breaking events must be
triggered by external perturbation or there will be one event which produces a
Richardson number of 0.4 and no further activity. Thus, one aspect of the
problem which deserves further attention is the form of the perturbations at
the interface and their dependence on the boundary layer turbulence. For the
moment, we can give an illustration of the parameterization method by making
assumptions about the interface perturbations. The temperature equation
states that

3T _ _3H (3.11)

where T is the temperature, and H is the heat flux. Thus, if we define

F = fH(z,t) dt (3.12)
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where the integral is carried out over the entire billow event, then
= =Ty (2) - Te(2), (3.13)

where To and T are the initial and final temperature profiles.

For the sake of simplicity, let us assume piecewise linear profiles so
that

(w172 .z a2
TO,f = J ATZ/,Q,O,f N zZ < R,o,f/z
L -AT/2 , Z< - 8y /2 (3.14)

where L4s %¢ are the initial and final shear layer thickness. If we assume
that the velocity profile has the same shape, then the initial Richardson
number, Ri, = (g/TO)ATﬂo/Auz, and the final value,

ATZf

=B =g
Now we know Rif = 0.4. Thus
0.4
Le = —= & 3.16
fRi, "0 (3.16)

For definiteness, let us assume that Rig = 0.133, so that %¢ = 3255 we can

now calculate the integrated heat flux. To obtain the maximum value, F(0), we
have

F(0) = - j~ (Tolz) - Te(z))dz
)

/8



3¢,/2 2,/2
z z
=ATf '3—[‘dz—ATf = |dz
0 0 0 %o
3% L
0 0
= A —l L
L AT
= °4 (3.17)

To obtain the average heat flux, H, at the inversion, we now need to
estimate the frequency of those breaking events; then

— LT
Rl () Rl (3.18)
i 4

where t is the period between events.

As we have already stated, t will depend on the boundary layer
turbulence, but a Tower limit on t is given by the time scale of the breaking
event. This is because the layer must recover from the turbulent breakdown,
otherwise we do not have distinct events. From our detailed calculations, the
time scale is on the order of 10a/Au, where a is the wavelength of the
disturbance, which is roughly 10%,. Thus a minimum value for t is 1002, /Au.
Therefore

— 20 AT Au

o0 0, -3 . 3.19
H < 400.1, 2.5 x 1073 AuaT ( )

To obtain our entrainment velocity, W,, we divide ﬁ-by AT giving W, < 2.5 x
1073 Au.

28 .
Stull parameterizes the entrainment velocity as

W, =— AU , (3.20)



where Rig is the bulk Richardson number of the inversion, and A3 is an
empirical constant which is derived from experimental results to be 1073, If
we take Rig = 0.4 as a typical value of the inversion, we obtain precisely the
same estimate as our crude upper bound. The exact agreement is obviously
fortuitous, since we only made rough estimates of the effects of the boundary
layer turbylence - but is nevertheless encouraging. The experiments used in
deriving the value for A3 were explicitly concerned with the shear-induced
instability, so we would expect the value to be near our upper bound. More
work is required to determine the dependence of A3 on the boundary layer
turbulence.

The second application of the detailed study is in the parameterization
of shear instability as a secondary mechanism; for example, in the case of
entrainment by penetrative convection. These processes may be studied using a
numerical model of the large scale features in conjunction with a simple model
of the small scale processes. In this regard, the one-dimensional
integrations test the ability of the second-order closure model to describe
the overall mixing event without resolving the detailed billows themselves.
Our integrations show that this can be achieved with reasonable success
provided that the length scales can be adequately described. This may require
more effort in the specification of the length scale, for example, resetting
the length scale to some specified fraction of the shear layer thickness
whenever the Richardson number falls below some critical value and the
turbulence energy is small. It does seem 1likely that these small scale
processes can be described as sub-grid mixing using the second-order closure
model, which will permit the further study of larger scale inversion dynamics.

As noted earlier, in considering the problem of entrainment at the top of
the atmospheric boundary layer, the small scale shear instabilities are
generally a secondary mechanism. Having achieved some understanding of these
small scale processes, the next problem is to investigate how they are
triggered by the turbulent boundary layer eddies. This requires consideration
of the whole mixing layer, and there are two feasible numerical approaches.
One can choaose to model the boundary layer eddies in either two or three
dimensions. Three dimensions is clearly more realistic but is much more
expensive and demands a very simple sub-grid closure. The simple closures
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have proven very effective in neutral and convectively unstable flows, but
have not been tested sufficiently in stratified cases. On the other hand,
two-dimensional calculations have reproduced many of the observed features of
boundary-layer eddies, and also have some observational justification insofar
as longitudinal rolls are quite common under certain circumstances. The
two-dimensional calculations would also permit a more sophisticated sub-grid
closure, which would give more confidence in the stratified shear layer at the

inversion.
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4. COMMENTS ON THE EXTENSION OF OUR INTEGRAL BOUNDARY LAYER MODEL
FROM ONE-DIMENSIONAL TO THREE-DIMENSIONAL

As detailed in past reports (References 2 and 17) we have spent some time
attempting to reduce the grid resolution required to adequately represent the
atmospheric boundary layer by imposing integral constraints on the finite
difference algorithms. The  goal has been to develop a hybrid
integral-differential method which can be used with any number of vertical
layers from 1 to 10. The single layer representation is purely integral but
should provide (at best) a rough approximation to the boundary-layer dynamics.
The extent to which we have been able to do this for the homogeneous boundary
layer in some different dynamical situations is illustrated in Figures 3.2 to
3.5 of Reference 2. Some effort has been expended on continuing this approach
during the current contract period. These efforts have convinced us that the
most promising way to proceed with this approach is to combine it with the
general problem of sub-grid flux parameterization. This may be elucidated by
discussing the problems and promises of using this integral approach for a
fully three-dimensional boundary layer model.

If the boundary layer can be adequately represented by only a few
vertical Tlayers, then the three-~dimensional, boundary-layer problem in x,y,z,
and t can be reduced to a quasi-two-dimensional problem in x,y, and t. This
very attractive possibility has supplied most of the impetus for our integral
modeling efforts. Single Tlayer representations of the planetary boundary
layer (PBL) for such a reduced three-dimensional problem have met ggth mixed
success in the literature. The simple mixed layer models of Lavoie and by
Keyser and Anthes30 appear to provide considerable realism for the relatively
small computing requirements they have in comparison to multi-level, fully
three-dimensional models such as Warner et a1.31. However, Anthes et a].32’33
have shown that, at least, their version of a mixed layer PBL is not able to
adequately represent the flow within the PBL when horizontal inhomogeneities
associated with differential heating over complex terrain or across land-water
boundaries is a dominant mechanism.

Anthes, et al., attribute this deficiency of the mixed layer model to
difficulties 1in representing the horizontal pressure gradient at the top of
their mixed layer. However, in more general terms, it appears to be a
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reflection of the difficulty of providing a simple parameterization which can
represent a wide variety of profiles of the mean variables within the PBL.
The sea breeze example, which they consider, represents a case where the
boundary layer dynamics impose a circulatory flow pattern in the vicinity of
the shore]iné. They identified the on-shore flow as occurring within their
mixed layer PBL and forced the return flow to occur above it. Their analysis
then shows that the parameterization of the return flow layer is as important
as the parameterization of the mixed layer itself. It is perhaps more
appropriate to think of the return flow as the outer part of the total PBL.
When viewed in this way, the sea breeze involves flow with a reversal in
direction of the velocity within the PBL. The representation of reversed flow
profiles necessarily complicates any parameterization of a single layer model.
The history of integral boundary layer models in aeronautics (Sch]ichtingaq)
have shown them to have quite 1imited success under separated flow conditions
which yield a flow reversal in the boundary layer. This leads us to be rather
pessimistic about the prospective adequacy of any single layer representation
of the PBL for general three-dimensional meteorological problems. This still
leaves the possibility that a model with a few layers can be quite successful.

The extension of our hybrid integral model to fully three-dimensional
situations requires extending the complete second-order closure model to
three-dimensions first.” Problems associated with programming algorithms for
computing the mean flow variables in existing three-dimensional, primitive
Equation models such as Pie]ke's35 must be tackled along with those required
for computing the second-order fluxes. A task that should be simpler, and
thus of more immediate utility, is to use our turbulent transport model to
construct algorithms to parameterize the role of sub-grid turbulent fluxes in
existing mesoscale meteorological models. Integral constraints generated by
integrating the second-order flux equations over the resolved grid Tengths can
be very wuseful in this sub-grid parameterization role without the need to
construct a completely new three-dimensional model.

As a simple example to illustrate the latter idea, consider the sub-grid
flux parameterization of the lowest Tayer of the flow where the vertical grid
spacing is such as to completely contain the boundary layer within the lowest
Tevel. The flux term in the u momentum equation we wish to parameterize is
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ou'w'
kT (4.1)

The Tevel 1 Equation for u then involves some representation of

- (u'w, - u'wg)/2az (4.2)

If the eddy parameterization is used, then

u'w' = - ¢ al/az (4.3)

and a very poor representation of the surface shear stress is obtained, unless
a compensating slip velocity is permitted at the surface. A simple useful
form for u'w' can be obtained for the superequilibrium balance of the
turbulent correlation equations

oU

a9z

ta (4.4)

- y2 2
uw =-—A\
4 3z

This mixing length form of the parameterization is quite appropriate 1in the
surface layer with A a z, but some integral form of it must be used to relate
the surface shear stress to the velocity at the first grid point. If the
first grid point is placed within the surface layer then

W)g=-—m——— (4.5)
(&n zl/zo)

where k=0.4 and z, is the effective aerodynamic roughness of the surface. A
combination of Equations 4.4 and 4.5 is quite effective in Equation 4.2, when
the boundary layer is fairly well-resolved and there is no influence of
stratification or pressure gradient on the turbulence. However, even in this
simple case it is clear that Equation 4.5 needs some adjustment if the
resolution 1is reduced so that the first grid point Ties outside the constant
flux surface layer.
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In summary, we believe it is appropriate to change the present emphasis
of our integral modeling effort from that aimed at developing a fully
three-dimensional version of our second-order closure model, to that of
providing support for our future work of parameterizing the role of sub-grid
turbulent fluxes for mesoscale meteorological models. This simple example
above is meant to illustrate how we expect our past work on hybrid integral
models of the PBL to be quite helpful in this new task.
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5. PRELIMINARY CONSIDERATIONS OF CUMULUS PARAMETERIZATION
BASED ON SECOND-ORDER CLOSURE

Introduction

Some of the most important turbulent transport processes in the lower
troposphere 1involve cumulus clouds. In global models this calls for the
introduction of a cumulus parameterizations scheme to represent the turbulent
transport of 'humidity, heat, and momentum by these cumulus clouds. Such
schemes (Arakawa & Schubertss, Lord37, Kuo38) require a phenomenological

description of the most important effects of clouds.

In what follows we take up a preliminary consideration of the application
of higher-order closure turbulence methodology to such flows. We note that
such a higher-order closure description should be capable of describing a
range of atmospheric flows from boundary layers to mesoscale motions in which
cloudiness and conditional instability are of importance. In addition, with
appropriate modifications for the large density changes over the turbulent
macroscale, such a higher-order closure turbulence theory should naturally
describe the effects of deep cumulus convection and hence provide an
alternative approach to the problem of cumulus parameterization.

The presence of both saturated and unsaturated regions within a buoyant
flow has at least two important influences on the turbulent description of
such flows. The first is the appearance of new correlations in the turbulence
equations, which result from the turbulent fluctuations of the clouds.
Principal among these cloud correlations are the mean cloudiness T, the

cloud flux w'r', and the cloud turbulence energy 1/2 w'w'r', where r is a

conditional variable, with the values r=1 in cloud and r=0 in clear air.
Second, flows that contain both saturated and unsaturated regions are very
likely to be conditionally unstable. Thus, most of the large scale field may
be virtually devoid of turbulence while local isolated regions consisting of
cloudy and non-cloudy updrafts and downdrafts may be in strong convection.
This latter effect requires the introduction of the concept of an intermittent

turbulence field forlthe large scale flow.

81



In Part 2 we review the partly cloudy correlations which must appear in
the turbulence equations. In Part 3 we consider second-order closure
turbulence modeling of an intermittent flow. In Part 4 we consider the

application of this model and we make some data comparisons and checks with
the theory of Parts 2 and 3.

Second-Order Closure Turbulence Equations with Cloud Correlations

We begin with the instantaneous energy Equation written in terms of the
1,2
virtual potential temperature Oy. (0liver, Lewellen, and Williamson ):
D8, /Dt = kg S + Kg T'w (5.1)

where w is the vertical velocity, T the adiabatic lapse, and S the radiant and
precipitation source term. We may express kg and Kg as

kg = 1 + (Bg-1)r (5.2a)
kg = Bgr (5.2b)
with
BY = u/u By = a-u2/u

and yu, ;, and o« are the functions of the saturation mixing as given by

Oliver et a].lz.

The variable r is the instantaneous cloudiness defined as
r= (q,) (5.3)
where H is the Heaviside function and q, is the difference mixing ratio
dy = 9-dg (5.4)

with g the saturation mixing ratio. The instantaneous liquid water mixing
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ratio qe 1s given by
Qg = q,r (5.5)

We note that because of the sensitive dependence of radiative transport
on the presence of liquid water drops, the radiant flux divergence S will
depend upon the cloudiness present (as well as the water vapor in both clear
and cloudy air). We do not take up the procedure of treating the ensemble

averaging of S here. We merely indicate its presence through the source term
Z defined as

I =xg S = [1+(8s-1)r]s (5.6)
We may express Equation (5.1) as
Do, /Dt = Brr w + (5.7)

where for brevity in what follows we let B=Bg-

The ensemble average equations in the second-order closure system
involving 6, through Equation (5.7) are those governing 5;, Ui8ys 537, and
q'6y. These moments derived from Equation (5.7) and the corresponding

conservation laws for the other variables are

DO, /Dt = - 3(ulby)/dx; + BT (riw' + r w) + I (5.8)

H

- u{uj (BEV/BXJ-BF-P)—UjG& aui/axj

D(uje, ") /0T j

* (9§/Tp)8y ' 2-2e 5 5,05upey ' + 0.75(q/A)ujs,’

<+

0.3 a(aAau;e¢/axj)/axj + BT ugujr'
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+ Bry uj uir' + z'uj (5.9)

I

D(0,2)/Dt = -2ufoy (36, /3x;-BIT)-0.45(q/1)832

-+

0.3 2(qA08,2/ax;) /ox;

*+ BT ujbyr' + BTy uj 8yr' + z'e, (5.10)

D(q"8y)/Dt = - ujq" (38,/3x;5-8T5r) - u}6y 3q/ax;

0.45(q/4A) q'sy, + Brj ujq'r!

+

0.3 a(aAaq'e\',/axj)/axj +BI Uy q'r +1'q (5.11)
In the above equations Pj =T gj/ g, and a and A are characteristic velocity

and length scales for the turbulence.

We observe that the effective buoyancy driving the production terms is
the generalized buoyancy 6,, defined as

6, = 8, - BIR . (5.12)

where R is defined as the cloud depth
Z ;
R(z) f r(2)d2 (5.13)
Zp

and z is the coordinate direction aligned with the gravitational body force.
From Eqs. (5.12) and (5.13) we then have
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aew/axj = aev/axj-sr.r (5.14)

J

De,/Dt = De,/Dt-grrw ( 5. 15%)
Equation (5.7) expressed in terms of the generalized buoyancy thus becomes
conservative (except for the radiation and precipitation source term :):

Ds, /Dt = ¢ (5.16)

The generalized buoyancy 6, is an appropriate conserved variable for
partly cloudy situations. Although 6, is conserved, it is important to note
that 6, (not ew) remains as the determinant buoyancy for the momentum
equation,

It will be observed that new second and third order correlations
involving r are introduced into the system. After the mean cloudiness r, the
most important second order correlation is the cloud flux w'r'. The cloud
flux appears directly as a heating source term in the mean virtual potential
temperature Equation and carries the essence of cumulus heating in partly
cloudy situations. A third order correlation, particularly important in
conditionally unstable flows, is the cloud vertical turbulence energy 1/2

w'w'r' which represents the vertical turbulence energy which is correlated
with the cloud fluctuations. Similarly important are the

cloud heat and moisture fluxes w'e,'r', w'q'r' which represent the fluxes of
heat and moisture which are embedded in the fluctuating clouds. (Note that
all these correlations vanish in uniformly saturated stratus for which r = 1,
l O.)

in

r

The ensemble mean liquid water ak and variance qu (which do not appear
directly in Egs. (5.8)-(5.11) but control the radiative transport and
precipitation microphysics) are, assuming liquid-vapor equilibrium,

qy = a& r+q

T (5.17a)
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2 _— = s

[ 2 =75 i 1 =20=
9q, = gy T4 229 rairt 4 g)Z

+ 2 (a; qr'z + ?.qizr')

2
qizr.z - Qir' (5.17b)

+

It can be seen that the liquid water variance (a second-order correlation)
involves third and fourth order correlations of the basic variable g, =q-qs.

Since r itself can be directly expressed in terms of 9y, it is not a new
dependent variable of the flow; rather it is a function of the basic set (“1’
8ys q). Thus, the above moments can be expressed in terms of moments
involving only the basic set. If the distribution function of the variables
over the ensemble were known, this would then be a simple matter of formal
calculation. We shall show how the partly cloudy correlations can be reduced
to expressions involving only the fundamental set and certain coefficients
which relate cross-correlations and variances of the partial cloudiness r with
the fundamental variables. To proceed further to explicit forms for these
coefficients, further information about the distribution functions must be
specified. We have carried through the complete explicit evaluations of the
coefficients and all correlations for the case of Gaussian distributions; we
shall quote the results of the evaluations below.

We now consider the reduction of the new correlations involving r
appearing in Eqs. (5.8)-(5.11) to expressions in terms of the fundamental set
of variables (“1’ 6y> q). For equilibrium systems, the quantity g, = q-q¢ s
central to these partly cloudy correlations. From Oliver, Lewellen, and
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