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1.0 INTRODUCTION

\‘\) .
A laser velocimeter (LV) is a system which measures the
velocity of a fluid by detecting the frequency of sinusoidal varia-
tions of laser light scattered by particles suspended in and moving
with the fluid. Two types of remote backscatter systems have been
developed for laboratory applications. The fringe or dual beam type
LV system produces a sinusoidal interference pattern at the inter-
section of two crossed, focussed, cohe;ent laser beams. A transverse
velocity componeﬁt is measured by the frequency of the particle

crossing the projected fringes. A reference beam or optical hetero-

dyne system is also possible in which the Doppler shift due to the

- N

axial velocity component of the scatterers is measured. Both types h
of systems are introduced in more detail with references in an
OCEANS '77 paper reproduced in Appendix A. This paper was made pos-
sible by a combination of the work reported herein, a concurrent
NAVSEA sponsored project (COURAGEOUS), and prior work by SDL in the
LV area.

<;;:ﬁA;«the 2u8e6€;;ber 1976 workshop on laser Doppler velocffiffz;>
held at IDA, Washington, D.C., ARPA expressedrinterestvin usiﬁg
laser velocimetry systems for the measurement of internal waves and

other small ocean velocity fluctuations. The conclusion of the meet-

ing was that such measurements were probably achievable to the de-

sired accuracy using a fringe LV system, but feasibility should be -———\>)rV~¢/\
v




established by design experiment and analysis. This report describes
the results of a study,contract conducted by Spectron Development

Laoboratories (SDL) du;gﬁg the time period April 13, 1977, to October
31, 1977, to address some qg the critical issues. Stated in abbrev~

N\
iated form are work statemenﬁ\?bjectives:

Perform analysis, simulation, and laboratory experiments
concerning fringe LV accuracy in the ocean environments

as related to small photon noise errors and small errors
due to the.presence of more than one particle in the probe

volume (exclusive of random propagation effects).
Task 2

Develop system concept design and component requirements
for optics, mechanics, and data collection electronics
for flexible LV system capable of parametric evaluation
of the critical design parameters after assembly and sea
tests in FY78.

Task 3

Assess the nature of additional instrumentation and pro-
cedures which must be used simultaneously during FY78 sea
tests of a completed LV system. Also assess the availa- |
bility of adequate instrumentation at several Navy labs
and other sources to determine what instrumentation is
available and what should be constructed in FY78 in addi-
tion of the LV system itself.

The sections which follow document the work performed in meet-

ing the contract objectives.




2.0 ERROR PREDICTION

The major effort under Task 1 was the development of predic-
tive tools for multiparticle and photon noise errors. We summarize
our developments here. The results of using the tools for system i

design and analysis are presented in a later section.

MULTIPARTICLE ERROR SIMULATION

The Problem

When two sinusoidal waveforms of the same frequehcy are added
together, a third sinusoid of the same frequency results but with a
new phase which is a function of the phases and amplitudes of the two
component waveforms. When sinusoids with random Gaussian amplitude

envelopes are added togetherfrandomly in time, the phase of the

resulting amplitude modulated signal is also modulated. Variation
of phase with time is equivalent to an instantaneous frequency shift
which constitutes a velocity error to an electronic signal processor
whose function it is to establish the instantaneous frequency (zero-
crossing rate) of the signals. The statistics of these multiparticle e
errors depend on the average number of single-particle signals simul-
taneously (signal burst width times burst occurrence rate), on the
probability distribution of the signal amplitudes and shapes, and on
the ratio of system gain to the electronic threshold. These, in turn,

depend on the optical and electronic system definition and parameters
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and the distribution of the backscatter amplitudes and volume number
density of ocean scatterers.

It has been found that multiparticle phase errors are most
severe at time locations in the composite signal where single-particle
components cancel to nearly zero. These are also locations of poorest
signal-to-noise ratio. One electronic technique which has been found
to reduce velocity measurement errors is to require that the signal
crosses an amplitude threshold in between every zero—crossing
during a burst frequency measurement. Another technique which is
often employed for noise and multiparticle error reduction is to I

separately measure the frequency from two adjacent or overlapping k

T sections of signal and compare the measurements for agreement to with-
in some small tolerance. Both of these techniques improve the system

error statistics by simply rejecting measurements which do not pass

E T N TE

the criteria. When one attempts to determine the statistics of the
multiparticle errors purely analytically, the situation appears hope-
less due to all the nonlinear functional dependence on random processes

which are not even Gaussian in nature.

Simulation Software

Our approach to evaluating multiparticle errors is through
simulation of the optical system, the physical scattering processes,

the electronic burst-counter processor, and the data collection

computer, all on a digital computer. A large part of the Task 1




effort consisted of writing and checking out the simulation programs
OPTIC, COUNT, and COMP and the display programs HISTO and PLOT.
These programs were used with the previously written program SIGNL
in the design and evaluation of a 3 meter LV system described later.
The detailed description of all the software written under
this contract is provided in Appendiées B, C, and D. Appendix B
describes the theory for the fringe LV option of the program OPTIC.
The program OPTIC has, just at the time of writing of this report,
been expanded under concurrent NAVSEA funding (Contract N66604~77-M-
8709; Project COURAGEQUS) to include a reference beam option. The
pertinent equations for both options are summarized using algebraic
expressions but the FORTRAN variable names along with the entire
program printout in Appendix C. More details concerning the theory
for the reference-beam option is provided in the final report for the
COURAGEOUS contract. Appendix D contains a detailed technical descrip-
tion of the simulation programs COUNT and COMP for an electronic burst
counter processor and the required data acquisition operations. The
appendix also includes brief descriptions of PLOT and HISTO and print-

outs of all these programs.
PHOTON NOISE PRODUCED ERRORS

Problem

A burst counter operates by measuring the time required for

a prescribed number of positive (or negative) going zero crossings




of the signal plus noise. The average period thus measured is
i;verted to obtain a frequency estimate %i' Because of the noise,
%i does not equal the frequency of the signal alone. There is both
a mean error and an apparent turbulence due to the noise.

The reason for the fluctuation errors is easy to visualize.
‘The noise perturbs the location of zero crossings so that for a finite
number of cycles of signal, the jitter in time duration computes as
a frequency jitter when there is none for the signal alone (or in
addition to that of the signals).

The presence of an error in the mean frequency estimate is
questionable for high signal-to-noise ratio signals and is quite de-
pendent on the processor and problem definition. To clarify the
problem, we refer to Figure 2-1. Adrian, et all have used Rice's
classical theory of mean level crossing rate to predict mean bias
errors due to additive Gaussian noise. That the noise is Gaussian
is a good approximation for high level signals; that it is additive
(and stationary) is not necessarily a good approximation for non~
stationary photon noise. The main problem, however, is that the Rice
theory does not include "error rejection" circuits, so the predicted
mean rates include missed and extra zero crossing events. For a
long time average, if the noise did not add extra crossing or cause
skips occasionally, the mean frequency would not/Eg#ghanged at all.

Since we anticipate the use of circggcs,whiiﬂ/}eject signals with

-
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Figure 2-1. Sine Wave Plus Additive Noi-e.
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skips and extra crossings, we do not anticipate valid results from

the Rice theory quoted by Adrian. Also, he did not provide theory
for rms deviation, since in an infinite time average measurement
there isn't any deviation.

In another paper, Hosel and Rodi* have empirically studied er-
rors for simulated LV signals with added non-stationary Gaussian noise.
Their results are valid only for the counter and counter parameters
they used, since no general theory was presented. Their results (see
Appendix A) show that there is a noise dependent error in the mean.

It would appear from their experiment definition that their counter
circuits did not reject data with missed or extra zero crossings.

Dr. William K. George has developed a theory of LDV error
rather extensively.** Unfortunately it assumes that there are man?
scatterers in the probe volume and uses Rice's theory for Gaussian
signals. The most basic difficulty is the lack of inclusion of condi-
tional statistics, given that threshold is exceeded.

We may summarize the problem rather simply. There does not
appear to be any theory which treats the conditional problem that a

high signal-to-noise ratio burst with no glitches is required for

* "Errors Occurring in LDA Measurements with Counter Signal Process-
ing," in the Coppenhagen Conference Proceedings, 1975 (see
Reference 1).

** The latest of many versions of this theory is reviewed in the
Coppenhagen Conference Proceedings, 1975 (see Reference 1).




acceptance. Given these conditions it is not clear that the experi-

mental evidence for mean bias is, in fact, appropriate. No papers
have been located which treat the rms deviation both theoretically
and experimentally for the conditional case. Thus, we must basically

derive such results from the beginning.

Mean Bias

It is simple to demonstrate that interfering signals can alter
the zero-crossing rate for signals above a threshold and in a manner
which produces no glitches for a short period of time. Consider a

"signal"” cosine wave and a "noise" cosine wave

S(t)
n(t)

cos [(u)c + Aw)t)

cos I(wc - Aw)t]

Then the sum r(t) = S(t) + n(t) is given by trigonometric identity as

(see Figure 2-2)

r(t) = 2 cos Awt cos wct

Thus 1f Aw << wc, cos Mt is an "envelope" amplitude modulation of a
high frequency signal whose zero crossings are at a precise rate which
is exactly half way between the "signal" frequency and the "noise"
frequency.

In the Rice theory, the mean zero-crossing rate is pulled toward
the mean crossing rate of the noise alone, slightly higher than the

midpoint of the filter pass-band. We have demonstrated with the

simple example above that even 1f glitches (skipped or added crossings)
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Figure 2-2, Illustration of Frequency "Pulling.”
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are excluded, the noise can "pull" the mean zero crossing rate. This
result supports the Adrian, et al conclusion that a frequency tracker

is required so that the noise band pass will always be centered on

the signal, except for small deviation, and there will be no "pulling"
bias by the noise. We interpret this to mean that the optimum detection
system for classical signals must include a tracking filter, but this
does not exclude burst-counter detection replacing the presently used
phased lock loop techniques.* We conclude that with a properly
designed system, mean bias is not a problem. Further study with

simulation and/or experiment may be appropriate later.

RMS Fluctuations - Equivalent Turbulence

o e

We have derived a general perturbational model for the fluc-
tuation error which is presented in Appendix E. After many approx-
imations, which are clearly detailed in the appendix, the result
reduces to a formula which may be related to radio phase error theory.

We obtain for the fractional rms error ¢ due to noise:

S S
27N /S /N
where N = number of signal cycles counted. |

JS/N =V aZ/2<n2> = rms signal-to-noise ratio.

S(t) = a sin wt = a = amplitude of signal.

£ croutlt

By

* The present techniques utilize analog control loopé which could be
replaced by digital control loops for increased precision, stability,
and data recording reliability. ;

FR
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This formula assumes that the filter bandwidth is wide enough for the
number of signal cycles counted so that the errors in zero crossing
at the beginning and end are statistically independent. A more exact
equation in terms of the autocorrelation function (inverse Fourier
transform of frequency power spectrum) of the noise is also presented.
As an example of the order of magnitude of the predicted error,
a voltage (rms‘¢§7ﬁ_) SNR of 10 and a 10 cycle average result in an
rms error of ¢ =~ 1/630. This assumes the given SNR at both ends of

the measurement.

Experimental Confirmation

The theory presented above was examined using a Macrodyne burst

counter processor and an experimentally-produced simulated signal.

The simulated signal consisted of the output of a photomultiplier. tube
excited by a light emitting diode (LED) that provided sinusoidal in-
ten3ity modulation driven by a crystal controlled precision oscillator.
A steady sinusoidal modulation, which could be removed, and a fixed

DC offset level were applied to the LED. The rms value of the filtered
output of the photomultipliér was measured with and without the sinu-
soidal component present. By squaring the results and subtracting to
obtain the signal power, the signal-power to noise-power ratio was
neasured directly. The experiment and the results are described in

detail in Appendix F.

It was not possible in the time available to have the processor

modified to produce enough output bits to obtain more than three decimal

~12~
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digit precision of the output measurements. However, within the

limitations of the dynamic range of the experiment, the simple error
theory appears to be validated. There are transient filter effects
which may be present for real short burst LV signals due to the non-
stationarity of photon shot noise. For the present, however, we will
use our simple theory as an upper bound on error due to noise under
the assumption that one could do better with a processor that uses
the zero crossings in the center of the burst where the "SNR" is
higher than at the threshold location of the signal.

During ¢Lc erperiments, the light levels incident on the photo-
multiplier tube were measured independently at high levels and reduced
parametrically with a calibrated optical filter so that the measured
SNR could be compared with that predicted by photomultiplier signal-
to-noise ratio theory. The experimental SNR for the photomultiplier
tube we were using was eight times less than predicted by simple theory
without allowance for fudge factors. A discussion of these factors and
the need for caution concerning photomultiplier tubes is also discussed

in Appendix F.
MID TERM ACCURACY ASSESSMENT

After completing the checkout and debugging of the simulation
software and the error prediction theory, we executed the software
for a trial system design based on our best guesses using experience,

hand calculator, and available data concerning the distribution of

scattering particles. - Our purpose in this "mid-term exam" was to

it Uenia e i,




provide a thorough demonstration of the software, to see if accuracies

of 1:104 could be obtained, and to obtain a baseline system perform-
ance before proceeding with a system design.

The particle model used in the mid-term runs assumed a complex
index of refraction of 1.03-j0.01 after Brown and Gordon2 with the
intention of using a conservatively low index with small backscatter
coefficients. After completion of that sequence of runs, COURAGEOUS
computations3 revealed that Brown and Gordon were using an opposite
sign convention on the imaginary part of the index of refraction than
is used in our Mie program. This made the backscatter amplitudes
used in the mid-term runs approximately the same as would have been
computed for mineral particles3 with n = 1.15+30.0.

Despite the fact that the error in index of refraction model
produces better signals than the intended very conservative test
case, and despite the fact that we have now added to OPTIC and slightly
modified the output format since the mid term runs, we include the mid
term results in Appendix G because the figures illustrate aspects of
the software and parametric system performance (threshold setting
effects) which were not repeated in such detail in later design rums.

Appendix G is a demonstration of the application of the error
prediction and system design simulation tools we have developed under
this contract for the satisfaction of Task 1. At the end of Appendix G
we have added some material to that originally presented in the mid-

term calculations. The added material consists of running OPTIC for

14~
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an additional random set of 1000 particle size realizations to deter-
mine how representative the simulations are when only 1000 scatterers
are used. The results indicate (as we would expect) that repeata~
bility is not obtained at the largest particle (signal) sizes since
there are only a few particles near 10 micrometers in diameter expect-
ed according to theory. We expect that our design results in the next
section are representative and that uncertainties in the particle
index of refraction models are more significant than the statistical

stability of the simulations.




3.0 LASER VELOCIMETER DESIGN

This section considers the design of a fringe LV system which,
through signal averaging, should be capable of attaining 1:104 velocity
accuracy with a range of 3 meters exclusive of any propagation limit-
ations which may be present. We have chosen 3 meters for our design
because the 2 meter probable range requireﬁent of the Sept. 1976 ARPA
workshop was not at all firm and 3 meters seems like a more comserva-
tive objective,.

Before proceeding, we point out that although it is somewhat
more difficult to attain high single-particle signal-to-noise ratios
with a reference beam LV system, the COURAGEOUS program has demon-—
strated theoretically, by laboratory demonstration, and recently by
simulation3, that reference beam systems are possible for ranges to
greater than 3 meters. Such systems measure axial velocity compon-
ents normal to the direction of those measured by a fringe system
and with much more frequency (velocity) sensitivity. The measurement
of such additional components could assist in cancellation of vehicle
motion or could even provide a better measure of the desired quantities
than the fringe system. In light of the recent simulation showing
that single—particle reference beam signal amplitudes can, in principle,
be made equal to or larger than fringe system signals by increasing
the diameter of the transmitter (and equivalent reference) beams,

such systems should not be neglected from future considerations once




more data concerning backscatter signal amplitudes and propagation

limitations are known.

In this section we report three aspects of the design of a
3 meter fringe LV system. These are; first, a set of parametric per-
formance simulation results using the tools developed under Task 1.
The second aspect is one specific optical design approach which could
be used in the FY78-FY79 sea tests. The last aspect is a set of
recommendations regarding optics mechanics, electronics, and data

acquisition approaches and components.
OPTICAL SYSTEM PARAMETRIC DESIGN

Many of the general optical system parameters for an LV system
are generic and somewhat independent of the practical method of
implementation. The parameters include laser power, transmitter beam
diameter, beam separation, wavelength, receiver collector area, de-
tector sensitivity, transmission efficiency, and others. It is truly
pointless to consider the components for realization of the generic
system until some measure of performance assures one that success may
be possible; on the other hand, a practical sense of what components
and tolerances are reasonably realizable quickly limits the range of
parameters to be considered. An iterative design process thus takes

place between the limits of practical components and the more unre-

strained parametric optimization. The number and complexity of inter-

action of the parameters has been what kept the business of LV system

e Dl b




design a black art. We hope that the simulation software will assist

us in turning this art into a science.
We have used calculator computations and experience in estab-
ligshing the mid-term 2 meter range baseline design reported in the !

previous section. We have examined the results and selected two trial

cases of optical system parameters for a 3 meter system; In order to
bracket the performance predictions with respect to the expected
variability of the number of scatterers and the unknown scatterer
composition (index of refraction), we have selected 2000 and 20,000
particles per cc and indices n = 1,03 and 1.15 as bracketing parameters.
The system parameters are reproduced in Table 3-1. The perform- ;

ance simulation results for these cases are reported in Appendix H. We

may summarize the results by saying that if any appreciable fraction
of the scatters in the range 5-10 ym are inorganic with index of re-
fraction 1.15~1.20, then we have no signal amplitude related accuracy
problems, If all of the scatterers were organic with index =1.03,
the performance would be marginal but could probably be handled with
advanced photon counting detection techniques.

Since it is very unlikely that all of the particles would be
organic in the 5-10 um diameter size range, we anticipate that the

system 1s feasible, but the detailed performance cannot be predicted

without much better model data.




Table 3-1. Parameters for 3 Meter Design Study.

V = 10 m/sec Velocity
R=3nm Range
L I: 1.5:1:10_3 m Transmitter beam radius
‘ II: 3.75x107° m
0 = §-= I: 0.015 radians ’ Beam angle intersection
II: 0.03 radians
d= I: lonlO--3 Transmitter beam separation (19 fringes)
IX: 90x10—3 Transmitter beam separation (16 fringes)
{ Ac = I: n[(0.09)2-(0.045)2] Receiver collecting area (=7.5 inch
; = 0.019 m2 diameter)
| I1: {(0.09)2-(0.055)%)
i
= 0.016 n’
T = 0.5 Transceiver transmission efficiency
Po = 1.0 watt . 2,0 watt laser split to form two 1.0
watt sections
} . ¢ = I: 0.015 rad Off axis view angle of receiver due
| II: 0.018 rad : to observation disc .
: Ao = 0.488x10_6 Free-space wavelength of laser
‘ n=20.2 Effective quantum efficiency .
C=0.1/m Water attenuation coefficient i

-19~




Table 3-1. Parameters for 3 Meter Design Study (Cont'd).

n o= 1: 1.03+50.0 Relative index of refraction of

2: 1.15+j0.0 particles

i

n = 1.33 Index of refi-ction of water
N = A: 2000x106 Number of particles*lm3 greater in 5

B: 20,000x106 diameter than Y, !
Y, = l.OxlO'—6 m Lower cutoff of size distribution ;
b = 3.65 Negative slope of particle diameter j

probability density

vy =20x10"% n
max

—p——

* Cumulative:

N >y = 2000 ( y )"2'65 x10%/m>  , 1.0x107% < y < 20 m
=%
1.0x10

o

~20- :
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LV SYSTEM DESIGN

Figure 3-1 is a concept drawing of a backscatter fringe

velocimeter suited for the ARPA project with remotely adjustable
range (1 and 3 meters), beam separation (4.5 cm and 9.0 cm), and
beam radius (1.5 and 3.75 mm). The price for this flexibility will |
be the need for fine tuning the alignment with remotely controlled
servos. The system components are discussed in greater detail below. ﬂ

We wish to emphasize here that due to the accuracy require-

ments of this system, the remote nature of the experiment, and due

to the possibility of .also using the forward-scattered light for
simultaneous particle sizing, there will be several unique consid-

erations for this laser velocimeter system. The final design will

require laboratory checkout in a water trough with all interface
electronics, data acquisition equipment, and software. The final
selection and purchase of the glass components will be minimal in
cost in comparison with the mechanical, electronic, and software

design, assembly, and debugging costs.
LV COMPONENT RECOMMENDATIONS

This section includes recommendations concerning the detailed
optical, mechanical, and electronic design of the LV system.
The laser used for the experiments should be capable of

producing a stable reliable output TEM.oo beam with over 1 watt for

~21-
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each of the wavelengths, A = 4880 X and A = 5145 X. This laser
should have reliability and features equal or equivalent to a new
Spectra-Physics Model 165. (This could include a Spectra-Physics
or CRL argon ion laser with a new plasma tube and mirrors, or some
other equivalent laser.)

Two selections of output beam diameter can be realized by
using a specially designed lens~pinhole collimator with two output
objectives which are alternately clicked in place by a servo system.
This must be a precision assembly with high-quality lenses with hard
dielectric antireflection coating to avoid multiple output beams and
excessive scattered light.

The beam splitter element should be a combination of two or
more sets of splitter elements precisely aligned so that servo trans-
lation of the assembly in and out of the plane of the illustration
results in selection of different beam separations while maintaining
parallelism, beam direction, and centeredness;

A telescope with roughly a 2:1 expansion ratio will assist
in matching the desired output transmitter/receiver dimensions to
those more convenient for the other elements. The lenses should be
sectioned to separate scattered light from the transmitted beams
and the return weak signal light.

Two output ranges may be obtained without affecting alignment
or introducing abberations by rotating in and out reversed collimators

optimized for the glass water interface and the range to focus in




the water. The output window flatness shbuld optimally be less than
1/10 wavelength over the maximum transmitter beam diameter of 0.75 cm.

Precision servomechanisms must be included to allow remote
fine tuning of the optical alignment. This may include precision
focus perturbation of the lens-pinhole collimator output lens, preci-
sion focus perturbation of the 2X telescope, or even, if necessary,
the inclusion of a precision differential beam-direction prism pair
with servo drives.

The photomultiplier tube for this application should be a low
gain tube (6-9 stages) so that it may be operated at rated voltage
w;thout producing dynode fatigue or signal saturation from the high-
level signals of interest in this application. Also, a significant
amount of care should be taken with tube selection* and low-noise
preamplifier design to assure wide linear dynamic range (4-5 orders
of magnitudes are desirable for diagnostics of backscatter signal
distributions). (We have encountered similar requirements in our
present particle sizing work.) It is not a simple matter to obtain
10 uvolt to 1 volt noise-free linear signal range even without the
requirements of a 300 foot cable for transmission to data collection
electronics.

Generally in the design of LV optical component holders and
positioners, there are always tradeoffs between flexibility and
general purposeness and rigidity and stability of alignment. The

more degrees of freedom of adjustment that are allowed, the more

* For example, EMI 9846 with high voltage above rated value (1200-
1500 V).
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difficult it is to obtain correct alignment and have it stay there.
This means that if general purpose components such as those provided
by TSI and DISA are to be used for an environmentally remote and
difficult application, one may risk misalignment and/or vibration
problems unless the mechanical design of each component as a part of
the entire system is reviewed. The proposed sea tests are going to
be so operationally difficult that we are recommending simplicity
above all: a one component system, without Bragg cells, with all
optical components rigidly mounted in a compact small space with a
minimum of alignment adjustments possible.

The pressure housing design is a nontrivial item. It must
include a heat exchanger cooling coil and pump for the laser water
cooling. It must have appropriate power and signal cable feedthroughs
or connectors and internal mechanical support for the laser and optics.
These issues have already been addressed at NUSC with the laser MTF/LV
fringe experiment pressure housing and window. The clear aperture
of this system is 10 inches in diameter.

The data acquisition system problems primarily focus in the
signal conditioning and transmission electronics. There is not room
for extensive electronics in the pressure housing. There is room
for a tape recorder, an oscilloscope, and a burst-counter processor
in the NUSC instrumentation van. The difficulties concern dynamic
range, accuracy, and ease of real time dat# analysis. In order to

send the signals up the 300 foot cable without introducing noise
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over the desired range may require compression with logrithmic
amplifiers or even analog-to-digital conversion. It is certain
that even if the data is tape recorded in analog form, a burst-
counter velocity processor and a histogram generator and display
should be available along with the oscilloscope for real time
operator assistance in checking the system alignment and perform-
ance. The details of the electronics are just as important as
those of the optics and should be given considerable attention by
the hardware system contractor.

Any of the newest burst-frequency processors by TSI, DISA,
and Macrodyne would be adequate for use with the sea test equipment
if modified properly to read out enough bits to obtain 4 decimal
place precision. All three manufacturers have high-speed stable
digital counting systems which are adequate. We have had the most
experience with the Macrodyne units (see Appendix F) and find the
Macrodyne bipolar threshold test to be significantly useful in
rejecting undesirable signal glitches. None of these units will be
useful on board in real time unless a minicomputer, microcomputer,
or special-purpose histogram generator, recorder and display unit
are available to further process the single-particle period measure-
ments. If a computer or microcomputer is used, software will be
required. If not, then only a special higher precision interface

to a high-precision histogram generator may be needed.
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5.0 IN SITU INSTRUMENTATION

In this section we address the issues of concern under Task 3.
We begin by making certain program recommendations concerning the
conduct of possible sea tests. Following that we discuss desirable
test instrumentation, available test instrumentation, and finally
recommendations for a compromise instrumentation package which in-

cludes immediate development of missing initial components.
PROGRAM RECOMMENDATIONS

There are several Navy laboratories, private firms, and univer-
sity laboratories that, given sufficient time and money, could do an
excellent job of designing and conducting tests of laser velocimeters
in the ocean, particularly with consulting assistance from SDL and/or
W. Stachnik of the Naval Underwater Systems Center concerning prior
experience. However, there are already existing plans and NAVSEA
funding for assembly of laser velocimeter sea test equipment in FY78
and preexisting relevant NUSC COURAGEOUS experience and equipment
development. If ARPA is willing to conduct a joint, simultaneous, sea
test with the COURAGEQUS program on a mutually agreed upon schedule,
it 1s very unlikely that any other Navy laboratory, firm, or university
could conduct comparable tests in the same time frame without much
higher costs. For this reason, we recommend tha£ NUSC, New London,
be made responsible for the sea test in cooperation with the COURAGEOUS

tests to be held at the end of FY78 or beginning of FY79.
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DESIRED IN SITU MEASUREMENTS

Velocity Verification

There are several considerations about measurements that could
be made simultaneously with a test of an LV system in the sea. The
first is that a separate physical measurement of water velocity in the

vicinity of the optical probe volume is desirable to verify directly

2

the accuracy of the LV system down to the limits of the physical

probe. @

The first cénsideration implys that a rigid structure which®
holds the laser velocimeter and the physical probe is needed. This
s£ructure should be lightweight and stiff, so that fundamental resonant
flexures occur at a frequency much higher than the velocity fluctua-
tions of interest. Thus, averaging velocity samples over intervals
short compared with velocity changes will remove both bias errors due
to particle sample rate and structural vibration énd flexure components.
The structure should also be designed to minimize turbulent flow in
the probe volume due to the structure. If the test is to be at say*
0.1% turbulence levels, then a thorough mechanical and fluid dynamic
evaluation and design may be required instead of simply placing every-
thing on an 1 beam. This requirement could be eased somewhat by
assuming that the desired internal wave measurements would be relatively

slow with averages to remove turbulence effects. However, 10,000

* Dr. Reichman at NOSC has indicated that 0.1% is obtainable with a
hot film probe.

-28-

T S = ey




measurements with independent turbulence components at 1% rms

turbulence would be required to reduce the rms variation to 0.01%.

Standard Oceanographic Data i

Most optical oceanographic measurements are not directly
applicable to performance prediction for LV systems without further
assumptions and model manipulations. However, a lot of data is
available and it would be very useful to be able to globally relate
such data to LV performance even if only to order of magnitude
approximation. Thus, such standard measures should, if possible, all
be made at the same time and location as the LV data is collected.
ihese include Coulter counter particle size data, microscope samples,

transmissometer measurements, volume scattering function measuremeats,

narrow angle beam spread function measurements, and mean temperature,

salinity, and velocity profiles versus depth.

Presently Available Specialized Oceanographic Instrumentation

None of the standard oceanographic data is adequate with present
models to be used for optimization and performance predictions for a
high accuracy LV system. We actually need single-particle backscatter-
ing cross-sections and number density data from about 1.0 um diameter
upwards to greater than 100 um; and we need characterization of propa-
gation effects down to a few microradians instead of down to a few

milliradians.*

* A formulation of the effects of propagation is provided in Reference 3.
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There are several different instruments which are either under

construction or completed at various labs for measurements in the

milliradian angles near the forward or the 180° directions. There

are also instruments becoming available for measurements of localized
thermal and salinity microstructure. Although theoretical modeling
is being performed, we do not yet have models for detailed performance

prediction in terms of microstructure measurements.

Desired In Situ Data

This section discusses measurements which if made at the same
time the LV system were operating (in test or in practice), should
gllow computer optimization of the system and prediction of the avail-
able accuracy.

In order to statistically predict multiparticle errors and
optimum signal processor threshold settings, we may use the probability
density function for the amplitudes of the single~particle backscatter
signals and the total number of particles per unit volume (see previous
discussion on conditional density). We are presently calculating such
distributions based on assumed particle shape (spherical), index of
refraction, and size distribution. The validity of such an approach
should be checked by performing the same type of simulations with real
time size data taken simultaneously with actual backscatter amplitude
distribution data.

The simplest way to get backscatter distribution data is from

the LDV signals themselves. This approach will be limited on the




small particle end of the distribution. Optimum design for detecting

small-particle backscatter amplitudes would require a short-range, low
f/no instrument with a very small probe volume to separately resolve
individual particles at possibly high number density. It might
be possible to include an alternate beam path through shorter focal
length optics in the design of the LDV instrument so that these high-
resolutioﬁ backscatter amplitude measurements would be included.*

A second category of tests concerns some form of measurement
of the random refractive effects due to temperature and salinity which
bridges the gap between predictions based on point measurements of
thermal and salinity microstructure and the actual beam wander and
fringe deformation which results. Candidates for this type of measure-
ment are shearing interferometry, laser schlieren, MIF, and holographic
interferomgtry. Of these, holographic interferometry has the most
potential since quantitative measurements of many kinds can be per-
formed later with laboratory reconstructions. This technique would
also be far more expensive than a low-power laser schlieren or shearing

interferometry experiment.

Test Instrumentation

There is a category of measurements which should be made during
testing of the LDV system which would not be made as backup during

system utilization for its intended purpose. This category includes

* This has been provided by the 1 meter, large beam, large separation
option of our LV design.




the hot film velocity verification mentioned previously, and any
optical forward scatter measurements beyond the LDV probe volume.
There are at least three such optical measurements which may all be
made with the use of the same equipment and test structure which
will hold the hot film probe. These are actual beam wander, fringe
deformation, and multiparticle scatter background light in the micro-
radian range in and near the scattered focussed beams. These meas-
urements can be made with a microscope objective imaging the trans-
mitted beams at the probe volume onto a motion picture film plane
and/or television camera sensor with a set of calibrated attenuators
remotely available. Remote video monitoring during the experiment
would be controllable.

The desired types of in situ instrumentation are summarized in

Figure 4-1.
ASSESSMENT OF AVAILABLE CAPABILITY

Conversations have been held with SAI, La Jolla, NUSC, New
London, NOSC, San Diego, and NRL, Washington, personnel concerning
available underwater instrumentation at these locations and at Scripps,
San Diego. Certain possibilities have been raised and eliminated.

The Scripps ALSCAT system reportedly has the capability to
measure small-angle scatter at 3, 6, and 12 mrad angles. This sensi-
tivity is inadequate for small-angle measurements on the order of 10
microradians and is thus inappropriate for measuring the primary beam

degradation effects.
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LDV SYSTEM INSTRUMENTATION

HYDROMECHANICALLY DESIGNED SUPPORT STRUCTURE

HOT FILM PROBE NEAR LV PROBE

ATTENUATED MICRO MOTION PICTURE AND/OR
TELEVISION RECORDING OF:

(] BEAM WANDER
] BACKGROUND LIGHT
o FRINGE DEFORMATION

PREDICTIVE MODEL VERIFICATION (OPTIONS)

THERMAL AND SALINITY MICROSTRUCTURE
OPTICAL SPATIAL COHERENCE MEASUREMENTS
MTF, SCHLIEREN,
® | AVERAGE ., SHEARING INTERFEROM,
0 INSTANTANEOUS” | HOLOG. INTERFEROM,
LOW F/NO, SHORT RANGE PARTICLE BACKSCATTER

CROSS-SECTION DISTRIBUTION

“STANDARD” OCEANOGRAPHIC MEASUREMENTS

MEAN TEMPERATURE AND SALINITY
TRANSMISSIVITY

VOLUME SCATTER FUNCTIONS

BEAM/POINT SPREAD FUNCTIONS

COULTER COUNTER DATA + MICROSCOPE SAMPLES

Figure 4-1, Summary of Desired Test Instrumentation.
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The preliminary discussions with Dr. Vince Del Grosso at NRL
concerning the MIF equipment being constructed there indicates that
this equipment may be useful at the level of precisiuon required.
Further efforts are required to ascertain if the required sensitivity
will actually be available. The results of sea tests scheduled for
October 1977 should be reviewed.

Mr. Bill Stachnik has provided a list of facilities available
through the NUSC, New London, laboratory. Due to previous related
work and the equipment and experience developed under the COURAGEOUS
program, NUSC has a considerable amount of underwater optical facil-
ities which are quite relevant to the needs of this program.

Dr. Mike Reichman of NOSC has provided information concerning
relevant facilities and experience at NOSC. A primary relevant
facility and experience seems to be the water tupnel and hot film
measurement capability coupled with extensive LV lab experiences of
Dr. Reichman. Other significant facilities include the NOSC tower*
which could provide a location close to shore for initial equipment
shakedown tests, and FLIP.

Abbreviated copies of the description material provided by

NUSC, NOSC, and NRL are included in this report as Appendix I.

* Unfortunately, the particulate content of the near-shore water of
the NOSC tower is expected to be too high and to be non~representa-
tive. We thus would recommend tank tests followed by open ocean
tests. A sgtable water tunnel would be very useful for lab tests of
the optical and electronics subsystems.
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DEFINITION OF IN SITU INSTRUMENTATION

Figure 4-1 was a summary of our preliminary suggestions for
the in situ instrumentation. Figure 4-2 illustrates schematically
the results of tradeoffs between money, available equipment, and
desired equipment. We now discuss the items on Figure 4-1 item by

item.

LV System Instrumentation

According to Dr. Michael Reichman, NOSC, the structure pro-
! duced turbulence should not produce turbulence for currents less than
1 meter per second, and hot film probes should be capable of 0.1 per-

cent fluctuating velocity measurements. These points imply that the

shape of the optical bench should not be an issue, and that the achieve-

ment of 0.0l percent precision will most likely be achieved by averag-

AR D A

ing in both the hot film and the LV measurements. No methods of direct

probe verification of LV precision to 1:104 is known.

Figure 4-2 indicates the presence of an ambient light meter for
separate measurement of background (sunlight) level. An NUSC 35 mm
"Fringe Camera' will be further modified to magnify and photograph the
fringe pattern in the forward direction. This will provide instan-
taneous (1/1000 sec) recordings.

There are two deficiencies which we see from the ideal. First,

there appears to be no way to measure the correlated beam wander*

N * "ee Reference 3 for discussion of propagation effects.
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without expensive additional items due to the flexure of the optical

bench. A way to do the measurement exists. A separate collimated

laser beam could be transmitted to a precision corner cube, returned
to a Fourier transform lens, and the location of the focused spot

monitored electronically with a photo diode array, filter optic array,

or other position sensor.

A second deficiency is the lack of measurement of scintillation
(time effects) to complement the spatial effects recorded on film.
The TV camera will not be expected to be fast enough and have dynamic
range enough for this task. We anticipate the investigation of the
possibility of adding a fiber optic probe in the fringe camera to
allow photomultiplier tube monitoring of scintillation of the beams.

(The transmissometer will also record scintillation effects.)

Predictive Model Verification

Thermal and salinity microstructure will be measured by the
Triadic and Neil Brown microstructure instruments available at NUSC.

Optical spatial coherence will be measured from the analysis
of microdensitometer scans of the calibrated fringe camera transpar-

encies. Unless additional steps are taken, correlated (two beam)

wavefront tilt will not be measurable due to masking by bench

flexure.

The simulation studies have shown that knowledge of particle

size distribution alone is totally inadequate to predict LV performance.

a




Index of refraction and possible particulate structure will be signi-
ficantly important. Argonne National Laboratories is currently
funding SDL for the further development of a forward scatter real time
particle-sizing system based on the M. Farmer signal visibility tech-
nique and the forward scatter ratio technique. This development,
which will be completed in January 1978, is being followed by addi-
tional ERDA-sponsored development contracts. We anticipate that by
the time the laboratory tests are conducted, a forward scatter parti-
cle sizing model for ocean applications could be refined from the
ERDA instrument system. The short range backscatter LV transmitter/
receiver would then simultaneously measure particle size independent
of index in the forward scatter direction while measuring backscatter
cross section with the LV optics. This is a very critical 1link with
available Coulter counter data which could be made to provide future

design confidence.

Standard Oceanographic Instruments

The NUSC data acquisition van, Xerox computer, and instrument
set provide all the necessary "standard" instrumentation. This
includes precision mean temperature and salinity and narrow beam
transmigssivity. Narrow-beam spread functions are to be provided by

the fringe camera.
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5.0 CONCLUSIONS AND RECOMMENDATIONS

All of the work statement tasks summarized in the introduction
have been accomplished. This report is organized so that all the
detailed work is reported in the Appendices. The body of the report
is also the summary, both of the contractual work and of the report
itself.

In addition to the single-~particle Fringe LV simulation soft-
ware developed under this contract, we have also just completed
Reference Beam LV simulation software for the NAVSEA COURAGEOUS
program. The results of running that program3 indicate that there
could still be advantages for using a reference beam system for in-
ternal wave measurement. However, that conclusion makes propagation
assumptions which are more severe than those for the fringe velocimeter.
We recommend that more realistic comparative simulations be performed
next year after single-particle scattering amplitude data and propaga-
tion coherence diameter measurements are available.

The basic fundamental nature of photodetection at visibile
wavelengths is digital, i.e., photo-electron emission quanta. Photon
counting detection systems are presently limited to applications with
less severe accuracy requirements than internal wave measurements.
However, the signal frequencies for such applications are very low
with respect to the state-of-the-art photon counting rates of over

100x106 Hz. This means that the potential exists for the later
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development of very high accuracy, single-particle photon counting
detection techniques which are much more efficient with available
laser power. We recommend that these notions be reviewed after the
sea test data is available,

Three final conclusions of this report are: first, simulations
using available data and models indicate that a fringe LV system which
we have designed could produce the data rate and accuracy desired for
internal wave measurements; second, sea tests wi;h adequate in situ
instrumentation should be performed to verify design techniques, estab-
lish a more detailed data base for the models, and determine the nature
of any operational problems which might arise; and third, additional
simulation modeling of random refractive propagation effects should be

undertaken.
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OPTLICAL, VELOCIMETERS FOR USE IN SEAWATER

W. J. Stachnik
Naval Underwater Systems Center
New lLondon, Connecticut 06320

W. T. Mayo, Jr.
Spectron Development Laboratories, Inc.
3303 Harbor Boulevard, Suite G-3

Costa Mesa, California 92626

Summary

Laser velocimeters are versatile instruments in
controlled liquid flows, wind tunnels, and atmos-
pheric environments. The first steps are now being
taken to bring the versatility of these instruments to
use into the more difficult ocean environment. In
this environment optical clarity and particulate con-
centrations are not adjustable and this presents sig-
nificant constraiats in the design of such systems.
This paper describes the investigative work that is
presently being performed to make the transition. The
analysis considers natural waterborne particulate con-
centrations, optical propagation phenomena, and signal
processor behavior. Preliminary conclusions are that
optical velocimeter devices are likely to be employed
in the study of ocean wave action, in the study of
turbulence and material tranmsport, in the study of
advective and convective currents, in the study of
structure-generated flow fields, in the study of
particulate microdynamics, in the more detailed anal~
ysis of particulate size distributlons, and even in
the optical detection of sound transmission in water.

The data base which was used in performance cal-
culations thus far seems adequate for our present
optimism, but not conclusive without experimental dem-
onstration and additional performance model verifica-
tion. Experiments for these purposes are planned for
1978.

Introduction

Laser velocimet%rs (LV) are versatile instruments
in the laboratory.l' They possess extremely small
sensing volumes, often less than a cubic millimeter,
can measure velocities remotely without themselves
disturbing the flow, and possess inherently high
accuracies and stabilities that do not require recal-
ibration. These characteristics arise from the fact
that the short wavelength of coherent laser radiation
allows this form of energy to be focussed to very
small sensing volumes and the high frequency stability
of laser sources allow optically interfering beams to
form stable interference patterns in space and in time.
In additfon, LV systems provide high data rates even
at low flow velocities; and, for those familiar with
the behavior of mechanical current meters, LV systems
do not stall.

1f practical LV systems are developed, then they
may be used with significant advantage in the study of
ocean wave action, in the study of turbulence and ma-
terfal transport, in the study of advective and con-
vective currents, in the study of structure-generated
flow fields, in the study of particulate microdynamics,
in the more detailed analysis of particulate slze dis-
tributions, and even in the optical detection of sound
transmission in water.

With all of the above advantages, thc application
of LV systems to the oceans is quite desirable, hut

there are some important, and even basic, questions
that must be considered before confident, widespread
usage can be expected to come about. These questions
are concerned with the fluid medium itself and with
the particulates that are contained in it.

Before becoming involved with such questions, one
should refer to the four basic laser velocimeter
configurations shown in Figure 1. Each type depends
upon the scattering of source light with particulates
entrained in the moving fluid. LV systems are class-
ified by the location of the receiver collection

v
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Figure 1. Four Types of Laser Velocimeters
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optics relative to the transmitter and scaitering in-
tersection volume as forward scatter or backscatter
systems. These basic configurations can be further
classified according to whether the combining wave
fronts in each of the configurations produce interfer-
ence patterns distributed spatially (known as dual
beam or fringe systems) or temporally (known as heter-
odyne or reference beam systems). Only the backscat~
ter reference beam system measures axial velocity
components. It is important to make these distinc-
tions because the analysis, although similar, is
different in several important details including
signal-to-noise ratio behavior.

What we shall do in the material that follows is
discuss phenomena that affect each of the four basic
configurations. These fluid phenomenologies for
ocean water fall into the important and familiar cate-
gories of wmarine biology and physical oceanography.

In a later section, the effects of scattering particle
models on error performance are shown via computer
simulation for the backscatter dual-beam system.

Propagation Effects

The first consideration to be made concerning
the part that seawater plays in the velocimetry pro-
cess is concerned with water itself. It is, of course,
the primary constituent of thz optical pathway through
ocean water. In pure form, water has what appears to
be unrivaled optical properties among liquids, having

very low absorption (0.017m_1) and, because of poly-
merization-like molecular linkages, very low scatter-
ing properties.

The propagation velocity of any particular wave-
length of light in water has long been known to de-
pend upon the temperature, dissolved mineral content
and pressure existing in the medium. 1In fact, such
behavior has been reported with great accuracy. Such
values are for bulk samples that are homogeneous in
these three common characteristics. The oceans, how-
ever, possess spatial distributions of such values
that change with time. As a consequence, other ap-
proaches have had to be taken to describe such phen-
omena in relationship to optical propagation behavior.
The detailed treatment of such behavior is both com-
plicated and incomplete at this time.

In order to obtain some understanding of the re-
fractive limitations for fringe velocimeter systems,
we refer to the theoretical results of Babak, et al.
reproduced in Figure 2. 1In this treatment, one can
consider the angular fringe separation (fringes per
unit angle) as a particular spatial frequency in the
wodulation transfer function response of the medium,
and the response (vertical axis), as the reduced
average contrast of the interference pattern as a
function of range, path refractive variations, and
dor-inant refractive scale size. For example, 10,000
fringes/m in a dual-beam probe volume located at a
range of 0.5 meters is an angular frequency of 5000
lines/radian. If the parameters of the Babak figure
were typical, higher spatial frequencies than this
could pose difficulties in some LV applications.

In coastal water where optical paths of the order
of a particulate scattering length or longer would be
typical, modulation transfer functions that include
particulate effects must be considered. Fortunately,
or unfortunately, the time-averaged nature of such MTF
results will be inadequate for a complete analysis of
a single-particle LV system which depends on instan-
taneous refractive and scattering effects. Good in-
stantaneous signals may be obtained (with fading) while
the average fringe contrast is low. Our present theo-
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(from Babak, et al.6)

retical investigations address the signal fading prob-
lem from the point of vicw of short-term beam wander
with loss of signal when the focussed beams do not
cross and with the assumption of independence of the
two beams. Further advances in theory of correlated
two-beam wander and defocussing and experimental meas-—
urements are needed to complete our understanding of
the refractive limitations in the ocean.

Scattering Particulate Models

Attention is now directed to the particulate con-
tent of seawater., Kullenberg reports the range of such
suspensions from 0.005 mg/l in the deep Centr91 Pacific
to 2.5 mg/1 in North Atlantic surface waters. Narrow
beam attenuation coefficients range from 0.05 m-l in
deep clear ocean waters to 0.2 m-l in surface waters
and significantly higher in coastal waters. The atten-
uation coefficient ¢ is used in calculating one-way

power loss according to e-CR where R is range.

Although the above weight values serve to quantify
the amount of particulates present, the values are in-
sufficient for calculation of single-particle signal
magnitudes due to backscatter from the beam-cross probe
volume. What is necessary in calculating signal scat-
tering strengths 1s an equivalent spherical particle
size and relative refractive index distribution that is
predictive of the waterborne particulate optical be-
havior. Such generalizations are necessary because of
the highly varied shapes of plankton, detritus, and
clays.
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A number of individuals have provided size dis-
tributions of ocean particulates and have made reason-
able assumptions concerning ,hﬁ gvetage index of re-
fraction of these particles.’’ '  Hyperbolic distri-
butions (commonly called Jung's distributions) are of
the form:

N(d>y) = ky 1)

where: N(d>y) = cumulative number of particulates per
cubic centimeter greater in diameter
than y,

m = characteristic slope of the distri~-
bution, and

k = numbers of particulates per cubic
centimeter greater than one micrometer
diameter.

An example set of number distribution data pro-
vided by Kullenberg7 is reproduced in Figure 3.
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Fig. 5. Examples of particles size dis-
tributions:
Upper scale:

A Kullenberg, Pacific deep, 1953;
|—{ Brun—Cottan, Coulter counter, 500 m
depth, Mediterranean, 1971,

Lower scale:

® Gordon D.C., microscops, organic
matter, surface Atlantic, 1970;

X Carder ¢ al., Coulter counter, Pacific
surface, 1871;

A Jerlov, microscope, fiord, 1955;

QO Ochakovsky, microscope, Mlediterra-
nean, 19668a.

Figure 3. Kullenberg's Figure 5 on Particle
Size Distrubutions.7

Typical clear ocean water has values of k between
2000 and 20,000/cc. Typical slopes are m = 2.7 for
the 1 - 10 um diameter range. Conservation of volume
(partial volume due to particulates) shows that |m|
must exceed 3 for larger particles.

The above type of size data is generally obtained
by either Coulter counter measurements of small sam-
ples or microscope inapection of small samples. Both
procedures are inadequate for detarnAning the distri-
bution of the larger particles (greater than 10 um in
diameter) due to the small sample sizes. This is un-
fortunate, since calculations show that in some

situations, particles in the 10 ~ 100 ym size range are
known to exist, but little data is available. The ref-
erenced paper by McCave indicates the power law distri-
bution may extend to 50 pm, but more measuremente are
needed in the large particle regime,

Some of the most thorough index of refraction
modeling efforts have been made by Gordon and his
associates., In a fairly recent paper, Brown and Gordon
provide clear coastal water models with a small-frac-
tion index of refraction, a mid-fraction pair of indi-
ces of refraction (with relative occurrence probabil-
ity) and a large-fraction index of refraction. The
deduction of the effective values of the indices was
based on trial and error fits of average Mie scattering
computatioans to measured angular volume scattering
functions (VSF). The size distributions used were
plecewise linear fits on a log-log plot of Coulter
counter size distributions with the small-fraction num-
ber densities selected somewhat arbitrarily to satisfy
the VSF data. The procedure in such modeling attempts
is to use a priori assumptions that organic components
have indices in the 1.0l to 1.05 range and mineral com-
ponents fall in the 1.15 to 1.20 range. The resulting
fits of the predicted VSFs agree reasonably well with
measured data, except at very small forward-scatter
angles (indicating lack of correct large particle num-
ber data) and backscatter angles near 180° (where no
scattering data was measured).

The sensitivity of Mie scattering calculations at
180° backscatter to the refractive index has been dem-
onstrated in some of the computations we have performed.
In fact, the computations show that available models
are inadequate for precise performance computations for
backscatter velocimeter systems because the signal
levels that result from as small as a 10 percent change
in refractive index (1.05 to 1.15) produce decades of
difference in backscatter signal levels. This is
graphically illustrated in Figure & which 1s described
in the next section.

Performance Simulation Codes

When a single scattering particle passes through a
sinusoidal optical interference pattern, the intensity
of the scattered light varys sinusoidally in time with
a frequency proportional to the velocity of the par-
ticle. A burst-counter processor is one which "arms"
when the signal exceeds a threshold and then measures
the time required for a fixed number of signal zero
crossings. This short time average period measurement
will include small errors for a variety of reasons
even when the signal-to-noise ratio 1s large and elec-
tronic jitter and optical component abberations are
negligible. First K there are small noise perturbations
of the location of the zero-crossings, which we have
studied theoretically and experimentally, but which we
will not discuss here. Second, there are propagation-
induced distortions of the fringe pattern as previously
mentioned. Finally, there are phase shifts which occur
when more than one particle is crossing the interfer-
ence pattern at the same time. These multiparticle
phase shifts need not be of concern when one very large
signal is present with many other much smaller ones.
Thus, processor threshold selection offers the possi-
bility of reducing multiparticle errors at the expense
of data rate when the dynamic range of signal ampli-
tudes is sufficiently large.

The relative error effects of the random signal
amplitudes is a nonlinear statistical process not pres-
ently amenable to closed form analysis. Thus, the
multiparticle phase errors have been studied by direct
simulation in which individual scattering signals are
summed and then detected with a burst counter processor
model. To do this we have expanded computer simulation
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Figure 4. Example Signals (Expressed in Photoelectron Rate) Vs. Time for Two
Selections of Particle Index and Transmitter Geometry. (Assumes
20,000 Particles/cc Greater than 1.0 ym Diameter with Cumulative

Slope of -2.65.)

programs previously developed by W. T. Mayo, Jr., for
NASA, 10 Examples of simulated signals are reproduced
in Figure 4. These examples demonstrate the critical
dependence of the nature of the signal on the assured
index of refraction and the optical gecmetry. An

example of normalized error histogram for a burst

counter processor with bipolar arming thresholds of a
specific value is illustrated in Figure 5. Parametric

8 RMS Error = 0.0014
ﬂ Data Rate = 700/sec
Velocity = 1 m/sec
6 Case IIB2
4 -
2-1
o L] L § 'l'—j L

v L
-0.000 0.002 0.004
Frequency Error

¥
-0.002

Figure 5. A Typical Multiparticle Phase
Error Histogram.

variation of these thresholds indicated that multi-
particle phase error can be reduced adequately in many
cases by increasing the threshold. The simulation
programs are now described in more detail.

OPTIC: This program randomly realizes particle
diameters according to input number density, slope, and
minimum size; computes the Mie differential scattering
cross section for the random diameters according to
the input laser wavelength and the relative index of
refraction; computes the peak optical power received
by an LV receiver photodetector (expressed in photo-~
electrons/sec) in terms of the input LV system geom-
etry, laser power, and medium attenuation coefficient;
computes the LV probe volume, the wean occurrence rate
of single-particle sigrals, the signal frequency and
duration, the fringe period in space; computes other
quantities; and has other options for reference beam
geometries. The output is a printout of constants and
a disc file of the single-particle mean peak photo-
electron rates (multiplied by random probe volume entry
location factors to account for the Gaussian beam
profile).

HISTO: This program sorts the particle diameter
realizations, the single-particle signal amplitudes, or
any other disc file, into linear or logarithmic histo-
grams or cumulative histograms. Thus, in conjunction
with PLOT, a general purpose plotter program, we




verified the minus 2.65 slope and straight line nature
of the simulated random particle size distribution
vhen plotted as a log-log cumulative histogram. Also,
the slope of the log-log cumulative histogram of the
resulting signal amplitudes has been found to be sig-
nificant in burst counter processor error studies.

SIGNAL: This program generates Poisson random
occurrence times for the single-particle signals at
the mean rate input to the program; the single-particle
signals are realized on uniformly spaced sample points
selected automatically as a small fraction of the mean
signal frequency; the signals are summed in an over-
lapping manner with selectable truncation width of
the single particle signals; the amplitudes, fre-
quencles, signal visibilities, and number of cycles
are all input selectable as a constant, a random var-
iable with input mean, rms deviation and probability
density function, or as an input disc file from OPTIC.
Figure 4 illustrates two examples of plotting sections
of two SIGNAL output files.

COUNT/COMP: These two programs together allow
simulation of a burst counter processor (assumes sig-
nal has been detected and bandpass filtered). A
variety of options are included, but in Figure 5 a
Macrodyne processor was modeled which has a threshold
equally spaced on each side of the zero level and
requires that the ac signal magnitude sequentially
exceed these thresholds in between each zero crossing;
the counter then measures the time required for 8 such
zero crossings to achieve an 8-cycle average single-
particle period measurement which is inverted to ob-
tain frequency and then scaled to obtain velocity;
these programs include interpolation between the sample
points for very accurate zero-crossing calculations;
the simulated measured frequencies are subtracted from
the original input frequency to SIGNAL and normalized
by division. The resulting normalized errors due to
multiparticle phase addition and processor threshold
are displayed as in Figure 5 via the PLOT program.

In addition to the above subprograms which were
utilized in parametric runs exemplified by Figures 4
and 5, there are also several other program modules
existing or under present development for NASA which
could be used in later developments of LV applications
in the sea. These are as follows:

PMI: This program simulates the physical proc-
esses in photo-multiplier detection with inhomogeneous
Poisson occurrence of single photoelectron emission
events according to any input time-varying classical
optical power; it further allows random single photo-
electron pulse charge gain according to input selected
probability density function, and provides convolution
of these impulses with a selectable-width low-pass
impulse response; this program thus simulates directly
both photon-resolved and higher density "classical"
signals with photon shot noise.

FILTER: This is a digital filter program which
requires expansion for general purpose use between PMT
and COUNT.

CORRELATE: This program counts single photo-
electron pulses on uniformly spaced short intervals,
computes photon correlation functions, 0,11 and is
presently being expanded for NASA to include digital
data processing algorithms for velocity extraction
from the photon correlograms.

Conclusions
Using the simulation software, and both theory and

experiments for noise which were not described In this
paper, we have concluded that the multiparticle and

photon nolse errors do not exclude the use of practical
LV systems even under a worse case assumption of all
organic (n = 1.03) particles limited in diameter to the
range (1.0 < d < 10 um). Both types of error will be
reduccd by the presence of even a small amount of
quartz or other mineral particles (n = 1.15), by the
existence of larger particles and by adaptive threshold
techniqucs.

Refractive variations of the propagation path will
degrade the performance of laser velocimeter systems.
However, initial study indicates that systems having
separations of 1 meter between the probe volume and the
instrument will perform adequately in most ocean
environments.,

The work up to this point has placed primary empha-
sis on backscatter fringe velocimeter systems and has
revealed where gaps lie in our understanding of the
effects of ocean particulates and of refractive effects
for velocimeter systems of this type. Ocean measure-
ments presently being prepared are intended to verify
modeling that has already been performed and provide
an extended data base for future modeling. In the
course of our work, we expect to model and analyze each
of the four basic system configurations and perform
experiments with the most promising.
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APPENDIX B

METHOD OF APPROACH: SIMULATION PROGRAM OPTIC

|
SCATTERING THEORY MODELS ;
I

been used for laser velocimetry calculations in the past, we see that

a great many assumptions are used which may not be valid for long

When we look closely at the scattering theory models which have

| propagation distance and large f/no systems when many scatterers are
present. This discussion reviews what the assumptions are which will

be used here so that a basis for further investigation is established.

Rl

larger than any scatterers at all points between the transmitter and
including the probe volume; that the scatterers are sparse; that the
wavefield incident on the probe volume is negligibly affected, except

for possible attenuation by the scattering during propagation; and

that the multiply scattered light reaching the probe volume is incoherent.
These assumptions may be valid even when a considerable amount of the
light has been removed from the transmitted beam by narrow angle forward

scatter; because even the '"narrow angle' scatter less than 10 mili-

Perturbational Approach i
Generally, we have assumed that the beam diameter is much, much f
f

radians is not in the same angular space with the 10 micro radian trans-

nitter beams. (There could be 106 more power in the multiple-scattered

component to have the unscattered and multiple-scattered light equal

in intensity within the probe volume.)

Plane Wave Approximation

a uniform plane wave is incident on the scattering center. This is

In computing the scattered fields, it is typically assumed that




based on a second assumption that the scatterer is located within a

Gaussian beam waist with plane phase fronts and small change in

amplitude over the diameter of the particle. A more exact solution

would be obtained by superposition of the results over a

spectrum

of plane waves (a Fourier synthesis of the Gaussian beam waist), but

this is generally unnecessary*.

The Single Scatter Approximation

Let G(;,E) represent in complex notation a normalized vector

electric field at a point r on the photodetector surface
scatterer at vector location 5 in the scattering volume.
ization is the square root of the intrinsic impedance of
so that for paraxial propagation, the mean power density

surface at r is
- - - -2
I(r) = ucu* = |u]

where the dot is the vector dot product and the asterisk
complex conjugate. If the cathode quantum efficiency is

function of r as n(;), and the photon energy is hv, then

due to a
The normal-
the medium

on the PMT

(L
denotes

given as a

the expected

value of the photocurrent at the cathode is an integral over the

cathode area as

i = E% £n(?)1(2) dA

(2)

* See Casperson, et al for a discussion of the limitations and addi-
tional references: "Single Particle Scattering with Focussed Laser

Beams," Applied Optics, 16, p. 1104 (April 1977).
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Now for a collection of scatterers with number density high enough

to have many scatterers in the probe volume at once, we obtain

N
u(@) = Zl uy (£,p,) (3
i=

where N is the instantaneous number of scatterers present and Bi is
the location of the ith scatterer. Substitution of (3) into (1) and

expansion gives a double summation of self and cross terms:
I(E) = 2,0 6, (5,0 0.*5,p,) = 2 2 1. (%) (4)
i 3 J 1 1 i 3 1]

The summation of terms Iii is the incoherently added optical power
f;om each scatterer. The cross terms are effects of the coherence of
the illumination and scattering process.

Now, this is a subtle point. As long as the collecting lens is
much larger than the transmitter beam diameter, then the diffraction
limited resolution of the receiver is a much smaller spot at the probe

volume than the incident beams. In a diffraction limited system, this

would mean that scatterers separated by more than the receiving lens

resolution would be imaged to separate locations on the PMT surface.

Under these conditions, the I terms vanish because only one of the

ij
illuminated scatterers is imaged to point r on the photocathode.
Conservation of energy arguments show that the result must be the same

if the receiver is slightly defocussed, or otherwise aberrated by the

lens or the propagation medium, since the total power reaching the

photocathode is unchanged.
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The conclusion of this thought process is that the coherent

mixing terms may be neglected as long as the mean distance between

scatterers in the image plane exceeds the diffraction limited Airy
disc diameter. This condition will generally he satisfied by short
range, low f/no systems and will not be satisfied for long range,
large f/no systems. This is not a statement about better or worse
performance; it is a statement about the validity of the computational

models.

The Mie Scattering Approximation - The Field Approach

Generally speaking, the computation of even the single-scatter
fields is very complicated and beyond the present day state-of-the-art
except for very restrictive assumptions on the scatterer composition
and geometry., For a homogenous spherical particle immersed in a
lossless medium with a uniform plane wave incident, the well publicized
Mie theory provided formulas which may be used for somewhat lengthy
calculations of the scattered electric fields. Even in this case, the
detailed behavior of the fields is quite complicated for particles
larger than a wavelength in diameter. For a fringe LV system we are
concerned with a summation of two scattered fields, one from each
incident beam, for each scatterer. Thus in the single scatter approx-
imation discussed above, the field G(;,Ei) becomes the summation of
two fields.

When the intricate details of the field variation are included

in a computation of the integral given in (2) with a numerical




approximation of the Mie scattering approximation from two beams, then
some rather strange behavior is predicted. According to the recent
calculations of Ron Adrian* there are cases where the signal "visibility"
goes to zero due to cancellation of the sinusoidal component of the
signal as a result of changes of phase of the Mie scattering functions
across the receiver collecting solid angle. The implications are that
the desired sinusoidal signal may sometimes be less than would be
predicted using the Mie calculation for single-beam scattered power

and assuming the signal "visibility"” was unity. We note, however, that
this effect is generally not significant when the scatterers are small
compared with the fringe spacing. We will neglect such details at the

present level of computation but remain aware of the considerations.

Mie Scattering - Integrated Intensity

Significant scatterers in the ocean may be 10 micrometers in
diameter or larger. Also refractive perturbations will be minimized
by the use of small angles between the transmitted beams and hence
large fringe spacing. These considerations suggest the use of fringes
which are significantly larger than those typical of low-speed water
channel and low-speed air-flow measurements. Fringe spacings of 10-50
micrometers with corresponding beam angles to 0.5 deg (8 mrad) may be
appropriate 1f probe volume size may be adequately reduced to avoid

unacceptable multiparticle effects. The lobe structure of the Mie

* "Lager Anemometer Signals: Visibility Characteristics and Application
to Particle Sizing,”" Applied Optics, 16, 677 (March 1977).
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patterns has characteristic width on the order of A/d radians. PFor
particles up to 10 umeter in diameter, this is greater than or equal
to about 35 mrad. Thus, for the present, we take the point of view
that the relative variations between the two scattered fields and
the resulting visibility reduction can be ignored.

The variation of the Mie function over the total solid angle
of the collecting lens connot be so easily ignored. At a range of
2 meters, a 15 cm collecting lens subtends a half angle from the

beam axis of
Tan~}(7.5/200) = 37.5 m radian.

An even larger 20 cm diameter lens could be useful, and/or larger
particles could be of concern; and significant variation occurs for
angles which are a fraction of tne full A/d lobe width. Thus for

careful calculations of signal power at a given size and geoentry, we

will have to ultimately resort to integrating the differential scattering

cross section over the collecting aperture, or even going to the more

complete E field integrations like those of Adrian.

Mie Scattering -~ Multiparticle Noise Approximation

For the present calculations we intend to totally neglect all

of the variations of the differential scattering cross sections with

angle. Inclusion of this second-order effect would so greatly increase

the complexity of the analysis that a quick parametric study would

become impossible (because all of the distributions of scattering

B-6
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a)

b)

c)

d)

e)

£)

g)

amplitudes would then be f/no dependent). Thus, the program OPTIC

will generate a realization of signal amplitudes as follows:

Realize a set of 1000 particle sizes according to a
specified power law distribution (see discussion
below).

Assign an index of refraction and compute the 1000
associated Mie backscatter coefficients.

Separately calculate 1000 random probe volume entry
factors. (Assume uniform probability of entry
between l/e2 beam power points and obtain profile
multipliers.)

Use sequential values of scattering coefficients
multiplied by sequential values of beam profile
factor as the effective scattering coefficients.

Multiply by the laser power - optical gain constant
to obtain equivalent signal amplitudes.

Store amplitudes in a file for use with SIGNL.

When running SIGNL, input the effect of absolute
number density - probe volume factor computed by

OPTIC.

A Mie scattering subroutine is already available. The realiza-
tion of the power law probability density will be accomplished as a

functional mapping of uniform random variable realizations as

discussed below.




DEFINITION OF SIZE/INDEX MODEL

Several sources of particle size data have been obtained both
by W. T. Mayo, Jr., SDL, and William Stachnik, NUSC, New London.
These include unpublished Scripps Coulter counter data from off the
coast of Southern California which was provided to Dr. Mayo via
Dr. Reichman from Dr. Tom Lang, NOSC. Dr. Lang also sent Dr. Mayo a
copy of Techmate TR 74~03-01, "The Nature and Concentration of Ocean
Particulate as Related to the Performance of Boundary Layer Suction
Slots," by Charles A. Atkinson, which was prepared in 1975 for
Autonetics under ARPA-sponsored contract. Mr. Stachnik is presently
feviewing new data by Pak, et al. Reviews of the data by Dr. Mayo
and Mr. Stachnik will continue under Project COURAGEOUS.

The particle size data that is available has been obtained with
a variety of techniques. Much of the data comes from Coulter counters
which produce histograns of the total count in each of a sequence of
"bins." There is a procedure for converting from the data in this
form to the form of a2 cumulative size distribution.

The cumulative size distribucion, N(d>y), is typically given
in units of number particles per c.c. with diameter d greater than y.

Since all particles have diameter greater than zero, we observe that

N(d>y) = N,P(d>y)

TOROTY




where No is the total number of particles per c.c. and P(d>y) is the
probability that a particle sampled from the collection has diameter
greater than y. Unfortunately, real instruments cannot measure the
total number of particles because of the low size cutoff of the
instrument capability. Thus, generally we must replace the definition
of N, as the number of particles greater than some size Yo and the

0
probability becomes the conditional probability that 4 > y given that

> .
d Yo
Thus far, our review of the data indicates that in most cases
the data may be modeled by an inverse power law in the range 1 to 10 um

diameter as

N(d>y)

I
QZ
—
r<

~C
) s y > Yo = 1 ym

=0 . otherwise

where NO is the number of particles per c.c. greater in diameter than
Yo? and c is a positive number in the neighborhood of magnitudes 2
to 3. We feel certain that arbitrary extension of this type of modeli
outside the limits 1.0 um to 10 pym diameter without data would be
quite unwise. Physically meaningless garbage can result from singu- -~
larities at zero and infinite particle diameter.

With the above thoughts in mind and while still reviewing

existing models, we have derived a computer simulation procedure for




realizing sample particle diameters randomly with a specified power

law cumulative distribution function N(d>y). The way this is done is
by realizing samples with the correct conditional probability density {
function fy(y) as described in detail in the next subsection and using
the following relationships to relate the conditional density and the
required cumulative distributions. The procedure for using the pres-
ent simulation model is to pick the values of Yo and ¢ and the index
of refraction to best fit the data for the simulation problem. 1In
the future, more elaborate realization procedures may be desirable for
a better fit to a more extensive set of datak.

The steps which relate the given cumulative power law model to

the conditional probability density form are as follows. In this

discussion, the word "conditional" will be dropped for convenience,

although it is a very significant word**., The usual probability distri-

bution function Pd<y is given by

Paey = 1= Bysy

e e e e gy

* Or if actual measurements of single-~particle backscatter amplitudes
are available, these could be stored in a table for direct use in
simulations of different number densities.

** A large number of particles in the 0.1 to 1.0 um diameter range could
possibly affect an LDV signal from particles in the 1.0 to 10 um
range whether the model says they are there or not.
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£ () = 4(Pyey ) 4By ) N
y | dy dy » Yy yo
. ,’
_ < (_L)—((:‘l'l) >y '
Yo \Y ? 0
0 0
= 0 , otherwise

In a simulation, the rate of generating the particle diameters is
determined by NO’ the total number per c.c.

This very simple procedure will be slightly complicated when
the value of yO is not 1.0 ym. For example, if the model is extended {
down to y0 = 0.2 um, then NO’ the way we just defined it, is the number

of particles greater than 0.2 um. However, much of the literature

defines N as the number of particles greater than 1 um in diameter.

When using such models
but this equates to
from which we would obtain

y -C
0
Y (1.0 um) N

as the correct value of NO in our approach.
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PARTICLE SIZE REALIZATION

Our objective is a subroutine that randomly generates real-
izations of particle diameter according to a given probability
distribution. Subroutines are already available for realizing a
uniform random variable. Realization of exponential, Rayleigh, and
Gaussian random variables are available also. In this section we
discuss realization of a negative power law distribution such that

the probability density fy(y) is

-b
£,00 = Ky , Yy > ¥, )

=0 ’ otherwise

where b>1.0.

The cumulative probability* that y 2y is

® _ -b
Fo) = [ Ky oy . oy 2y, (6)

) y
1

i-b

ky, 40)

=Ty

=1 , Yy £ Y

From this it follows that

b N

* The cumulative number density N > Y1 is given by NUF(yl) where
No is the total number of scatterers per unit volume.
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Figure B-1 illustrates the transformation of the uniform prob-

ability density

£ =1 s (0<xx<1) (8) |

=0 ’ elsewhere :

to the desired density fy(y) via a functional dependence* '
y = 8(x) ' (9

with g(x) given by a negative power law function, it is easy to see

graphically that

g(x=1) (10)

]
o]
[}

since fx(x) 0 for x > 1.

Now given y = g(x) the positive real root X 0= g_l(y) is unique

for this exercise. From Papoulis* we have, with g'(x), the derivative

of 8(xl),

£ (xl)

= b.S )
fy(y) TETz;ITT . (11)

We will assume that g(x) is a power law function of the form

gx) =cx ©  ,  a>0; (12)

* For complete discussion of determination of the probability density

for a function of a random variable, see Papoulis, Probability,
Random Variables, and Stochastic Processes, McGraw Hill, 1965,

page 126.
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and since g(x=1) = Yor e obtain

€=y, (13)
8(x) =y, x
-1
)
with the derivative
g'(x) = -a y, x &) (14)

Now, if we picked a functional form for g(x) correctly by hindsight,
then when we equate (5), with K substituted from (7), to (11) with

g'(xl) and x., from (14) and (13), we should get a simple equation for

1
the functional power law a in terms of the desired power law b.
Carrying out these steps leads to equating the powers of y and

obtaining

a= (F}I) (15)

When this is inserted back into the coefficients of the equation,
equality is also obtained. Thus, we have the desired result.
To summarize, if we wish to realize random variables with a

power law probability density of the form

(b-1) y—b

= 0 elsewhere,

AP TC)




we may do this by realizing random variables x which are uniformly

distributed on (0,1) and then computing
=
x P71 (17)

As an example, let us generate random particle sizes in the

4

range y > 10~ m with y | probability density and a cumulative y-3

law. Then

i
P—l
o

-
o

1

P
-
w

i

W=

Yo

]
[
(=)
"

g(x)
OPTIC ~ FRINGE MODE

The objective of this program is to accept the system param-
eters as inputs and generate the inputs required by SIGNL. This
program assumes that the scatterers are spherical with a negative
power law size distribution truncated at a minimum diameter yo.

The key inputs for SIGNL that OPTIC must calculate are:

1. Mean burst rate.

2, Optical gain factor.

3. Realization of Mie scattering cross section.

4, The number of cycles between the 1/e2 value of the
signals.

5. Signal‘visibility\factor (unity for now).

B-16
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Other required inputs for SIGNL include the sampling interval DT and

the total simulated signal duration.

We will assume that the mean transverse velocity V is perpen-
dicular to the fringes. Any random velocity fluctuation which is
assumed due to probe volume gradients or small scale turbulence will
be assigned as a fraction of the mean. The program will compute the

mean frequency as

m 0 2
where n = index of refraction
AO = free-space wavelength of laser
6 = angle between the beams in the medium at the

probe volume.
1.e number of stationary cycles between the 1/e2 points on the
fringe pattern is determined by the ratio of the transmitter beam

separation to the beam radius at the transmitter output lens as

where tan %'Z: € = small angle
R = range to beam crossover
W= lle2 beam radius at the transmitter

d = separation between the beams at the

transmitter.

[: B-17
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2
is also the number of signal cycles.

The program will use the exact form for Nf with the tan (g). For
small turbulence levels, Nf
The realization of the Mie scattering coefficients will be
performed by the program as follows. The particle inputs are lower
cutoff size, slope, and total number per cubic meter* and the relative
index of refraction. The procedﬁre previously discussed will be used
to realize a set of particle diameters for use in computing the differ-
ential scattering cross section 0. The only other required factor is
the optical gain constant which is the amplitude of a signal from a
particle with unit scattering cross-section passing through the center
of the probe volume.

The optical gain constant will be defined in such a way for

the fringe mode that the output values will be peak mean photo-electron

rate Ap at the photocathode given by

where P = peak optical signal power collected, averaged over a
Doppler cycle (peak pedestal exclusive of any
constant background)

the cathode quantum efficiency

3
[}

]

hv = the photon energy.

* Previous discussion concerning literature gives N, per cc. Such

0
values must be multiplied by 106 for input to OPTIC.
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In order to relate the signals thus produced by SIGNL to the
processor current thresholds in COUNT, the input scale factor of COUNT

must be
SCALE = GRe

where G is the dynode current gain,
R is the effective load resistor (including any preamp gain)
e = electronic charge in coulombs.

The collected peak optical signal power is given by

o (Iinc)(oj)(sz) e R (racT)

2P T A
02 G (—;- e 2R (pacT)
1rr0 J R ;

o]
n

where FACT = random probe volume entry factor
Q = collection solid angle
Iinc is the peak intensity in center of probe volume
PO = laser power
T = transmission efficiency of transmitter-receiver optics
r, = #%% = 1/e2 width in probe volume .
OJ = differential Mie scattering cross section for 0 = 180°
AO = free-space wavelength
n = index of refraction of the propagation medium
Ac = receiver collection area |
R = range
c = attenuation coefficient.
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The oj quantity will be realized randomly as previously discussed.

The remaining factors constitute the optical gain and the laser power.

Thus, the optical gain constant is defined by

st = P0 GO oj FACT
G. = 2t Ac e—2cR
0 ™ ro2 R2

The rate of Poisson occurrence of the signal bursts is given by

Ab = No v Ap

]

where No total number of particles greater than Yo in diameter

per cubic meter

cross sectional area of probe volume in direction of

>
]

mean velocity.
We have decided to limit the width of the probe volume obsexved by
the receiver with a slit at the image of the probe volume which is
equal to the image of the 1/e2 diameter, 2r0. The probe volume length
will be restricted by the same slit in conjunction with a small off-
axis viewing angle ¢ to ::2r0/¢. The off-axis viewing effect will be
created by annular collection or a separate off-axis collecting lens.

Thus, the probe volume cross-sectioned area is

2
Ap ~ (Zto) /9 .
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APPENDIX C

OPTIC: A SIMULATION PROGRAM FOR
FRINGE AND REFERENCE BEAM LV SIGNALS

The program OPTIC described in the Oceans '77 paper by Stachanik
and Mayo was developed by Spectron Development Laboratories for ARPA
under NUSC Contract No. N00140-77-C-6670. As part of a concurrent
COURAGEOQUS Support Contract NUSC No. N66604-77-M-8709, we have expanded
the program to include an option for calculation of single-particle
reference beam LV signal parameters. In order that both sponsors may
benefit from all of the work, a printout of the expanded version of
dPTIC is herewith included in both contract final reports. The theory
for the fringe system equations is discussed in the ARPA report and that
for the reference beam is discussed in the COURAGEOUS report.

A list of the input variables for the program OPTIC is given
in Table C-1. The equations used in OPTIC are provided algebraicly in
Tables C-2, C-3, and C-4 using the variable names from OPTIC to assist
a reader in relating the theory discussions to the FORTRAN 1V software
language. Table C-2 i{s a list of output quantities common to both
fringe and reference beam options. The quantities specific to the
fringe and reference beam options are listed in Tables C-3 and C~4.

Values for the input variables in OPTIC may be read in either
from an interactive terminal or from a previously prepared disc file
specified by the user. In order to save execution time by avoiding

repetitious calculations, there also exists the option to read the




differential Mie scattering cross sections from a previously gener-
ated table stored on disc. If this option is not selected, the Mie
scattering cross sections are calculated and stored in a table on
disc in order to be available for future runs of OPTIC. If this
option is selected and the end of the table of Mie values is reached
before the specified number of amplitudes is generated, then control

returns to the beginning of the file and the values are used again. ;

P T




e e = e —— -

NZERO

LAMBZ

THETA

YZERO

DMAX

NPART

PHI

RCA

PZERO

ETA

B

LIMIT

MODE

MIELM

Table C~1. OPTIC Input Variables.

Index of refraction of particle (complex)
Index of refraction of medium (real)
Free-space wavelength
Angle between beams
Range to beam crossover
e-2 beam radius at transmitter
Lower cutoff particle diameter
Upper cutoff particle diameter
Total number of part:icles/m3
Off-axis viewing angle
Transmission efficiency of optics
Receiver collection area
Transverse particle velocity
Attenuation coefficient of medium
Laser power
Cathode quantum efficiency
Coefficient in negative power law distribution
Number of burst amplitudes to generate
1 = fringe option
{ 2 = reference beam option

Maximum number of Mie Iterations to be performed

Additional Inputs for Reference Beam Option:

PR

vz

= Reference beam power

= Axial velocity

Y TRY 4




Table C-2. OPTIC Outputs Common to Both Fringe
and Reference Beam Options.

™ = Fringe signal frequency =

2°NZERQ-V sin THETA
LAMBZ 2

1
SIGP ™

]

Fringe signal period =

BSTWD = e 2 burst width = NF-SIGP

1
= X =
BANDW Bandwidth BSTWD
- = _LAMBZ°R
RZERO = Focal beam radius = NZERO+7 *WT
AP = (Cross sectional area of probe volume {(in direction
2
of transverse velocity) = (2-RZERO
PHI
LAMBB = Burst rate = NPART*AP-V
SEPAR = Burst separation = L
LAMBB
BSTWD
BRATE Number of particles in probe volume SEPAR
FSRS = Axial velocity sensitivity (Hertz/m/sec) = 2°NZERO
LAMBZ
T = Total simulation time estimate (for input into SIGNL

program = LIMIT+SEPAR

* This bandwidth is /4 times the e“2 width of the signal power
gpectrum due to transit time only and is thus probably the
smallest that could ever be realized even with a tracking filter.

TN AP+




Table C-3. OPTLC Outputs for Fringe Option.

GZERO = Gain constant = __2__'33_3_&_2_ e—Z-C-R
T*RZERO™ *R
DT = Signal sampling interval (for input into SIGNL
program) = 157755
_ 4°R THETA
NF = Number of fringes = TWT tan ( 3 )

Output Files of Randomly Realized Burst Values

Table File:

DIAM = Random particle diameter (meters)
SIGMA = Differential Mie scattering cross section
) (meterz)
FACT = Random probe volume entry factor
(dimensionless)
PC = Collected optical power at detector
(watts) = PZERO*GZERO*SIGMA*FACT
. AMPL
SNR = Peak signal-to-noise power ratio = %4 BANDW
Amplitude File:
ETA
AMPL. = Peak photoelectron rate = PCe AV

452 - o B




Table C~4. OPTIC Outputs for Reference Beam Option.

RBPR = DC cathode photon rate due to reference beam = :
ETA :
" PR
-19
IDC = Cathode DC current = RBPR+1l.6x10
) REFRQ = Reference system signal frequency = FSRS-VZ ]
DT = Signal sampling interval (for input into SIGNL
_ 1
PTOgTam) = 13 317759+ REFRQ
' AC = Effective receiver collection area = 'lr'(WT)2 E
i ETA-1.6x10" 2 \fwr®-NzERO -C*R
. ] GR = Gain constant = {47 wv 2 VrE e
4 R*-LAMBZ
NFREF = Number of fringes (for input into SIGNL program) =

3 4R (TIHETA), (REFRQ
’ meWr o\ 2 N

Output Files of Randomly Realized Burst Values

Table File:
DIAM = Random particle diameter (meters)
SIGMA = Differential scattering cross section
FACT = Random probe volume entry factor =
2% .
e s X is a random variable uniformly
distributed on (0,1)
SNR = Peak signal-to-noise power ratio = {
np1?

4o (1.6x10"17) . IDC- BANDW

= Peak cathode sisnal current =

(ﬁm) (GR (\/?IT—MA FACT)
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Table C-4. OPTIC Outputs for Reference Beam Option (Cont'd)

Amplitude File for SIGNL:

AMPL. = Peak cathode signal current expressed as a

photoelectron rate = .__éEZE_Ig

1.6x10°
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aen|
8602
8653
oaad
EEED
aeas
867
BEAS
G003
8@l e
eall
G812
ErTE;
2614
aeis
8@l
aeiv
2218
a@l 9
aa2a
aa2|
8822
G023
ae24
GGES
aozs
a027
8228
2029
aG3ea
Gazi
ag32
ap33
#634
5835
6636
G037
3238
o839
a048
004 |
6042
Ga43
8844
6e45
8546
6047
2648
6a49
5958
aas|
8052
8053
@054
§695

i A A M5

FTN4.L
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FROGRAM OFTIC

THIS FROGRAM ACCEPTS THE SYSTEM PARAMETERS AS INFUTS AND
GENESATES THE INPUTS REQUIRED BY SIGNL. IT IS ASSUMED THAT
THE SCATTERERS ARE SPHERICAL WITH A NEGATIVE FOWER LAW 51ZE
DISTRIBUTION TRUNCATED AT A MINIMUM AND MAXINUM DIAMETER.

OPTIC GENERATES UP TO 3 SEPARATE FILES--ONE CONTAINS THE INPUT
AMPLITUDES FOR SIGNL. ONE CONTARINS A TABLE OF VALUES

INCLUDING SUCH INFORMATION RS THE PARTICLE DIAMETERS AND FACTORS
GENERATED. AND THE THIRD {FOSSIBLE) FILE CONTAINS R TABLE OF
CIAMETERS AMD MIE COEFFICIENTS TO BE USED IN FUTURE RUNS IN
ORDER TO SAYE EXECUTION TINE

REAL LAME.LAMEB.LAMBZ . NPART.NF. KL, NZERQ, IDC. NFREF
COMPLEX N
DIMENSION ITIMECS?2, I¥EARS 3, IPRAMNCS 2, IDFC 1440, IB2{ 403, NANF{Z 2,

+NAMZCZ ), IBECAE), ID2C 144 )

COMMION NAM7¢E 2, NAMSC 3 3. IOPTF. I0PTE, ID7C 144 3,
+ID3C 12980, IBF 462, IBSC4G ), LU

CALL RMFARIFRAM

RN=47554118.G

PI=3. 1415382€35

LU=IFRAN | >

- IFCLU.ER.@OLU=I

| E%]

o

[

L

=4

WRITECLU.Z21

FORMATC " DO YOU WANT THE MIE YALUES RERD FROM AN INFUT TAELE?"2
READC LU, 222ITAE

FORMATCAZS

IFCITRB . EQ.2HYEXGD TO 25

KRITECLU.ZD

FORMATC * ENTER FILE NAME FOR OQUTPUT MIE ¥RLUES"™)
READCLU. 4 CHANSCT 2. I=1. 30

FORMATL ZAZ )

10PTS=188

CALL CREATCIDR. IERR,NANS. ICPTZ,3.8.12.1441

CALL CODE

WRITECIER.62

FORMATC " TRELE OF MIE SCATTERING COEFFICIENTS™?
CALL WRITFCIDS,IERR.IE3.382

NHERD=Z

CALL CUDE

WRITEC IBS., 7 INHERD

FORMATC IS, " LINES OF HERDER INFORMATIGN".S5H)
CALL WRITFCIDS.IERR.IE3.48)

Go TC 2

WRITECLU. S

FORMATC * ENTER INFUT FILE NAME OF HIE VALUES™?
READCLU. 4 XCNANSCT 2aI=1, 30

CALL OFENCIDS, IERE.MNAMI.Z.0. 12,1540

Do 114 I=1.4
CALL RERDFCICS, IERR.IES. 44,
CALL NAME
WRITECLU, 32D

-
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| S—

955
HOEF

HE3S
aa32
aasa

- Gesi

BOGE
Bos3
ae54
GE55
A886
gas7?
gess
aBss
Be7s
aa7 |
G872
Ga73
G274
6875
6978
gar?
5978
gars

aa3!

aas2
aeaz
aas4
aaas
aa36
aasar
£a38
Bagas
alas
aroi

gloz
altas
Elég
gigs
glas
glar
GG
glas
GG

Ly

za

'al

'.'-‘£
)

L]

du Tl
L]
ficx ]

41!

4289

FORMATC " DO YOU WANT SYSTEM INPUT VYALUES REARD FROM A FILE?")
RERDCLULZZ2IN
IFCIN. EQ.ZHYEDGO TO 38
NRITECLU. |@)
FORMATC® INFUT THE FOLLOMING:",
+ " {12 INDEX OF PE”RHC 10N OF PRRTICLECRERL.TMAGI"/
+ 4 (Z) INDEY OF REFRACTION OF MEDIUM"/
+ X (3> FREE-SPACE WAVELENGTH"#
#* " ¢4) ANGLE BETHEEN BERMZ".
+ . {5) RANGE TO EEAM CROSS OVER"/
+ - (&Y | AE##2 BEAM RADIUS AT TRANSMITTER"?
READCLU, 3N, NZEROD. LANBZ . THETH. R T
HRITECLU. Z2a3
FORMATC ™ INPUT THE FOLLOWING:
* £ (i LOWER 'dTPrr F RTICLE DIAMETER"/
4+ & (2> UFPER CUTOFF PARTICLE DIANETER"/
+ I (3) TOTAL # OF FARTICLES Ti#%3"/
+ # (4) OFF-AXIS YIEWING RNGLE"S
+ e (53 TRANSMISSION EFFICIENCY GF OPTICS"S
+ £ (&) RECEIVER COLLECTION RREAR"/ ;
+ . {7 TRAKNSYERSE PARTICLE VELOCITY") |
REACS LU, # XPZERD. DNAX . HPART . PHIL T RCA. Y |
WRITE{LU. 3G |
FORMARTC " INFUT THE FDLLDNTHF e |
> = 1y ATTENUARTION CL ENT OF repium"/ |
+ F: 22 LASER PDWER"S {
+ 5 (3> CATHODE RQUANTUM E FICIENCY"S |
+ = (4) B COEFFICIENT IN NEGRTIYE POKER LAN FROB DIST"/ |
+ i €52 INTEGEF hk”ﬁhP HF HHPLI:UPE: TO GEMNERATE"/
s i (&Y MODE QPTIOM: |=FRINGE 2=REFERENCE BEAM"S
+ . (F} UFPER LINMIT OF MIE ITERATIONS")
RERDC LU, # 30, PZERDLETA. B. LINI T, HODE HIELM
GO 70 33
KRITE(LU. 2682
FORMATC " ENTER FILE NANE™ )
READCLU, 4 XX NANZCT 2, I=1. 33
CALL OPENCIDZ, IERR.NANZ2.Z.0,12,1443
CALL RERDFCID2.IERR,IBZ,48
CALL CODE
READ: 182,418, NZERD, LANEZ . THETH
FORMAT{SEIS. 82
CALL RERDFSIDZ.IERR.,IB2.430
CALL CODE
RERDC IB2. 418 3R WT, YZERD, DHAN . NPART
CALL READFCIDZ.IEZRE.IBZ. 487
CALL CODE
REAUCIBZ,411 PRI T,RCAY
FORMAT{4El&. 82
CALL READFCIDZ. IERR.IB2.44
CALL capz
READCIBE. 411 )0, FEERDLETH B
CALL READFCIDE. IERR.IEZ. 882
CARLL CODE
REARDT IB2. 42 F*LIHIT;NLFE MIELHM
FORMATC 215 )
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GIZi
alzz2
gl33
alzq
al33
a3
glar
alzs
alzz
al4a
elgl
gla2
o4z
gid4
2145
al4s
glqrv
aj42
Bl4s
gl!3¢
elsi
aisz
G153
G154
&133
&135e
glar
a5z
. 8139

also
aleal
gl1ez
ales
ale4d
ates

e

Db B L ]

L B

L Ao By

Iy

ey

R R Ry

33

"

[

Hy=] . 987E-Z23-LANBE

TERM=ETAR-HY

LAME=LAMNBZ/NZERD

FZRS=2. 8 LANE

IFCMODE . ER. 1 2G0O TO 41

HRITECLLUL 42D

FORMATC" INPUT REFERENCE BERM FUWER")
READ{ LU, # PR

REFR=TERM+FE

IDC=REBPR+( | .6E-153

WRITECLU. 3.

FORMATC " JNFUT RXIAL VELGCITY":
RERDC LU, * V2
REFRO=FSR5#VZ
AC=PI+WT*NT

CRLL CREAT{IDE. IERR.MNAMNS. I deJaH 12
CALL CREATCIDF, IERR,MAMY . TOFTY . 3.8 12,

GET TIME OF DAY (T3 5TORE IN HERADERS OF CREATED

-
by
-
Iy
Ly

)

CARLL ENECC L], ITIME, IYERR

COMPUTE MEAN FREQUENCY AND S1GNAL FPERICD

. FM=2 #NZEROA/LANBZ#SING THETAAZ | yay

SIGP=1. 8/FN

COMFUTE THE BURST WIDTH (# OF FRIKGES) RND
THE i/E#+Z BURST WIDTH

NE=q+RB 0 PI#+WNT M TANC THETASZ . 3
IFCMODE  ER. 2 XNFREF=NF+REFRG/FHM
ESTHD=NF+51GF

BANDW=1 . G- B5THD
REERC=LAME+RACF [#HT .

COMPUTE CROSS SECTIONAL ARER 2F FROBE VOLUNE IN DIRECTICHN OF
MERN VELOCITY

P=¢ 2, #RZERD Y4z . B/PHI
LAHEE=NPARTHAP#Y

COMPUTE BURST SEFRRATION AND ESTIMATES FOR T AND DT (70 BE U

SED

IN SIGNL>. RLSO CONFUTE “BRATE = THE # OF PARTICLES IN 1/E+%2

FROEE YOLLUME AT ONCE

SEPAR=1 . /LANMEE

ERRTE=BSTWD/SEFAR

TOTDT=LINIT+5EFAR

IFCHOCE . ER. ! MDT=1.8.I7.314153%FN?
IFCHOPE .EQ.2ET=1.6/C17. 313139+REFRI )

QUTPUT HERDER INFURMATION TU FILES
CRLL COpE




al&s

-~ @ler

alss
als®

@I

givt
girz

8iva
giv4

8l7s

g
al7;
g178
@179
giss
arel
6182
glez
ale4
B85
g13s
ales’
&8
aigs
ol ge
8i91
a192
gis8z
aisd
g195
gizs
ajar
gi19g
6189
gzea
gzal
BEEES
a8z
86204

- 82835

5266
8207
aze3

- 82e3

ezig

- 8211

aziz

- B213

azl&
8215
a2ie
6zlv
az2le
o212
a2zd

WRITE(IER. 532
a9 FUEMHT&" QFTIC GUTRPUT &
CRLL ¢ RITF(IDq IERR. IER. qe 2
NHEH”—-
IFCHORE EQ. | JWHERD=12
CRLL CODE
WRITECIRS, 33IMHERDL :
23 FORMARTC IS, ™ LINES OF HERDER INFORMATION"?
CALL WRITFCIDE. IERR, IEG. 483
CALL CoDE
WRITECIER, 21 Y TIMECS 3, IVEARC | 3. ITINEC 42, ITIMECZ 5, ITIMES
J1 FORMATC " CRERTION DATE: ", IS 1X.13." Tine: ".3I52
CALL WRITF{ILS., IERE. IBE. -'3!3 ’
CALL COpE
HMRITECIBY . 3213
e FORMATC * OPTIC OUTPUT--THRELE OF YARLUES"?
CALL MWRITFCIDV. IERR.IEF, 482
CARLL CORE
WRITECIER .31 2ITIMECS ), IVERRC 1 2, ITIMEC4 2, ITINEC 33, ITINHEC
CALL WRITFSIDRV.IERR.IBV.382
IFCMODE . ERQ. 1250 TQ Zaz
CRLL COLE
HRITECIET. SER2
588 FORMATC" DIRMETER - 5IGMA FARCT SNRY,EX
- CALL HRITFCID?. IERR, IBV. 48
60 TOQ 587
Sa8 CALL CobE
HRITECIEF. 5182
sla FORMATC™ DIAMETER =
CALL HWRITFX IDY, IERR. IBY . % G35
g7 CALL CORE
WRITES IEE, 88 3H. NIERG
E8  FORMSTC" NCPARTICLEI=",2F5.4," NCHEDIUN =",FE. £, 16K
CALL WRITFCIDS, IERR.IBE. 467
CALL CokE
WRITEC IBS. 62 MLAMBZ . THETA
t'd FURMHT'-. # Fi’"Es. qf'H’ - b\H"-"' 'r!dinu £ ’L' E)
SR ANGLE BETHEEN BERMS=".E!8.4:
CRLL MRITFCIDS, (ERR.IBS, 440
CRLL CODE
WRITECIES. S48 HT
&4 FORMATC™ RANGE 10 BERM CROSS OVER=".EIE&.
e {/E*w2 BERM RADIUS=",EZ.40
CALL NRITFCIDS.IERR. IBS, 48>
CRLL CCDE
WNRITEC IBS, 86 )WZERD. DNAN
&8 FORMAIC" LOWER CUTOFF SIZE=",EIl8.4.
o UFPPER CUTOFF SIZE=".EI8.4,185)
CALL WRITFIDE, [ERR. IB8.45E
CARLL CODE
WRITE{IBE.8! JFHI.T
8! FORMATL " OFF AXIS VIEWING ANG=".E/8.4
+*  TRENSMISSION EFFICIENCY=".El8. 42
CALL WRITFCIDS. 1IERR, IBE. 48}
IFCHORE . EQ. | 30 TO &9 e

‘r\

c-11

SIGMA FRCT FC", 85,

&

» "RNPI" )

“SNR"




o2 CALL CODE
6227 WRITEC IBS. 82 )AL NFREF
@223 82  FORMAT: " EFFECTIVE RECEIVER COLLECTION AREAR=".E18.4.
B2z4d +7  § FRINGESCREFI=",EIR.4,285%)
0225 CALL WRITFCIDS, [ERR, IBZ.45)
8225 Ga To 79 :
3227 89  CALL COPE
G228 WRITEC I8, 78 )RCA
G2E9 75 FORMATC * RECEIVER COLLECTION AREA=",E18.4.48%}
g238 CALL NRITFCIDS. IERR, IBS.48)
231 79 CALL CODE
23z WRITEC IB8, 83)C. PTERD
6233 S3  FORMATC" ATTENURTION COEFF=",E18.4." LASER POWER=".EI@. 4.28%)
8234 CALL WRITFCIDS. IERR. IBS.46) :
8235 CALL CODE
G236 WRITEC B8, 84 )ETA
P37 54  FORMATC " CATHODE QUANTUM EFFIC.=*.EI9.4,38%)
G238 + BRAGG CELL OFFSET FREQ=",E!8.4)
8233 CALL WRITFCIDS, IERR.IES,48)
G624 CALL CODE
az4| WRITECIBS, 8508, LINIT
G247 85  FORMATC " B CGEFF. IN NEG. PONER LEK DIST.=".El18.4%.
8243 +" # OF ANF.”S GEMERATED=",15)
8244 CALL WRITFS IDS. IERR. IBS. 46 )
G245 CALL CODE
245 WRITEC IE3. 86 V. NPART
3247 86 FORMATC" VELOCITY=".El@.4." TOTAL # GF FARTICLES=",EI8.4.25%)
8248 CALL WRITFCIDR.IERR.IBS. 48>
G242 CALL CODE
8256 WRITEC IBQ, 68 )FM., SIGP
825/ 68 FORMATC" FREQSFRINGE )=",E16.8." SIGNAL PERIODCFRINGE =",
8252 +EIG. 2. 15K)
8253 CALL WRITFCIDR, IERR, IBS. 46
G254 CALL CODE
9255 KWRITEC IBS, 88 JMODE, MIELM
B2S6 &8  FORMATC" MODE=",Ii," ¢ |=FRINGE.Z>=REF.BERM)".
aesy + MIE LOGP LIMIT=",15,285)
] 2258 CALL WRITFCIDE.IERR. IBS, 48 )
g 0253 DO 88 I=.,48
_ @266 88 IBSCI)=2H
8261 C -
G262 ©  COMPUTE |/E++2 WIDTH IN PROBE VOLUNE AND CONFUTE DFTICAL
8263 C GRIN CONSTANT
8264 C J
B2ES IFCMODE EQ. 150 T 47
266 ENFCR=ENFC ~C#R )
G267 GR=4 GHEISTERMWC | GE~1 90 HT##2 8 MNZERIRSORTC T IHEXPE ~C#R)
6263 +/C Rk 2, BHLAMBZ 3
B263 PG=PZERI+GR
827a GO TO 48
G271 47  EXPCR=ENPC-2.%0¥R)
8272 GZERO=( 2. @ T+RCA 3¢ FI#RZERG*#2  GeRwn? 6 ) IEXPLR
8273 PG=PZERO*GZERD
8274 48 CALL CODE
8275 WRITEC IB3, 99 )SEFAR  LAMBE




i
I

BEiG
8277
B27a
8279

B28g

- 828l

G282
8283
a294
2285
6286
8287
p2gs
2253
52905
8221
a2a2
2207
azad
8295
gEos
297
G258
9295

83ag

- 838l

g3
8363

. B364

8383
ESGs

@387

6268

- a3a3

ey ]

" 831

g3lz
a3t
831+
835
aiis
a2y
azle

. @313

gize

- azzl

e3ze

8322

a3z4

8323

8326

azzv
B3ce
8323
8234

i FORMATC " BURST SEFARATION=".El&.2." BURST RRTE=".EI15. 82
CALL MRITFLIDS. IERR. IBS. 482
CALL CODE
WRITEC IES. 51 JBSTHD . BANDN
gl FORMATE " | AE++Z BURST WIDTH=",El8.4." BRANDWIDTH=",E15. 4, 13X
CALL WRITFCIDS. IERR. IBR. 483
IFCMODE ER. XG0 TO 185
CALL CODE '
WRITEC IER, 99 2GR, EXFLE ;
24 FORMATC * GR=GAIN CONSTRNT{ INCLUDES EXF(-CRIX=",E18.4,
+¥ EXFC-CRI=Y,E18 2, 882
CALL MRITFCID2, IERR. IBE.48)
GO TO las
185 CALL CODE _
WRITECIBR, 92 )52ERD . EXPCR
2 FORMATC™ GRIN CONSTANTC INCLUDES EXPC-Z2CR3)=".EI18. 4.
+" EXPC-2CRX=".EIE. 4, 1682
CRLL WRITFCIDEG. IERR.IB3.48)
{88 CALL CODE :
KWEITECIBR, 33 )G, BRATE
93 FORMATC" PsG=".Eld.4.," & 0OF PRRTICLES IN FROEE YOLUME=".
+EI8. 4,235
CALL MWRITFCIDG, IERR,IBG. 582
IFCHMODE.ER. i 230 TO 38
. ERLL CODE
WRITEC IBS, 95 )FR. REPR
a5 FoRpaT " REF BERM FOWER=".El2.4." REF BEAM PHOTON RATE=".
+E1G.4, 1882
CALL WRITFCIDB.IERR,IES. 462
SIGP=|. 6-°REFRW
CALL CODE
KRITECIBR, 37 JREFRG. SIGF
a7  FORMATC " REFERENCE FREQUEHCY=",E|&.8." REF.SIGNAL FERICGD=".
+EIE. 92
CALL HRITFCIDE, IERE, 1EBS, 362
CRLL CCDE
WRITELIBS,228)0¥Z, IDC

Lo

220 FORMAT(" AXIAL YELOCITY=".£l8.4." IDC=",EiB. 4 73X2
CALL WRITFCIDE, IERR, IBE. 362
GO T¢ 96

53 CALL CODE
WRITE{ IB@. 83 XNF

93  FORMAT(" # OF FRINGES=".E1& 2,355

CALL WRITF{IDS.IERR. 1B3.482

85 CALL CODE
WRITECIBS,452T0TDT.OT

46  FORMAT(" T=".,El&.8." Di=",El&6.8.36X)>
CALL MWRITFCIDS.IERR.IBSE.48)

[
C TTIME” AND “DTIME® ARE USED TQ PUT THE OUTPUT FILE IN AR FORNAT
c SUITABLE FOR INPUT INTD THE HISTOGRAM FROGRAN OF THE PLOT FPROGRAM
e
TTIME=FLOATCLINIT?
DTIME=].8

CALL CoDE

B3




6331
8332
A3Z3
8334
g335
6338
a337
8338
8333
a2qe
a2341
8342
8343
6344

8345

8348

a3qr
8348
8349
8350
a3s!

© 8332

8353
8354
a3ao
Bass

397 |

6358
5359
a368
8361
6362
2363
6354
0365
G366
B3s7
A368
6369
8378
o371
6372
8373
6374
B37s
B376
Pk b
6373
G379
B350
633!
B382
6383
0384
5385

4

(o R wE o]

]
X

- D0 N1E KE=1.5

lia

eyt

[ 4

Ty

ot 0

PRE—

HREITECIBE, FIXTTINE, BTIME
FORMRTCZEIG. 2, 36X )

CALL WRITFCIDS, IERR.IBE.48)
CNI=REAL{N?

CN2=AIMNAGCH >

KL=2. #PI-LAMNE
IFCITAE. ERQ. 2HYEXGO TO 7z
CALL CODE
WRITECIES, 73 XCNI . CHE
FORMATS " CNI=",E18.4." CN2=",E|&.4.," THETA= |88 DEGREES" )
CALL WRITFCIDS.lERR.IBR. 462

CALL CODE
WRITECIB2.74)
FORMATC " DIAMETER I-FERFENDICULAR I-PRARALLEL ")

CALL WRITFCIDS. IERR,IES,48)

GENERATE REALIZATIONS OF FPARTICLE DIARNETER ACCORDING TO NEGATIVE
FOWER LAW CISTRIBUTICOH

po 188 I=1.LIRIT
IFCITAB.NE.ZHYE)GU TO 118

CALL READFCIDS.IERR.IEZ.24.LEN?
IFCLEN HE. -1)50 TO |17

CALL RWNOFCIDR.IERE

CALL RERDFCIDS.IERRE.,IBZ,48)

CALL COPE

READC IBS. 111 OPSIZE . COEF | -
FORMATCZE 6. 8. 16X

KN=RAND{4.RN.8. 2

GO TO (12

N=RAND(4.REN.@. )
PSIZE=YZERD*XN5:4( = 1 /CB=1 222

IFCPSIZE. GE.DMAK GO TO 1@
F5SIZE=FSIZE¥(KL/2. 8}

GENERATE MIE SCATTERING COEFFICIENTS

CALL MIECPSIZE,CHI.CH2. 86, ,MIELMN, CUEFI.COEF] 2
CALL CobE

WRITEC 182, | 1 Z)PSIZE. COEF |, COEF ?
FORMATCZENE . 8. 5K i

CALL WRITFCIDO IERR. iBZ.29)
SIGHA=COEF | /KL#+2 1

GENERATE RANDCGM FROBE VOLUNMNE ENTRY FRCTORS
W=RANDC4.RN. 8. 2

N=(X=.3 %2,

FACT=EXP( 2. #ABS{ X r#x2 . @)

COMPUTE EFFECTIVE SCATTERING COEFFICIENTS THEW OBTRIN EQUIVALENT
SIGNAL AMPLITUDES

FC=FRCT+FG*5IGMA




% azes ANFL=PC*TERM ;

! azar IF{NBDE.EQ.2)HHPI=S&RTEPR$PZERO)*GR*SQRT(SIGHHJ*FRCT
i g3as IECMODE . EQ. 2)ANPL=AMFPIA | . 6E-152 |
E | g389  CARLL CODE |
4 azaa HRITEC IB2. 568 )AMFL

@39 508 FORMATCEIE.8.685)
gz CALL WEITFCIDE.IERR.IGS,8:
G383 PSIZE=PSIZEACKLAZ. 8
8394 IFCMaDE.EQ. 150 TO 18]
/I35 SNR=RIPI#+32 0¢84, G( | BE~]3 2+ IDO*BANDH 2
a39s CARLL CODE
g3ar HRITEC IB7. S518P51ZE, SIGHA, FACT. SHR. AP
g398 CALL MWRITF¢ID?. IERR, IETV.482
G399 GO TO leg
o488 181 SHR=AHPLAC 4. G+EANDN
a4a] CALL CODE
E - aeaz WRITECIB?. 518 )PSIZE, SIGHA FACT.PL. SRR
G483 518 FORMATCSEIZ. 40
G484 CHLL WRITFCIDV.IERR.IBV,3E:
g485 188 CONTINUE
a4as CALL LOCFCID?. IERR, IREC, IRE, ICFF.J5ECY
a487 ITRUN=JSECA2~IRB~-1
5458 ‘CALL CLOSECIDV. IERR ITRLUNY
2489 IF¢IERR LT.@)CALL CLOSECIDT S
Beid . CALL LOCF¢IDS. IERR, IREC. IRE. IUFF,J5EC)
1 adil ITRUN=JSEC/2-IRE~1
| @412 CALL CLOSESIDS. IERR, ITRUR
- 8413 IFCIERR . LT.@XALL CLOSECIDED
F | 64! IFCITAE . EQ. ZHYEXGOTO 254
E | a413 CRLL LOCFCID2, JERR. IREC, IRE, IOFF. J5EC !
|| a4i6 ITRUN=JSEC/2~-1IRB-1
- @47 CALL CLOSECIDD, IERR, ITRUN
8413 IFCIERR.LT.GIXCALL CLOSECID3D
@419 Garo E7e

b | || G4zo  25@ CALL CLOSECIDS)
@42 278 STOF
Y END:

FTH4 COMPILER: HP32B£0-16832 REY. 1726

sk NO MARNINGS +# NO ERRORS #+  PROGE

kel
s}
=

[}
Dol
o
=3
LT%]
w0
LR

anmon = 21322 |




G423 FUNCTION RANDCILE:G2 i

G424 ©- THIS ROUTIME COMPUTES R RANDON YARIABLE ACCORDING TO I
G325 C- I=1,CALCULRTE AN ESFONENTIAL R.¥.. FEAM=1
ge26 C- I=2,CALCULATE A RAYLIEGH R.V.. HEAN=1

G427 C- [=3,CALCULATE A GAUSSIAN R.¥.. MEAN=1 KNORM.5.0.=06
a428 (- I=4,CALCULATE R UNIFORM  R.V.. RAKGE g ra !
a422 (=23 O%0
8434 R=AMODL (1, | GEBEE0R] .62
o433l N=@/ | GeonaRa | B
8432 50 TO C1.2.2.40.1+8. 8
@432 4 RAND=X
g43+ RETURN
a4338 I RAND=ALOGS . 8552
8435 RETURHN
8437 2 RAND=S@ERT( -2+ALOGE N Y MSRRTI2AZ. 14153255
a433 IFCI . EG. ZIRETURN
0332 RAY=RGHND
a448 (=23, 4+l
L4 Q=ANODC L, | BEGEEASE] .80
B34 X=@|Bocaaaal . o
gd4z RHHD=G*CRH?$CUSf6.EQJISSE$K))#SQHTC£#3.!4!59355)+!
8444 RETURN
§443 ENG
FTN4 COMPILER: HP9Zasm-|6@%2 REY. ITZE

#k  NO WARNINGS #+ NO ERRORS #+  FROGRAM = aElay CONMON = Bpoes

Cc-16




2446
a447
| B348
8449
G450
8451
aa52
84532
§454
8455
8456
8457
2453
6453
EEETe
a461
G462
£aE7
G464
AET
0466

1.‘:.'-“.\!.",;'.’")

N

[ E¥]

SUERCUTINE HAME

THIS IS A MORIFIED VERSION OF THE “NAMNES SUBROUTINE USED IN
OTHL,: FROGRAMS IN THIS SIMULATION

COMNON Nﬂﬁ?fE);NﬁHng);IUPT?;IOPTS:ID?(I##):
+IDSC 12980, IBFC4G), 1B2( 480, LU

WRITECLU. D

FORMATC " FLEASE ENTER THE OUTPUT TABLE FILE NANE™?
READCLLU 22 NAMT I3, I=1,32 a2 g
[OFTF=166

WRITECLU. 32

FORMATC " NOW THE AMPLITUCE FILE NHME")
REALCLU. 2XCHARSCT 2 I=1.32

FORMATL 3RZ 3

IOPTE=i08

DD 1:7 1=’J’18

17T »=2H

IBE(I 2=2H

REETURN

ERE

FTN< COMPILER: HPS2@868-16892 REV. I7Z6

w4 NO WARNINGS #+ NO ERRORS #4 PROGREGN = BE!ZH COMMON = BISZ23




R

g4a7
a488
gae2
L4ra
a4
641 u-'
l'."fl \;"
g«
e
2476
@4??
g8

fa7a

a4aa
a4gl
g482
483
8484
8355
&48s
a4av
8488
£48%8
8458
549!
843z
2433
84243
84395
a43¢&
gqay
8498
8439
e588
asgl
as5az
gsas
asgs
asus
588
esay
asgs
ERTE
asra
usili
asid
86513
g£514
G315
g3ls
gsiv
asig
as5i=
832¢
aa21

Pty o Ty T

ey Oy

G a T

SUBROUTINE MIEL@.CRI.CHz ETH;HIELN AIFAR, AIFER 2
COMPLES CN. TERIMI . TERMZ, SUMI . 5unt2. 21, Z2.RIE.RIL. CElA.CSIIAPHIA,
+ FHIIACSIEB,CEIIB.FPHIB.PHIIEB.CRI.CRE,BLI.BLEZ.CC1. C51 .,

+CCE;LSE;FJ91;FJIIJFJi;F?Ql;F?!!,F?I:FJQE:FJIE;FJE:FV@E,F?ih;FH.

- THIS IS A MODIFIED YERSION OF THE MIE SCATTERING
PROGRAM WRITTEN FOR LAOCKHEED BY T.R. LAKWRENCE.
THIS VERSIUON IS IN SUBRODUTINE FORM AKD ALS0O HAS MANY
UF THE REPETITICUS CARLCULATIONS REMOVED TC PROYIDE
QPTIMUM EUN-TIME USAGE.

INPUT PRRAMETERS RARE:

= SIZE PRRANETER=2+PI+RADIVSWAYELENGTH

CHI— REARL PART OF COMPLEX REFRACTIYE INDEX

CNE IMAGINARY FART OF COMPLEX REFRACTIVE INDEX
HTﬁz THE SCATTERING ARNGLE IN DEGREES

QUTFUT FREAMETERS HAKE:

AIPAR=MIE SCATTERING COEFFICIENT I

RIFER=NIE 'LHTTEKIHS COEFFICIENT I2

CN=CHFLN{CHNi . CR2
SI=CMPLYC(R. 6.8
E2=Z | #CH

THETA=S5TA
THETA=THETA/ST . 235772
RIE=CB.8,1.8)
AlL={1.6.8.62
SURI={g.8.8.82

lllllllill

0

- SUN2=(B.&8.8.82

sSums=8.4&
C=COS{THETR?

DUE TO FRILURE OF RF FUNCTIONS FUOR CONMPLEX SINE AND CONFLEX
COMPLEX COSINE. THE FOLLOWING 4 STATEMENTS WERE MCDIFIED TO
COMPUTE THESE FUNCTIONS.

CCI=CCENPCRIE+*E Y+LEXPC-RIE®Z] 2 )72
CSI=CCEXPLRIE®Z | )~CEXP{ HIE*”’)"(“ ?*HJE)
CC2=CCEXPCAIE#Z2 M LEXPC-RIE#Z23)/2. 8
CS2=CCENPCRIE®Z2 )-CENPC-RIE®Z2 ) )/C2 . Q*81E)

*eNOTE** IF THE UPPER LIMIT OF THE FOLLOWING LOOFP IS5 EXNCEEDED.
THE RESULTING DRIA RILL E ﬁf:bEFf'”“ SO 7O INFORM THE USER

OF SUCH R SITURTICGK. 16 a*+3a IS OUTFUT RS THE COEFFICIENT KHEN
THIS QUCURS .

Lo S8 L=1,MIELHN

AL=L

RIE=RIEX*{B.8.1.80

FlL={Z a+AL+]. u)’(ﬁL*(HL+I axi
ALl PNXNCL.THETR PNNN.PPNHR. C. P

CALL JBESLCL.Z21,C51IR.CS1IR.CCI. S: ~;Jf,F3:; rdll

CALL YBESLCL.Z!.PRIAPHIIR.CCI.CSL.FYS8I.FYii Frl’

CRLL JBESLCL.Z2.CS5IEB.,C5!1EB. Lc:, S22, FJa2.Fliz2, F")

CALL YBESLCL:Z2,FHIB.PHIIB.CC2.052,FYea,FYIZ.FY2

CRI=CSIA-(EB. F,. 8xRHIR

CR2=CSIIR-{E€.8.,1.8XPHI IR

BLI =R ESFL*{ CN*CS | tA*CS 1 B-CS ' R+CS 1 1B 2" CCN*CS I B*CRA2-CRI*CS! IB)

1f_’|

Cc-18
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=

ey e T

- @sz2e

8527
8528

8329

8538
a3zl

BSAZ
8533
8534
8335
B335
8337

85335

6539

FTH4 COnFILE

LA

i, Ly

e e

c-19

5 - e
B =i E#FL#C ONHCS | ASCS ! | B-CS | [A+0S [B)/CCHROS | | B#CAI-CAZ#CS 182
AIL=AIL¥CH. B.~1 B2
TERM =R 1L 4¢ BL | *DPNHX-BLE#FNIN )
TERMZ=R1L*< BL | #FNMY-BLESDPNIE )
SU=C HL#CALS | . G2 04R2 2 QAL+ . 8 06 CRESCBL | 242 +CABSC BLE ) #42 )
SUPIS=SLNT+SU!
SUP =50k |+ TERM
SUNZ=SUMZ+TERNZ
IFCCARSCTERMI ) LT.5. 8661 . AND. CABSC TERMZ . LT. 8. g60160 TO 36
CONTINUE
SUNF=CABSC SUMT 2 |
SUR4=CRBSC SUME ) |
AIPAR=SUNI*SUM3 |
ATPER=SUM4+5UN4 |
IFCL . GT.MIELMIAIPAR=16. GE+35 |
IFCL GT.MIELMIRIFPER=18. OE+35 @
RE TURN ;
ERD 4
R: HP92666-16892 REY. 1726
w# NO MARNINGS #+ MO ERRORS #%  FROGRAM = 80308 COMmGH = BOOEE
|
1




@540
8341
6342
a&542
as44
a543
8546
B547
548
8548
83348
855!
- 8332
. -
8534

g555

8358

@537

25358
. B553

a50¢

s+ NO WARNINGS #+ HNO ERRORS #%¥

?HFﬁPUTIHE PNKH(N;THETH;PNMR;&PNH#;C;PI;PEJ
=

I=H-1i

IFEN.ER. 1260 TO 121

IFCN ER. 2360 TO 132

B=pPz

ar=1
PNNX=<E.E*HH+I.@)#HH*C*PZ—PI*(HN+!.3PHHN
Pi=F2

F2=PNMX
DPNM%=—RH*C#PNN%+(HN+I.G)*B
Go TC 211

PHMS=1.8

DPNMX=-C

Go 10 311

PHMy=3. G+C
DPNNe=—3.G*CO$€E.B*THETR?

“FlI=!.8

pP2=3. 8+
RETURN
END

FTN4 COMPILER: HPg2pen- 16032 REV. I728

FROGEAM = @8138

romm—"

COMMDN = G887




asel

8562
BRI
gieq
§555
8386
azers
GIsg
8552
asrg
8571l

; @574
b 8573
g57e

8s7s
esvs
Ba8y
Bsgi

asgz
8583
8584
6385

asrz
asr3

8577 -

&4

SUBROUTINE YBESLCH.Z.CS1.C511,0C.C5.FO.Fi.F2
COMFLEY Z.CS1.,C511,F8.F1.F.X.CC.CS
AN=NK
IECN.ERQ. 1350 TO &3
IFCH. EG. 2250 10 649
IR=pr-{
AJ=IR
=F
Fg=F1|
Fil=F
F=¢2 BxAJ+] . 82F | 2-Fa
CS|=-Z4F
CS| | =-Z#{ K~CAN+! . B 3"Z%F 3-F
GO 13 8i
Fa=-CC/Z
Fl==LC/Zx42-C5/2
=3, 8%F | /2-F&
LSi=-2#F |
CS| I =-C5/2-L0AZ%+Z+00
Go 10 B
CS1=¢3. 870 2042 3= . @ 3LC+3, 8/°Z4C5
0S| =6, B Z*x3 300 2. 87 2452 )1 . B 305
CS11=C511+32. 8/°2%CC-3. 0/ 242 3405

. RETURN

END

FTH4 COMPILER: HP92BEG-!6632 REV. I7E8

¥x  NO WARNINGS ¥ NO ERRORS #+#  FROGRAM = RE428 COMMON = @B208

c-21




= it i .MﬁﬂWq,-%
|
|
as8s SUSROUTINE JBESLCN.Z.PHIPHI[.CC.C5,FB.FI1.F2 ?
HS87 : COMPLEX Z.FHI.FHIILFE.FI.F.X.C0.L5 ' !
4328 AN=MN
8588 IFCN.EQ. 1260 TO &2
i 8558 IFCN.EQ. 2260 TO &4
; 859! IR=N-1
85392 AJ=IR
a533 =F
8594 Fa=F|
8535 Fi=F
8338 F=¢2.@+AJ+ | 83FI1/2-F@
a3sv PHi=Z#F
6338 PHI | =2%{ X=C AN+ . 8/2%F )+F
5599 Go 10 8l
asea 63 Fa=Ccs-/g
Bea| Fl=C5/Z#%2-CC/Z
asg2 F=3. G¥F|/Z2-F&
asa3 PHI=2*F
a584 PHI | =CLAZ-CSA 2442405
H583 GO 70 &1
2588 o4 PHI=(3. 8¢ 242 3= 1, 8 yeC5-3. B/Z#L0
gear PHLI=—6.EH(E$$3?*ES+(3.BM(Z$$2)~I.5}*66
-aeas PHII=PHI | +3. G/2%C5+3. B( Za2 34 L0
gegs sl RETURN

8518 © END

o




APPENDIX D

PROCESSOR SIMULATION

INTRODUCTION

The software we have written under this contract allows us to
predict, by simulation, the data rates and level of error due to multi-
particle effects for several available burst-counter pfocessors. The
data rates and rms single~burst errors may be provided as graphic
functions of the system input parameters by plotting the results of
many parameirically varied system simulation runs.

The new software consists of program modules which are compat-—
ible with other modules previously written under NASA contract.

Figure D~1 illustrates the previously available program modules. In
addition, an efficient (and pr vn) Mie scattering program was avail-
able which is not shown on the figure. The PLOT program shown was for
a CALCOMP plotter. We have written a new PLOT program for the HP
plotter. The photon correlation programs were not used for this
contract. In fact, only the Mie program and the SIGNL program were
used since photon noise was not considereq via direct simulation.

The modules SIMU, PMT, and FILTR could be used 1ater.

An objective of the present work was to develop the other mod-
ules which were needed. These modules are: OPTIC, which, as already

discussed, calculates factors due to optical geometry and scatterer




INPUT SIGNAL STATISTICS }
SIGNL: GENERATES
< CLASSICAL BURSTS
v Y
PLOT
A SIMU: NUMBER OF PHOTONS
l FOR EACH DT (CATHODE
[ y
IDEAL: PHOTON PMT: ANODE CHARGE GAIN
= CORRELATOR AND PULSE SHAPE PULSES
Y
| | PLOT
o A
Gl E
o Y
Nt
— FILTR: SEGMENTED FFT
CONVOLUTION WITH h(t)
B 1
Y
PROCE: PHOTON DISC AND
FRONT END COUNTER
\
PLOT
J——
| COMPUTER: MoDEL oF
— ' SOFTWARE PROCESSING
L — —l
Figure D-1. Block Diagram of Software Segments.
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parameters and then produces random realizations of the signal ampli-
tudes and other parameters for table lookup by SIGNAL; COUNT, which
allows simulation of DISA, TSI, MACRODYNE, and other counter processors
by different combinations of error detection logic and other processor
parameters; and COMP, which simulates a couple of the counter processor
functions after the fact (to assist in the way parametric studies are
done efficiently) and the post detection processing which might be
performed by a computer after the counter data was obtained. Because
these are simulation programs, COMP is able to assess error by direct
comparison with assumed velocity inputs. This, of course, cannot be
done with the post detection computations in real flow experiments.

In addition to the simulation programs, we have also developed
a diagnostic program for use with PLOT which forms histograms or cum-
ulative log histograms. This allows us to check the simulated particle
size distributions, to display the resulting signal amplitudes and
single-particle signal-to-noise data available from OPTIC, and to
display histograms of the simulated electronic processor errors.

We have documented in the following pages the algorithms for
the required software, the inputs and outputs for each program, and a
printout of the software. The program COUNT has been described in

great detail because it is more a logical algorithm than an algebraic

program.




e

MODIFICATIONS OF SIGNL

This program simulates the classical signal without photon
noise as though it had been perfectly bandpass filtered to remove

the DC level and the pedestal (low-pass) portions of the signal.

We have done this by simply omitting the DC level and the pedestals
at the point of formation of the signals in the SIGNL programs.

A separate concern is the width in SIGNL where the infinite
width of the Gaussian envelope is truncated to zero values. In previous
use of the SIGNL program for NASA, the bursts were truncated at the

point where the envelope was down by a factor of e-'l"5 by selecting the

cutoff at 1.5 x the l/e2 width. This is equivalent to truncation at
a value approximately 1 percent of the maximum burst amplitude. This
was reduced to 0.034 percent by extending the truncation value to

twice the 1/e> width as exp [2(20_/W )%} = exp [-8] = 0.00034. Migher
extensions of this are possible so long as the product of burst width
and sample frequency remains less than the double buffer array length

in SIGNL. The double buffer arrays allow the data read from and to

the disc to be very long with no apparent interruption due to the
reading and writing to and from core.

An additional input variable THRES, which specifies a threshold
value for amplitude, has been created. If an amplitude is retrieved

which is less than this threshold, then it is skipped and the next

burst occurrence time is computed. This may be used to save time in

executing SIGNL and succeeding programs in certain cases.

D-4
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PLOT

This program uses the HP plotter support software to scale,
plot axes and tick numbers, label, and plot sample segments of the
simulated signals, processor outputs, histograms, etc. It is set up
so that a given number of data points may be extracted from the
different types of files produced by all the other programs. It
assumes that everything to be plotted is on disc and not being simul-
taneously generated. Thus, batch runs may be made on the computer
overnight with the output stored on disc. This output may then be
plotted at a later time.

This program has several options as described now. First, the
scales may be operator selected or automatic. Selected means the
extreme ranges are specified and the program simply replaces the data
with the scale maxima if the data goes off scale. Automatic scale
means the program scans the entire data set to be plotted and normal-~
izes to the extrema of the data. (This generally results in a
difficult-to-read scale.) Generally, unknown data will be plotted
on automatic for inspection, then repiotted with an appropriate easy-
to-read scale selected.

The program provides options for linear plots, semilog plots,
log-log plots, and histogram plots. When linear plots are selected,
the origin may be located anywhere on the paper. When logrithmic plots
are requested, all data less than or equal to 0.0 is flagged by being

set equal to an extreme negative value (-1036). When linear histograms

b
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are requested, the option to normalize the data to the maximum value
is available.

Two data compression options are included to allow long seg-
ments of data to be compressed by some factor to fit on a given page.
The first one is the skipping option. In this case, only every NSKIP'th
point is plotted and the others are simply omitted. If instead the
averaging option is used, then consecutive groups of NAVG points are
averaged and the average of the group is plotted.

Line and symbol options are included as follows: Data points
are connected by no lines at all or straight lines. Data points may é

ye plotted as a circle, a square, or a triangle, or any of several

other symbols. More than one graph may be plotted on the same set of

axes using combinations of symbols and line types to distinguish.
HISTO

This programs takes data from an input file and creates an
output file containing either linear histogram or cumulative histogram
values. Histograms are plotted by using the output file of HISTO as
the input file to PLOT.

If a linear histogram is desired, the following input variables -

are required:

. LOWER -~ lower limit of sort bins.

e UPPER - upper limit of sort bins. ]

® NBINS - total number of bins




If a cumulative histogram sort is desired, ;he following input

variables are required:

® A - constant multiplier.

® B - base.

® NBINS - total number of bins.

The value of a cumulative histogram at x = A is then calculated as the

number of elements greater than A, at x = B*A the value is the number

of elements greater than B*A, and so on for x = BZ'A, X = 83'A, vesy

« = gNBINS,

A. When a cumulative histogram file is used as input to

PLOT, it is automatically plotted on a log-log scale.

HISTO adds two bins to the end of the output file (regardless

of the type of sort used). The first of these contains the number of

elements less than the first bin; the other contains the number of

elements greater than the last bin.

COUNT: BURST COUNTER SIMULATION

This program is designed to simulate a burst counter processor
with the assumption that the signal is a bandpass function. (Pedestals

i and DC components have been removed by prior filtering.)

Inputs

The data for the program is a long disc file of periodically

taken samples of the simulated bandpass signal (standard 32 bit

FORTRAN REAL).

1 1 A i A e it i 34 e S -

The input parameters and options are selected with




interactive programming similar to that in other programs. These

options are:

W

® SCALE — A REAL number which converts the input data to
voltage. (Includes PMT and preamp gains if not

already included.)

°® TREST - Maximum burst width time allowed before automatic
reset.

o VMAX ~ Maximum signal voltage.

® NC - Integer number of cycles during which time is
measured.
e MC - Integer number of cycles during which check time

is measured.

S ST I e b ¢ AT ARy

™ ZERO - Threshold used for zero crossing (usually zero) < VA,
e VA, VB, VC - Threshold voltages used for signal amplitude ?
verification and end of burst detection: VB > VA,
both positive; VC is negative. Example:
VB = 20x1072 v, VA = 10x107> V, VC = -10x10 > V.
e AR2 - Two-sided arming (true, false).
® ARB - Burst arming (true, false).
e EOB - End of burst reset (true, false).
e IDEG - Degree of interpolation desired (0 = none, 1 = linear).
e DEAD - Number of cycles to wait after a reset before testing
for arm condition.

e DT - Sampling interval (automatically read from output file

of SIGNL).




[
k‘ Note: A real processor would have a given clock frequency and
time between burst clock frequency. The effects of these selections
can best be simulated in a later program so that separate checks of

the effectiveness of these choices may be made without rerunning the

entire simulation. Thus, this program measures the occurrence times
and burst periods as precise REAL numbers even though actual proces-

sors do not do this. The effects of clock error are included in COMP.

Outputs

e At the beginning of execution of program, all the selec-

tions of the program input parameters and options are

written to the output file.

e The data output file consists of 4 real numbers (see

Figure D-2) and an integer message word.

® TA - End of burst or reset time.

o TB - Time of first positive going zero-crossing

after arming (the zeroth crossing).

e TM - Time of Mth crossing after the zeroth

crossing, TB.

(i o 1. e et e e e oA o

¢ TN - Time of Nth crossing after the zeroth

(note: TN > TM).

Note: TB is measured as the difference between the last TB

occurrence and the present so that each time the sequence starts,

the measurement of time is re-zeroed. The 5th word is an integer
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word which contains the following information in the 104 and 105
digits. For example:
L o Reset on NCth zero.
1 Reset due to failure of bipolar threshold test prior
to TN. = TA = reset tiume.
2 End of burst reset.
3 End of burst without exceeding VA.

4 VMAX exceeded, reset.

5-30 See Table D-1 for complete list. See Table D-2 also.

| Operation

An arming condition is established according to the logical

! input variables. When this arming condition is met, the next positive

, going zero crossing is to be interpolated for TB and the beginning of
all other timing operations for the burst (TM, TN, TA). All zero
crossing times are measured on positive-going crossings (abbreviated
zerot). Any reset causes a string of data words to be generated:
TA,TB,TM,TN,MESS, where MESS is the integer message word, and the
other words are time data in 32 bit REAL format. MESSAGES describe
what type of reset occurred and the number of cycles of signal between

TB = 0 and the reset time. (The three least significant digits are

for this.)

APRVNEF NPT SRRV S



MESS Message

o

00XXX NC cycles completed and reset. (Use test
[MESS/1000) = 0? to avoid the table lookup
on "standard" runs.)

01XXX Failure of bipolar threshold test prior to
NC cycles =>TA = reset time¥*,

02XXX End of burst prior to NC cycles (VA but not
VB).

03xXxX End of burst prior to NC cycles; both VB and
VA skipped between ZERO+ and ZERO-.

04XXX Reset due to VMAX exceeded.

05XXX Reset due to TREST exceeded.

06XXX Reset due to end of input file.

07XXX-15XXX Reserved for other error resets. r
16XxXX Data OK: N > NC. Reset on end of burst.

(VA and VB both missed.)

L7XXX Data OK:** N > NC. Reset on end of burst
(VA but not VB).

18XXX~31XXX Other messages.

o e (e e 67

* Reset time is the ZERO+ following the occurrence of the reset
condition; TA = reset time on all resets other than an NC reset.

** For count to NC modes, MESS = 0 is the only validation test
needed in the post processing; for total burst modes, MESS > 15
(test only one bit in binary) is a valid test and so is MESS > 16
wherein the double level drop is excluded. For more detailed
failure analysis, table lookup of MESS will be required.

Table D-1. Error Messages.

D-12




EOB

TRUE
N > NC
AT RESET

FALSE

Table D-2. Truth Table for Possible
Message Conditions




Arm Conditions

If both AR2 and ARB are input false, then the arm condition is
met when the signal exceeds VA. The signal should not be tested
unless a reset just occurred.

If ARB is input true; but not AR2, then the arm condition is
1 met when the signal exceeds VB. The signal should not be tested un-

less a reset just occurred.

-+ If AR2 is input true, then all other arm modes are ignored* and
the following applies. We will designate the event of signal exceed-
ing VA as VA+, signal going more negative than VC as VC-, and the
positive and negative going transitions through the level ZERO as
ZERO+ and ZERO-. Then the logic is as follows: The only zcceptable
sequence is ... VA+, ZERO-, VC-, ZERO+, VA+, ZERO-, VC-, ... and the
ZERO+ transitions are the zero crossings which are counted. Anytime
a ZERO+ or ZERO- follows each other without the appropriate VA+ or
VC- in between, a reset occurs and is accompanied by a data sequence
output with appropriate message word. When VA+ was missed, no arming
occurs until VA+ is exceeded by the signal again and the pattern takes
back up as VA+, ZERO-, VC-, ZERO+, etc., and the ZERO+ is the time
for TB. When the reset occurred because VC- was missed, then an arm-

ing does not occur until the signal goes less than VC. After this VC-,

* Addition: If ARB is also true, then VB must be exceeded to start
the ARM process (followed by VC-, ZERO+, VA+, ZERO-, etc.).
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the sequence continues VC-, ZERO+, etc. with that ZERO+ being the TB
time. If it happens that arming occurs by VA+ being exceeded, and the
sequence should be VA+, ZERO~-, ZERO+, this would cause a reset due to
the missing VC-, but the ZERO+ would still be used for the TB zero
crossing since a value for TB should be output for every reset, even

if no other zero crossings are valid.

Other Reset Conditions

Once TB has been measured and a new zero time is established,
the next value of TB will be (see next section) the product of the
sample interval and the number of samples plus the interpolated frac-
t&ons of a sample time between TB = 0 and the next beginning ZERO+.
If the count of samples exceeds TREST/DT before TN or TA is measured,
then reset; output data with message 5. However, do not reset this
count until the next TB is measured.

Unless the EOB variable is true, then a reset should occur
immediately after the NC zero crossing, with a message of "0" if no
other reset occurs first.

1If the EOB variable is true, then the following test is included.
Set VBP true when signal exceeds VB, and reset VBP when signal crosses
VA going down (this is a VA-). If VA~ occurs and VBP is not set true,
that means that the present cycle exceeded VA, but not VB, and an EOB
reset occurs after the next ZERO+ transition is interpolated to determine
TA, and the message is 2 or 17. If, in this mode, the sequence occurs as

ee+ ZERO+, ZERO- ..., without either VB or VA being crossed in between

D-15
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the positive and negative going ZERO transition, then also end on

i
i
i next ZERO+ (and measure TA), but put out MESS = 3 or 16.

Zero Crossing Interpolation

Once the arming condition has been met, then the times TB,
T™M, TN, and TA are to be determined unless a reset occurs and causes
some of these not to be obtained. (TB is always obtained.) T™M and
TN are the interpolated Mth and Nth ZERO crossings after the one at

the TB measurement. TA is the one which follows the EOB reset

described above.

Time will be measured internally by an integer number of sample
increments plus the beginning and ending fractions of an increment
which are obtained by interpolation. The interpolation (IDEG) choices
are zeroth order (use the next discrete sample time following the
crossing) and first order (linear interpolation between the values
on either side of ZERO level).

The interpolation procedures are described now in more detail.
We assume that S(K) is the sample data set and that these numbers are

¥ available sequentially from an array in memory. The test is:
"Is S(K) > ZERO and S(K-1) < ZERO?"

When this test is true, then the following is done:

® Add one to NCYC counter.

™ Interpolate if NCYC=MC, NCYC=NC, or TB or TA are needed

at this point.
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If IDEG = O, then

T = K*DELT

where K = count of data since the last TB was measured (the number of

intervening samples).

If IDEG = 1, then

T = DTBP + (Kn-l)DT + DTN

(S(Kb)—ZERO)
DT
STK,) -5~

where DIBP

(-8 (K_-1)+ZERO)

and DIN = 5@ )-s(K -1) "
n n

as illustrated in Figure D-3.

Note that the zero crossings are about the input level ZERO
which is not necessarily numerically 0.0. In particular, the old
single~-level counters may be simulated with ZERO = VA and AR2 = ARB =

False.

POST DETECTION PROCESSING: COMP
Present Time

The error that the processor makes is the difference between

the estimated frequency at total time TBTOT~ITB and the instantan-

eous mean frequency assumed at the same time in SIGNL. In order to

determine this error, the same input function used to generate fre-

quencies in SIGNL must be evaluated at TBTOT=LTB to produce an error




set. In the simplest case, a constant mean frequenty will be assumed
but other more complicated velocity time functions may be desired
later. For this reason, this program computes the present time TBTOT

as the summation of all the particle interarrival times TB.

RMS Error

We not let T[n] represent the occurrence time of the nth occa-
sion of an arming and a measurement being initiated. COMP generates
an output file consisting of the errors normalized to the instantan—~
eous mean frequency. Thus, with F(N) as the nth frequency estimate

and FT(N) = true instantaneous mean frequency,

F(N)-FT(N)

ER(N) = FT(N)

This output file of COMP may be used as input to the program HISTO

to generate a histogram of these errors. (Histogram data is also
stored on a disc file which is in turn used by the PLOT program.) If
desired, the histogram may be plotted symmetrically about zero with
total number of bins in the 10-100 range on a scale selectable from
=~ + EPS, where EPS is 0.0001, 0.001, 0.01, 0.10, 1.0. Also, the

option exists to normalize the presentation to the peak value of the

histogram as illustrated in Figure D-4.
The rms deviation of the normalized frequency error will also

be computed directly from the estimates as:

LD D-19
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FT (n)

s <; % (anz-n(ng)z)%

The histograms and normalized rms error figures allow the
effects of various processor ARMING and RESET algorithms and levels to

be parametrically studied along with clock errors, etc.

Error Check Circuit

Before computing the histograms and rms errors described above,
the raw data set is "thinned" by removing (for the present execution
only) the data which does not satisfy certain error checks. Any or
all of the following conditions may be required by logical input selec-

tions to the present program.

e NXM at X percent level check.
Frequency estimate based on two time lengths TN and
TM must agree within X percent, i.e.,

f = NC/IN
n
f = MC/TM
m

£ -f
n_ m

f
n

< MXNTL (condition satisfied or reject)

MXNTL = Input on order of 0.0l or other choice of

MXM tolerance.

MESS = 0 or > 16 or 17 required.




® Total Burst Mode: fn = N/TA, where N is the number of

zero crossings between TB and TA recorded in three
least significant message digits. Requires MESS = 16,
17 or > 16.

e NC check.
Throw out all data reset before NC counts are obtained.
fn = NC/IN. (This is automatically included in NXM;

it is an option alone or in addition to other tests.)

Stopping option.
An option exists to either stop processing after a
specified amount of time has elapsed or to stop
processing after a specified number of valid data

samples have been collected.

Clock Resolution Effects

In practice the times TB, TM, TN, and TA are measured as an
integer number of cycles of a stable high-frequency oscillator (called
the clock). Generally speaking, the clock for measurement of TB would
be either 100 KHz or 1 MHz, while for the other three quantities
100-500 MHz is now typical. Here it is assumed that the measurement
of TB is error free, since for all practical purposes this is easy
to accomplish electronically with a 1 MHz clock.

We now give the procedure for simulating the clock digitization

error. With reference to Figure D-5, assume that Gb is known from the

previous set of data (TB, TM, TN, TA). Then

e b i ST i < 0 P




*10117 UOTIJIBZTIDADST(J MOOT) 10SE9201d JO uorleINUIS °*6—(q 2an31i

Juno) unoy
Jse] 1saty
TOINL ﬁ ,
-« potaag - .
paansvoy i
o71aa b
poTiag o |
%201TH - NI Tenloay > &

./ | | | 1 ] |

T F




61 = DELC~5b

Then compute TMX, TNX, TAX, TBX as

RJ

where T is the simulated exact interval. Then compute
= | X
k-1 = [DELC]
where [] is the greatest integer function.

The simulated processor measurement is then
TNKDL = K*DELC
and the 62 value to store for the next set is obtained as

62 = TX - (TNKDL-DELC)

This is only needed for the Gb for the next iteration. The 62 quantity
is not needed for the TM, TN, and TA results.

In order to initialize the above procedure, we simply set Gb = 0
for the first data point. Generally speaking, this procedure is not
simultaneously applicable to studying effects of the time between
burst clock which would be operating at a much lower frequency. We
have included the effects on the TB measurement here, simply to
correctly keep the starting phase random in the TM, TN, and TA
measurements. The effect of using a synchronous subharmonic of the
high speed clock (obtained straightforwardly by down counting) as
the inter burst clock can be simulated correctly by a further discret-~

ization of TNKDL.
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Accuracy Figure of Merit

The rms deviation of individual measurements is reduced by
increasing the detection threshold level. However, the number of
measurements obtained per second is also reduced in that case. Now
if a short~time average frequency is measured during some interval
which is small compared with the intervals over which the velocity
changes, then the accuracy is improved if the measurement errors are
independent. Clock, photon noise, multiparticle, and flow gradient
érrors are all independent of the velocity field. Therefore, short-
time averages are desired. We do not know without doing the simula-
tion where the optimum threshold for any given experiment is and what
the precision obtainable for that threshold setting is.

We will assume that the "good" data, which passes the processor
error checks, is collected in short-time averages as illustrated in
the timing diagram of Figure D-6. (Short-time averaging as described
here is included in COMP, however, the accuracy of these measurements
has not been tested.) The duration of each short-time average is
TSAMP, and it includes however many signal bursts occur in each such

interval. Thus we have for each such interval:
FSAMP[J] = —== 3 F(n)
NTB

An appropriate figure.of merit is the rms error of this quantity.

Therefore, we compute
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,  SawrL 2\
SIG = (m Jg-l (FT(J*TSAW)—FSAMP[J]) )2

where FT(J*TSAMP) is the known input frequency used in SIGNL for the
time located at the middle of the Jth interval of length TSAMP.

The deviations FT(J*TSAMP)-FSAMP{J] are stored in a second out-

put file which can also be plotted in a histogram. The behavior of

the rms deviations and histograms at this final level of processing

will ultimately determine the precision limitations of the LDV system

with post-detection short term averaging.
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PROGRAM COLNT

A PROGRAM TO SIMULATE R BURST COUNTER PROCESSOR WITH THE
ASSUMPTION THAT THE SIGNAL IS A BANDPASS FUNCTION. (PEDESTALS

AND DC COMPONENTS HAVE BEEN REMOVED EBY PRIUR FILTERING.)

COUNT TAKES THE QUTFUT OF SIGNL AR5 INFUT AND PRODUCES ONE
QUTPUT FILE COMSISTING OF ONE LINE OF INFORMATION FOR EVERY
RESET WHICH OCCURS.

RERL INTRFP

INTEGER RESET.TOTDT.TEN

DIMENSION ITIMECS D), IVERRC ! X, IFRAMCS )

LOGICAL EUOF.ARB.ARZ.E(B.CROSS. VBP, YCM, YAFP. ZF . ZM. PROFR, FOUND.
+DELRY

COMMON NAMZC 3 2. NAMSC 22, I0PTV, IOPTSE, IDF(S57E 2, IDEC 1442, IBF (482,
+IBGC3@). J. TOTDT, TEBN. SIGIC S8, SIG2( 588 2. SAYEJC 22, DT.DTBF . DTN,
+ZERQ NDT . YA, V8. ¥C. YAP. 2P, VEP ., YCM. ZM. YARM. LU

CALL RMPARC IFRAM»

LU=IFRRMNC | 2

IFCLU.ER. 8L U=

DELAY=.FALSE.

CALL NAME

WRITECLU.&

© FORMAT(® INPUT THE FOLLOWING:"S

"¢ 1) SCALE <TO CONYERT INPUT TO VOLTRGEDN".
"C2) MAXIMUM BURST WIDTH TIME 8zFORE RUTOMATIC RESET"/

"¢4) NC--NUMBER OF CYCLES DURING WHICH TIME IS MEASURED"/
“'S5) MC--NUMBER 0OF CYCLES DURING WHICH CHECK TINE IS MEASURED" )

+
+
+ “(Z) MARXIMUM SIGNAL YOLTAGE®
+
+

READC LU, # X5CALE ., TREST . VMAX. NC. MC

WRITECLU. 72

FORMATC * INPUT THRESHOLD FOR ZERG CROSSING"?
READCLU. % JZERD '

WRITECLU. B -

FORMATC " INPUT ¥A. ¥B. AND YO (THRESHOLD YOLTRGES ")
RERDCLU, # 2¥YAR. VE. VO

WRITECLU.2? <

FORMATC " TWO-SICED ARMNING? (TRUE OR FRLSEX"D
RERDCLU. 72 2ARE

FORMATCLI 2

WRITECLU. 3

FORMATC " BURST RRMING? (TRUE OR FRLZEJ")
RERDCLU. 72 XARE

WRITECLU. F@)
FORMATS * END OF BURST RESET? {TRUE (R FALSEX":
RERDCLU. FEIECE

WRITECLLU.7I

FORMATC " INPUT INTERFOLATION CHOICECG=NONE., |=LINERR3")
RERDCLU. # XIDEG

WRITECLU, 882

FORMATS " INPUT DELRY TIMNE (# OF CYCLES>")
READCLU. + 2DERD
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(DELAY TIME IS TiE # OF CYCLES 10 WRIT AFTER A RESET BEFURE
ARMING AGAIN. 2

CALL CFENCIDT, IERR.WANG ., IOPTF. 8. 123
CALL CRERTCIDE. IERR.NANZ.IOPTE,Z,8.12.1442

GET TIME 0F DAY (TO STORE iN HERDER OF CRERTED FILE..

CALL EXECC11.ITINE., IYERR)
CALL RERDFCIDT.IERR.IEV. 4E)
CALL RERDF{IDF.IERR.IBV.4E5
CALL CODE

RERD( IB7, 79 XNHERD
FORMATCIS)?

Do 73 I=1.NHERD-]

CALL RERDFCIDT, IERR.IET 460
CALL RERLFCIDF.,IERR.IEV.431
CALL CODE

RERDCIBF. |88 2FT
FORMAT(EIE . 22
DTDLY=DERD#( | 8- FT 2

CSLL RERDF<ID?.IERR,IBT.482

" CALL CODE

138

w

o

En_
vl

RERDCIBT., 20T.D7T
FORMATCZES. 82

WRITE HERDER INFORMATION 10 OUTFUT FILE

CALL CGDE

WRITECIEBS. 152

FORMATC " COUNT GUTPUT" 2

CALL WRITF{ID8., IERR.IES, 48

NHERD=4

CALL CubDE

WRITEC IBS. | 33 INHERD

FORMATC IS, * LINES OF HERDER INFORMATION"?

CRLL WRITFIDE.IERR. IBS.485

CALL CODE

WRITECIES. |51 MITINECS ), IYEHPkf) ITIMECS X, ITINECZ ) ITIHEC 2
FORMATC * CRERTION DATE: ", 15, 14.15." TIME: ", "ZqJ

CALL WRITFCIDS. IERR. IBS. 4”’

CRLL CGDE

WRITECIBB, | 54 )SCALE, TREST. VMAX

FORMATC " SCRLE=“,EIB.4.," TREST=",Eig. 4.," VMHAR=".Elg 4>
CALL WNRITFCIDS. IERR. IBS. 483

CALL CODE

WRITEC IBS. |56 3ZERD. VR VE.VE

FORMATC " ZERQ=".EI18.4,"% VR=",Ei@.4." YB=",Eig 4," ¥C=",E16.42
CALL WRITF{IDS,IERR.IES.48>

CRLL CODE

WRITECIBR. |58 )ARZ., ARB. EGE. IDES

FORMATC " ARZ=",L1," ARB=",LI." EQB=",Li." IDEG=",11.,98X3




CALL WRITF(ID&.IERR.IBE.48)
CRLL CODE

HRITEC IB8, 162)T.DT
162 FORKATCZEIE. 8)
CALL WRITECIDS, IERR, IEZ.48)
CALL CODE
WRITECIBG, |64 )FT
64 FORMATCEIS. 8, 20K
CALL HRITFCIDS, IERR, 1B8.48)
CALL CODE
HRITEC IBZ, | 52 INC. MC
152 FORMATC 213, 36X
CALL WRITFCIDS, IERR. IE
NDT=T/DT
TREST=TREST/DT
TBN=6
ZP=.FALSE.
VBP=. FALSE .
ZM=. FALSE.
YCM=. FALSE .
\AP=. FRLSE .
TaTDT=8
 DTEP=5.5
J=6
IF¢ . NOT . ARE DVARM=YA
IF¢ ARE JWARM=VE

po INITIAL READS TO GET SIGHALS FROM DISC FILE

po 22 1I=|.3568
S1G2C1)=6.6
CALL RERDF¢IDV.IERR.IEBT,8.LEND
IFCLEN.NE.-12G0 TG 21
fIGI(I) 3 a
GO Ta E

21 CRLL CODE

READCIET.4251GICT?
4 FORMATCEIE. 22
22  CONTINUE

-J

Do

C

C SHIFT SIGNALS T SECOND ARRAY (SIGEZ)> AND ISSUE NEW REARD TO
C FIRST RARRAY (5IGI2

c

CALL SHIFT
50 CALL MNEXTSCEOF)
IFCEOF ) GO TO 383
IFC . NOT . DELRY XG0 TD 51
DERDT=DEADT+DT
IFCDERDT.LT. DTGLV}GB TO 54
51 IF({YRARMN.GE.ZERCXGC TO @
IFCSIGE(J ). GE. VARM ) GU TO 58
YCM=. TRUE .
GO T Few
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428

421

47

IFCSIGECT Y LT VARMGL TGO 3E
VYAF= . TRUE.

ARM CONDITION WHS MET:; SET 1B RT WEXT ZERG+ CROSSING

CRLL FINDZ(TB.IIERR.IDEGI
IFCIIERR .ER. i) GO TO 332
OTEF=DT-DTN

TEN=8

NCYC=38

TA=&. 6

TH=a.0

Th=8 & ’
IFCCIIERR.EQ. 22 AND . ARZY GO TGO 8E7
CALL NEXTSCEOQF)

IFCECF 3 GO TQ 333
IFCTEN.LE. TREST XG0 TO 44E
CALL FINDZ(TR.IIERR.IDEG)
IFCIIERR .EQ. 12 GO TO 23228

RESET DUE TO TREST ENCEEDED

. RESET=3

Go 0 Saa
CALL CHKZE(CRO:S 2
IFC .NOT.CROSS GO TO 418

JUST CROSSED ZER(O+ -—--INCREMENT COUNTER AND SET TN RND TN
IF. RPFROFPRIATE

NEYC=NCYC+T

IFCNCYC . EQ. MC >TH=INTRPCIDEG S
IFSNCYL . ER NCITN=INTRPIIDED?
IFCEQRDGO TO 428
IFCNCYC.NE NC) GU TO reg

TA=INTRFCIDEG?
RESET=E

- DELAY=.TRUE.

DERDT=8.0
Ga TC See

END OF BURST CHELK--DID VA= OCCUR HITHOUT BEING FRECEDED EBY

IFCT . NE. | 3G TO 421

IFCCSAVEIC ! Y. GT.YA.AND . SIG2C 1 ). LE. VR AND (VEP GO TO 582
IFCCSIG2¢T~1).6T.VA.AND . SIG2< T ). LE. VA AND . (¥BFJJG0 To @2
CALL FINDECTA. I1IERR. IDEG

IFCIIERR.ER. 12> GO 70 533

IFCNCYC. GE NC OGO 10 Sali
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Ses
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RESET DUE TO END OF EURST FRIOR TU N CYCLES (v HISSED >

RESET=2
Go 10 Sea

RESET DUE TO END GF BURST AFTER ML CYCLES (YB MISSEDS

RESET=I7

GO To Seg

IFCT.NE. 12 GO To 1@l

IFCCSAYETC | ). GT. ZERO.AND  SIG2¢ 1 ). LE. ZERO) . AND.

+(VBF.OR.YAPI GG TO voa

IFCCSIGECT~1 ). GT ZERG.AND.SIG2¢T ). LE. ZERDD.AND.

+(YBP.OR.VAFPJIGO TO vE&

CALL FINDZ{TA.IIERR.IDEG?

IFCIIERR.EQ. 12 GO TO 855

IFCNCYC . GE.NCOGO TO 7le

RESET DUE TO END OF EBURST FRIOR TO NC CYCLES (VA AND VB MISSED S

RESET=3 N

GO 10 Saa

- RESET DUE TGO EMD OF BURST AFTER WC CYLLES (YA AND VB MISSED?

RESET=186

GO TO Sed

IFCARZY GO TO 2UE
IFCSIGSC J). LE. YHAXIGE TO 3358

RESET DUE TO YMAX EXCEEDED

CALL FINDZ(TH.IIERE.IDEG?
IFCIIERR.E@. {2 GO TO 552
RESET=4

Go T0 S8

BIPOLAR TEST--CHECK FOR PROFER SERUENCE

CALL CHKSRCPROFR.ARE?
IFCPROFR? GO TO 7&3
IFCVARM, NE . VC OGO TO 888
TA=INTRF{IDEG?

6o 1O BO7

CRLL FINDZCTR.IIERR:IDEG?
IFCIIERR.ER. 1> GO 7O 353

RESET DUE TO FRILUFE UF BIFUGLAR THRESHOLD TEST FRIOR TO NC CYCLES

RESET=1

RESET ROUTINE--GENERRTE MESSRGE WORD AND GUTPUT 5 WORDS GF INFQ
CTA, TB. TM, TN, MESS) TQ DISC
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508 MESS=RESET+|BLE+NCYL
CALL COCE
WRITECIB3. S42TA. TE. TM. TH. NESS
54 FORMAT(HEIS &.1I02
CALL WRITFCIDE. IERR. IES, 442

GO Ta Su
c
[ A MESSAGE ERROR CF “5° WAS ARDDED TO INDICATE WHAT HAFFENED
c WHEN THE EWND OF THE INFUT FILE WRS REACHED
¢ :

983 HESS=5008+NCYC
CALL CODE
WRITECIBS. 54 3TA. TE. TH. TH. MESS
CALL WRITF{IDE. IERR. IBE. 46
CALL CLOSECID? »
CALL LOCFCIDE, IERR, IRKEC, IRE, IOFF, JSEC
ITRUN=JSEC/2-1R8-1
CALL CLOSECIDE. TERR.ITRUN
IFCIERR.LT.@XCALL CLOSECIDZ)

r——

STOP
_END
j [- SUSROUTINE FINDZC VAR, ITERR, IDEG)
a8 i
c THIS ROUTINE FINDS THE NEXT POSITIVE-GOING ZERQ CROSSING
E & AND RETURNS THE INTERFULATED VALUE IN THE VARIABLE SPECIFIED
‘ l c BY “YAR‘. IF END-OF-FILE 15 ENCOUNTERED BEFORE CROSSING IS FOUND
i g THEN IIERR=I IS RETURNED ¢OTHERWISE, IIERR=3)
| REAL INTRP
INTEGER TOTDT.TBN
LOGICAL CROSS,EQF, INSEQ, VEF, YON, YAP, ZF, 2N
| COMMON NRM7C 3 3, NANEC 32, I0PT7, IOPTE, IDFCSTE 3. IDSC 1440, IB7(48), i
q 2 +1B8C46),J, TOTDT, TBN. 51G1< 500 3, 51G2¢ 5688 ), SAVEJC 22, DT, DTBF, DTN,
+ZERQ, NDT . VAL VB, VC. VAP, ZP, YEP. VCM . ZM. VARM. LU
IIERR=8
i 20 CALL NEXTSCEOF)
IF{EOF) GO 10 18 ;
CALL CHK5Q¢ INSEQ. ARE) £
IF¢ . NOT. INSE@ )] IERR=Z ;
CALL CHKZECCRUSS ) 1
 IFC.NOT.CROSS) GO To 24 s
YAR=INTRF¢ IDEG )
GO TO 36
1@ IIERR=1
36 RETURN
END
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SUBROUTINE CHKZECCROSS ) |

THIS ROUTINE DETERMINES WHETHER R POSITIVE-GOING ZERD CROSS5ING
JUST QCCURRED

INTEGER TOTDT.TEN
LOGICARL CROSS.VHAF.ZP.Y¥BF.,YCH.ZH
COMMON NAMFCE ) NAMSC 3 2. TOPT? . IOPTE, IDFCSPE 0, IDEC 1442, IEP(48 2.

+IBSC 483, J. TATOT., TEN, SIGI< 588 3, SIG2( 564 ), SAYEJ(23,DT.DTBP DTN,

+ZERD, NDT , YA, ¥B, WC, VAP, 2P, VEF . YCM. 2/, VARM. LU
IFCI.NE. 1) GO TQ I8

IFCSARYETS | 3. LE.ZERD.AND . 5162 J 2, GT . ZERQ)38. 26
IFCSIGECT-1) . LE ZERD.AND . SIG2CT ). GT.ZERG Y GO T 38
CROSS=_FALSE.

RETURH

CROSS5=. TRUE.

RETURN

ERD

SUBRDUTIME SHIFT

DOES NHNIPULHTIUH OF 1-0 RRRRYS:; THAT I5. IT H FT5 INFGRMRTION
FROM SIG! TO SIG2 ARD ISSUES A NEW READ TO 516

INTEGER TOTLT.TBN

LOGICRL VAP.ZP.,VEF.YCHM.ZMN

COMMON NAMPC 3 ). NANSC3 ), IOPTF, IOPTE IDF(STE 2, IDSC 144 2, IBF{48 ).
+IBBC 48, J. TATDT. TBN, 5151588, SIG2( 588 2, SAVEJ( 2. DT, BTBF . DTN,
+ZERD, NDT , VA, VB, VO, VAP 2P, VBP . VCN. ZM. VAR LU

SAVE SIGNALS WHICH MAY BE NEEDED FOR INTERFOGLATION

SAYEJC | 2=51G2(3560 7
SAVEJ( 2 »=5S1IGZ( 482 )

oo 1e I=1,3566
SIGE(I}=SIGI(I)
SIGICI)=2.5

po z6 I=|,508

CALL RERDFCID?. IERR. IB7V.8,LEN?
IFCLEN.NE. =160 TO 22
SIGICI)=6.6

GO To zé

CALL CODE

RERDCIEF, 38251G1CT)
FORMATC{EI& .22
CONTINUE

J=g

RETLURN

END
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SUBROUTINE NEXTSCEOF 3

GETS NENT SIGNAL. CHECKS FOR END-OF-FILE (UF INPLT SIGNALS)
AND END-OF-ARRAY ¢ INDTCATING THAT 10 ARRAY MANIPULRTION NEEDS
TO BE DONE)>. AND ALSO INCREMENTS NECESZARY COUNTERS.

INTEGER TOTDT.TEN

LOGICAL EOF.YAF.ZP,Y8F. VLM, ZM

COMMON NAM7CZ 2, NAMSC 22, IOPT? ., IOPTE, IDTC576 2. IDGC 1543, IB7 (580,
+IB$(45)}J;TDTDT:TEN«SIGICSEQ);SIGE(E@@ﬁ,Sﬁ?EJ(E)JDTaDTEP:DTN;
+ZERQ. NDT : VA, ¥B. VU, YAF : 2P, YEF  VCM L ZH, VARM. LU

TOTCT=TATDT+I

IFCTOTDT.LE.NBT Y GO T2 &g

EQF=. TRUE.

RETURN

J=J+1

IF¢J.LE. 5882 G0 TO 2a8

CALL SHIFT

J=1

TEN=TEN+I

EOF=.FALSE.

" RETURK

END

SUBRUUTIME NRME

INTEGER TOTDT.TEN

LOGICHL VAF.ZP.VEF. YCM. 2N

COMMON NRNFCE ), NANSC3 ), T0PTY . IOFTE, IL7ES7E 3, IDSC 1443, IBF (380,
+IBEC 4G 3, J. TOTDT, TEN, SIGi{ 568 2, SIGE 588 0, SAYEJ(Z). DT, DTEBF DTN
+ZERD, NDT . VA, VB, VT, YAFP, ZP. VBF . YCH. 2N VARN. LU

WRITECLU. I

FORMATC " FLEASE ENTER THE INFUT FILE NAME"?
READCLU. 2 X NANFCT 2 I=1, 32

IOFTV=1

WRITECLU, 32

FORMATS " NOW THE OUTPUT FILE NANE™Z

RERDS LU 2XXHAMEBCT 2, I=1,32

FORMRT( 3RZ?

TOFT&=208

Do g I=l.4a

IB7( I )=2H

IBSC I )=2H

RETURN

END
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REAL FUNCTIOR IRTRFCIDEG?

i
C INTERFOLATION ROUTINE
r OFTIONS:  IDEG=
c FERO--NO IKTERFOLATION
r OWE--—-L INEAR INTERFPOLRATION
s
INTEGER TOTDT. TBH
; LOGICAL YAP.ZP.VWEP.WCH.ZM
; COMMON NAM7C3 Y, NANSCZ ), IOPTF. IOPTE. IDF{STE 0, IDG( 144 3, IBF (480,
; +IB8C 480, J. TOTDT, TEN. SIG1¢ 560 3, SIG2C 588 2, SAVEJCE2 2. DT.DTER . DTN,
; +7ERD. NDT. VA, VB, YC. VAP, ZP. YBF. ¥YCM. ZM. YARM. LU -
i IFCIDEG.ER.8) GO TQ I8
i IFCI.NE.I> GO TD 2@
i SIGA=SAYEJC | )
| GoTo 3@
’ 8 SIGA=SIG2CJ-12)
i EE  DTN=C-SIGA+ZERO DT/ SIGE(J)-5IGA)
| INTRP=DTEP+C TEN-1 2#DT+DTN
i PETURN
i 15 IHTRP=TEN+DT
RETLIRMN
] _ END
f SUBROUTINE CHESHCFROFR.BRE )
i c
i & THIS ROUTINE CHECKS THE SEGQUEHCE OF THE SIGNALS RS THEY'RE
i T ACCESSED AND SETS THE APFROFRIATE LOGICAL VARIABLES. ALSD. IT
é c CHANGES “YARM- IF A SIGNAL IS5 MISSED.
i L
k INTEGER TOTDT.TEN
i LOGICAL FROPR.VAF . ZF, VBF. YCH. 2M, RRE
' COMMON NEMFCZ 2. NARSE3 3. IOPT7. IOPTE., IDFCEFE 3, IDEC 144 2, IBT (383,
+IBSC36Y, J. TOTDT. TEN, SIGICS68 3, S1G2C S8 ), SAYEJCE2, DT, DTEF . DIN.
+TERD. HDT . 8. YB. VT, VAP 2P, VBF., YCM. 2. VARM. LU
IFCT.NE. i) GO TO 11 |
SIGA=SAVEJC ] ;
GO TQ 12
il SIGA=SIGECJ=12 |
17 IFCSIGA.LE.VA.AWD.SIG2¢J).GI.YAY GO TO 28 :
IFCSIGA.LE. YB.AMD. SIG2¢J 5. GT.VBY GG TO 33
IFCSIGA.GT.YC. AND . SIGES¢ T2 . LE.YC) GO TU 46
IFCSIGA.LE.ZERC. AND . SIG2¢JT ). GT.ZERG> GO TU 53
IFCSIGA. GT.ZERD.ARD.S152¢J ). LE.ZERO GO TO &8 1
GO TO FO35
28 VYAP=. TRUE.
_ ZP=.FHLSE.
1 GO TO FEs
i D-36
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YBF=. TRUE.
Ga 10 Jues

Vo= | TRUE,
2= . FRLSE.

GO TO 765
IFCYCMY GO TO 28
YARN=YC

6o TC 885

ZP=. TRUE.

WOM= . FALSE.

ao 70 785
IFCYAP) GO TO 23
YARH=VA

IFCARE JVARN=YE
Go T 285

ZM=. TRUE . -

vRRP=. FALSE.
YEP= . FALSE.
FROFR=. TRUE.

GO TO TG
PROFR=. FALSE .
RETLRN

END




’;” oL rgogrAn comP i
£ THIS FROGRAM TAKES THE OUTPUT OF COUNT A INPUT. FERFORMS =
c SAMPUTATIONS ON THIS INFORMATION. AND OUTPUTS TWO FILES. ONE

C CILE CONSISTS OF THE NORMALIZED FREQUENCY ERRORS  THE OTHER

c FILE CONSISTS OF THE FREQUENCY ERRORS FUR SHORT-TINE SAMPLES.

£ 20, THE RMS ERRGRS ARE COMPUTED AND STORED IN THE HEARDER

c OF THE APFROFRIRTE FILE

c

DIMENSICH FRE@(IBEB?JERfI@E@J;IFRHH(S},FSHNP{i@ﬁﬂ)
INTEGER SAMPL, ITIMECS), IYEARCI)D
REAL MXNTL

COMMON NAMFCE 2, NAMEC 32, IOFTY. I0PT:
+IE?(4E);ISEC#E},IBE(4@);HHNE53)JLL
CALL RrFARS IFRAM D ,
LU=IPRAMC I

IFCLU. ER. &)LU=]

I0FT7=1

o

;Iﬂ?(!44},ID$C!44J:ID96144)4

THERE ARE 3 ERRUR CHECK GPTIONS WHICH CAM BE USED TO ‘THIN”
THE RAW DATA SET.
GPTION |: FREGUENCY ESTINATES MUST AGREE WITHIN X PERCENT
——IGNORE AL RESETS BEFORE NC COUNTS WERE OBTRINED

ey L AR

c OPTION &: LUSE ONLY RESETS pliE TO END OF BURST
& OPTION F: IGNORE ALL RESETZ BEFORE NC COUNTS WERE OETAINED
[N ¢SANE HS OPTION | EXCEFT NO REQUIREMENT FOR
L SGREEMENT BETHEEN FREQUENCY ESTIMATES)
c ——=S0 FAR. ONLY OPTION 3 HAS BEEN TESTED---
C
WRITECLU. 182
1@ FORMATC" INPUT ERROR CHECK OPTION:"/
+ . |= HxMN AT 5 PERCENT LEVEL CHECK"A
+ - 2= TOTAL BURST MODE CHECK"/
+ " F= NC COUNT CHECK"D
READC LU+ JICHCK
CALL MAME
WRITECLU. S8
s6  FORMATC" INFUT DATA DIGITIZATION OPTION: "/
+ s g= DO NOT DIGITIZE DATAR"S
+ " I= DIGITIZE DRTR"2

THE OPTION TQ DIGITIZE THE CATA IS PROVIDED IN ORDER TO SINULRTE
TEE CLOCK DIGITIZATION ERROR (EUT THIS OFTION HAS NOT YET BEEN
TESTED?

L el el

RERDCLU. #2IDIG
IFCIDIG.ER. 6230 TC 78
WRITECLU.682
58 FORMATC " ENTER VALUE FOR INTERVAL SIZE (DELL"
READS LU, # JDELC
DELTI=DELC
DELT2=6.8

NS=NUMBER OF VALID SAMPLES OETAINED
NTE=NUMEER OF TB’S THAT HAVE BEEN PROCESSED
TBTOT=CURRENT TIME

ey
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TNENT=END TIME FOR CURRENT SHORT-TIMNE AVERAGE

ey

78 N5=G
NTE=8
TBTOT=8.&
FRRSH=@. &
TNENT=TSAMP
SAMPL=8
F : CALL EREHT{IDSIIERR;HRMB;!OFTB;E;E;!E;144)
CALL EREHT(IDBJIERR;HHHE;IDPT&;E;BJfE;i44)

1
Dy R R

GET TIWE UF DAY TQ STORE IN HEADER OF CREATED FILE

CALL EXECC |1, ITINE.IYEARD

CALL OFENCID7. IERR.NAME, TUFT 2
CALL READECIDY.IERR.IBF.482
FALL READFC IDT. IERR. IBT. 462
CALL CODE

E RERDC IET . | 26 NHERD

FORMATC IS )

po 127 I=1.NHERD

, CALL RERDF{ID7.IERR.IB7.482

: CALL RERDF(IDT.IERR.IBT. 382

3 CALL CODE

| - READCIE?. 1382T.DT

138 FORMATC2EIS.8)

. CALL RERDF(ID?.IERR.IBT.4
| _ CALL CODE

E RERDC IBT 1350FT

E i35 FORMATCEIE. &)

[‘ CALL READFCIDT. IERR, IBF. 48]
~ CALL CODE

i READC IBT . | 37 INC. ML

0 |37 FORMAT(ZIZ)

WRITECLU, 2@°

—
| (Y
oy

r
]
=4

oy
bt
R

L i

Lo}

i ag  FORMATC" INPUT STOPFING OPTION: .

0 + SN S eThp AFTER GIVEN AMOUNT OF TINME'S

i + " s-cTOP AFTER GIVEN AMOUNT OF YALID PATA"/

g + u HAS B:EN COLLECTED"? |

E READC LU, # JISTOF , :

| IFCISTOF. EQ. | G0 TO 168 -
! WRITEC LU 96

; o FURNATC" ENTER AMOUNT COF VALID DATA SAMPLESI™)
i READC LU # INSAMP

L GO TO t26@

] @@ MRITECLU.118)

In P16 FORMATC " ENTER TIME")

'[} READC LU # FTINE

IFCFTIME.LE.TJGO TO 126

i
E WRITECLU. 113
115 FORMATC" TIME INFUT 15 GRERTER THAN TOTAL SINMULATION TIME"S

o+ \—_VALUE 15 ADJUSTED TO EQUAL TCTAL SINULATION TINE"#)

I
L |

él D-39
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126
123
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=
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=
L4}

14X

FTINE=T

WRITECLU. 1252

FORMATC ™ INFUT DURATION TIME FUR SHORT-TIME AVERRGE"?
READCLU. ¥ JTSAMF

IFCTSAMP.GT. T2TSAMFP=T

GO TO ¢1.2.32ICHCK

M & N TOLERAWCE LEVEL CHECK

WRITECLU,2086)

FORMATC " INPUT MXN TOLERANCE LEVEL" )
RERDRCLU. + MIKNTL
IFCTBTOT.LT.TNEXT) GO TO 267

END OF SHORT-TIME AYERAGE REACHED. CONPUTE SAMFLE FREQUENCY AND
UFDATE COUNTERS

SAMPL=SANPL* |

FSANFS SAMPL 3=1 . G/NTE+FRASH
NTE=81

TNEXT=TNEXT+TSAMF
FRASH=8 . &

3 IF((ISTUP.EQ.{J.HHﬁ.ETBTGT.GE.FTIﬁE)?-EQTU Saa

CALL READF{IDF.IERR,IB7.38)
CALL CODE

READC IEF. 218 TR TB. TH. TH.MESE
FORMAT(4EIS. 8,103
TETOT=TETOT+TE

NTE=NTEB+I

IMESS IS5 THE REASON A RESET OCCURRED

INESS=MESS, 1 B8a
IF(fINESS.GE‘1}.HND.(INESS.LE.5}JGD TO 258
IFCIDIG.EQ.BX530 TO 236
TM=DIGTES TH. DELT! . DELL?
TN=DIGTZC TN, DELTI.DELC D

CHLL TEDIGCTB.DELT!.DELC.DELTI ?

FN=MCATN

Fr=HCATH

IECABSCCFN=FM3/FNY. GT.MsNTL3 GO TO 283
WNs=K5+1

FREGCNS X=FN

FRASH=FRASM+FREGUNG 2
IFE(ISTUP.EQ.E).HND>EN5.EE.NSHNP)JBU TG 588
GO TO 26835

IFCIDIG.ER. 1> CALL TEDIGS TB, DELTI,DELC.DELTI)
GO Ta 283

TOTHL BURST MODE CHECK

IFCTETOT.LT. TNEXT Y GO 70 228
SAMPL=SARFL+]
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FSAMPC SAMFL =1 . G-NTE+FRASH

NTE=@ -

TNEXT=TNEXT+TSAMP

FRASN=0_8 :
296 IFCC ISTOP.EQ. | AND.CTETOT GE.FTINE)XGO TO 566

CALL READFCIDF. IERR. IB7. 480

CALL CODE

READ IE7, 368 TA. TE, TH. TN. MESS
386 FURNATCHEIS. 8,150

TETGT=TETOT+TE

NTE=NTE+!

INESS=MESS/ | 668

IFCINESS.LT.I6) GO TO 218

IFCIDIG.EQ.6) GO 10 385

TA=DIGTZ< TR, DELT!, DELL?

CALL TEDIiC1E.DELTI, DELC, DELTI?
F05 NS=NS+! |
FRESC NS )= MESS~ | BEE+ INESS 3" TA !
FRASM=FRESH+FREQUNS)
IFCCISTOP E@. 23, AND. (NS, GE NSANP ) GO TO 500 |
G0 T0 2 |
IFCIDIG.ER. 1> CALL TEDIGC 1B, DELTI.DELC,DELTI) g
50 10 2 |

L)
——
ot

NC COUNT CHECK

D™

3 IFCTBTOT.LT.TNEXT) GO TU 39@
SAMFL=5AMPL+ ]
FSANP{ SAMFL 3=i . 8/NTE*FRASH ;
NTE=8 %
TNENT=TNEXT+TSANF |
FRASH=6. @ |
296 IFCCISTOP.EQ. ). AND.¢TBTOT.GE.FTSMES) GO TO S@d |
CALL READEC ID7. IERR. 187,40}
CALL CODE
READC IB7. 488 TR, TE, TH. TN, MESS
468 FORMATC4EIS. 8. 150
TETOT=TBTOT+TE
NTE=NTE+]
IMESS=MESS, | 804
TFCCINESS.GE. | ). AND. ¢ INESS.LE.6)) GO TG 429
IFCIDIG.ER. 83 GO TO 416
TN=DIGTZ¢ TN, DELT!. DELD)
CALL TBDIGSTE.DELTI.DELC.DELTI)
[7 4iG NE=N5+!

{
|
{

FREQCHS X=NC-TN
FRESH=FROSM+FREUINS 2
IFCCISTOR . EGL. 20 AND . {NS.GE. NSAMF 360 T4 586

I GO 10 3
§ 426 IFCIDIG.E@.!> CALL TEDIGCTE.DELTI.DELC.DELT!
' Go 70 3
L
c STOFPING CRITERION WAS MET--COMPUTE FREQUENCY ERROR AND RMSE
C-
D-41




8@ SUMSE=8.8

556 SUMSO=SUMSE+ERCI J¥ERCI D

SHE SUMSE=SUMSH+CFT —FSAMPL I Y2l

" CALL CODE

SUMER=% . & |
po 556 I=i.NS

ERCT )=C FREQ( I 3-FTFT

SUMER=SUMER+ER( I3

EMERN=1 . 8-N3+5UMNER A
RMEE=S0ORTC | B /NS+5UMSE D :
sSunsR=g.8

oo s66 I=i.SAMFL
SIG=SQARTC 1 . G SANFL- | 3#5UNSE
WRITE¢LU. FEIZ IRMSE.SIG

FORMAT( " RMSE=",EI&.8." SIG=".

i

in

16,383,352

1

WRITE HERDER INFORMATION TC OUTFUT FRE

CALL CODE

WRITECIBR.6187

FORMATC " COMF QUTFRLUT™ 2

CALL WRITF(ID®.IERR.IES.48)
KHEDR=7

WRITEC IB&., 628 INHEDR :

FORMATC 15, " LINES (F HEADER INFORMATION")

CALL WRITFCIDS, IERR,IBE.48)

CALL CODE

RITEC TER, 625 )ITIMECS 2, IYEARC | 0, ITIMEC4 ), ITINEC3 3, ITINECZ)
FARMATC " CRERTION DATE:".I15.1X,15," TIME:",3I32

CRLL WRITFCIDE. IERR.IES,46)

CALL CODE

WRITEC 1B€. 638 2ICHCK, IDIG. DELL

FORMATC " ERFOR CHECK CPTION=".I1," DIG. OFTION=".Il.

+"  INTERVAL SIZE=",E10.4

CALL WRITFCID3.IERR. IBS.44)

CALL CODE :
WRITES IBG, 646 2ISTOF  NSANP. FTINE :
FORMATC " STOPPING OPTION=",I2," # OF VALID SAMPLES=".I3. ?
+"  TIME=",EIG.4) -
CALL MRITFCIDS. IERR, IBS, 46

CALL CODE

WRITEC IBE. 550 YTSAMP, MANTL

FOPMATC ™ TIME FOR SHORT-TINE AvG.=',Ei8.4." M X N TOLERANCE=".
+E1D.4)

CALL WRITFSID&. IERR. IB3.46)

CALL CODE
HRITE(IBSJEEBJ(NHHFCI);I=iJEﬁJfNﬁNSfI),I=l)3)
FORMATL * INPUT FILE="3RZ." QUTPUT FILE="3AZ.23K)

CALL WRITFCIDE. IERR, IBE. 46D

CALL CODE

WRITEC 1BS. 781 XEMERN

FORMETC " MEAN ERROR=",Z1&.5.20K)
CALL WRITFIDS, IERR.IBS. 300
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o : CALL CODE
; WRITEY IBS, TGS )RMSE
| & 765 FURWATC RNSE='EIS.E.
CALL WRITFCIDS, IERS
CALL COUE
WRITECIES. £70 )
- 678 FORMAT(EIS. &, 58
‘ CRLL WRITFCI08, [ERR, 188, 4
i DO 786 I=|,N5 _ !
n CALL CODE ;
KRITECIBS. TIOERCI ) |
716 FORMATCE!S.G)
PES CALL WRITFCIDB. IERR.IBS.8) ,
CALL CODE ;
WRITEC IBS. 8616 ) ;

A_I

"-
&. V.J
-l.

9- ]

&8a FORMRTC" CONMP ZA0 T TINE AVERRGING OUTFUT"
CALL WRITFCIDS,1ERR,IBS.48)
NHEDR=3
CRLL CODE

HRITEC IBR, £20 SMHEDR
E | CALL WRITFCID3,IERR.IED.4G)
E | | . CALL COnE
| U ' WRITEC IB9, 625 ;I TIMEC Y, IVEARC 1 2, ITINEC 42, ITIHECZ 3, ITINEC 23
CALL WRITFCIDS. IERR, IR, 4%}
| | CRLL CODE
3 WRITE: I3, &16 )TSANE, 515
| 818 FORWATC" TINE FUR SHORT-TINE AYG.=":£if. 4,
+"  SIGCRMS ERROFI=",E|6.8

i it i

E | i CALL WRITFCIDZ, IERR. .,_—1,4. 1

£ | CRLL CODE

| HRITECIES. 8468 )¢ Hl'lc‘ff,'.- I=f{.32

E | l 848 FORMAT(" COREESFONDI RPAIAL ERROR FILE = ",3R2.25X%)

CRLL WRITFCI[:S.IERE. ’F"' 4
CALL CODE
WRITECIBS. 6758 YSAMPL i
CALL WRITFCIDS, JERE. IBS. 84 {
Do 826 I=!.5RAMFPL
FSAMPCT 2 FT-FSRHF’( I
CALL COPE
WNRITECIBS.,838FERMP( I
838 FUORNAT(EIE. 82
ez2é CARLL WRITF(IDS.1ERR, IB3. 5
% CALL LOCFCIDE. JERR, IREC. Ik
ITRUN=JI3EC/2-IRB-|
CALL CLOSESCIDS. JIERE., ITRUN :
IFCIERR.LT.8XCHLL CLOSEC DB
CALL LOCF{IDg, IER, IREC ., IRE, ICFF,.J5SEC
H T:?UN:\?.’;EC.“Z"IE’E- H
CALL CLOSESILS, IEF’F" ITFU:‘N
IFCIERR.LT.GI)CALL CLOSECIDS )
CRLL CLOSESIDY

]
1

ﬂ S0P
[

END
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FUNCTION DIGTZ(TH.DELTI.DELC
THIS FUNCTIUN COMPUTES THE SIMULATED PROCESSOR MERSUREMENT OF TH.

TNN=TH-DELT!
Kx=INT¢TXN/DELC O+
DIGTZ=K&+DELC
RETURN

END

SUBROUTINE TEDIGCTE,DELT!.DELC.GELTE?

THIS SUBROUTINE COMPUTES THE SIMULATED FROCESSOR MERSUREMENT oF TE
AND COMPUTES THE FRACTIONAL YALUE OF INTERVAL TIWE TO BE STORED
FOR THE MENT 5T

TEN=DIGTZS TE.DELTI . DELL 2
DELTE=( TE-DELTI - TEN-DELC 2
RETURN

ERD

SUBROUTINE NRHE
COMAON NAMPC 3D NAMEC 32, J0PT?, J0R T8, IDTC 144, IDBC 1443, IDSC 1440,
+IB7C 368 2, IB3C 483, IBSC 402, NANSC I 2 LU
WRITECLU. i )

] FORMATS " PLERSE ENTER THE INFUT FI

RERDCLUL E)NANFCIda I=1. 30
I0FT7=1
WRITECLU.3)

~

NAME " 2

..h
Iy

Z FORMATC " MOl THE MORMALIZED FRECUENCY ERRUR CUTFUT FILE NAPE®?
FEADC LU, ZXNAMSCI 2, I=1, 37
2  FORMAT(3RZ?

WRITE(LU. 32
< FORMATE ¥ WOW ENTER THE SHORT-TINE AYERAGING OUTPUT FILE NANE"?
RERCCLU, SXNAMSCT 2. I=1. 32 :
3. FORMART( ZR2 2
IOFTa=|68
pu 1a I=l.48
IBPC I d=2H
IB3( I )=2H
1@ IBI(I)=2H
RETURN
END

D-44
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FROGRAM HISTO

+

s

TH"'- FPROGRAM THKES DRAIR
LOMER BOUNG, THE UFPER
SN QUTRPUT FILE CLaf.JFF NI
."i LOG-LiG suRT HMAY BE DiviZ.

1YEN THE
IN=, CRERTES
ITHER A LINERR CR

RERL LOMER

"'IM‘: SION :i’f;.g&"i 2, HHUMC IO ‘u IFRAM '5 "a f( 1aas
OMMON NBMZPCZ ), NRMEC 3, I0F T, IOPTE, IDF 1440, ID8Ci44 ),

TBH 382 4E’9{ -il.? Ll

CRLL ENF‘H""" TRREAM

LU=IFPRAMC !

TECLU . EQ. & }L_,i-,

CRLE NHNt

CALL CREATCIDE. IERR.NANE. IOFTE
CALL OFENSID?. fEt'*’F-HHH"; AT 122
CRLL READGFCILY . IERE.IEF. 450

CALL RERDFCIDT.IERR.IBF.HE2

RERD THE # [F ELENENTS IN THE FILE

" LALL CODE

Fa

READCIBT. I 2 INHERD
FORMATC IS ?
Do 137 I=l.NHERD
CALL FEF‘[Ff' TD:—'v :
L'-'F!'LL RERDECID?. I
CALL CODE
RERDCIBT. [t..f" va
FORMRTEIS. &3
H=in
WRITECLLU., 32 ;

U’;i“"n o E!’JTE.;J INPUT S0RLE FRACTOR 1.8 IF MOT DESIRERX™?
RERD{LU. # 150RLE

WEITEL L'l. CE D
FORMRTC " ulE‘F’ QUTPUT SCALE FACTOR ¢1.8 IF KOT DESIRED " ;
RERDCLU. % 25080 1
IFCSCARLY KE.1.8)5CRALI=50AL 1N
DU iwg I=1. N

CALL RERDFLIDY.IERR.IBV.3:

F'l L COCE
EEHPQ IB87 .-:..@.3. £,
.'J&‘)HIKL_ .ﬁ 82
G Kol =i L
h‘l-;LL n"~.‘ " e
’E'ITE( IE'C o
FORMRARTS "HISTOCGRAN DATAY
CALL WRITFCIDS, IERR. IEZ. 4G
WRITECLU, [&2
FORMATC ® INPUT DESIRED TYFE OF KISTOGRAM SOFT

+ “  g=LINEAR f=Lug- LUG"?

amy




Ui .-.j',-:l

Ll

* -
7 =y

{2 Bamad

D Wy R
.
[Rx] LA
wn Len

L W
38

READCLU, +2L05G
IFCLOG.NE. 12G0 TO I7

LOG-LoG SORT OQPTION
WRITESLU, 2agG 2

FORMATC " INPUT CONSTAWT MULTIFLIER.EBASE,AND NUNEER OF INTERVALS"Y)

RERDY | .+ . B, NEINS

Y1 a=R

DO 318 I=2.NBINS+]

YOI =Y I- 1 JHE

DO 215 I=i. HNEINS+!

ANUPMIC T =5

po 328 I=[.NBINS+!

DO 328 J=|.N

IFCXE Ty GE . WCT YIXRUMC T a=SNUPK T M+
CRLL CODE

WRITE( 1G85, 378 A, 8. NEINS, LOG. 5CALR
FORMATCZEIS, 8. 15, I3, IZ,E18. 32
CALL WRITFCIDS.IERR.IES. 482

. NBINS=MBINS-I

GO TG 1io
LINEFR SORT OFTIOH

WRITECLU. ZED

FORMATS * IHFPUT LOMER FBNWND UFFER LIMIT AHD TOTAL #
REHQfLUa$}LONEEJUFPEHJﬂEINS

CALL GapE 4

WRITECI BE, 53 LONER. UPPER, NEINS. LUG, SCRLR
FGRNH:&;CI; +¢1';'3;IE;E§@ 42

CALL WERITFIDS.IERR.IBG.48:

NINC=( LFPER-LOHER 3 NEINS

Do 185 I=i,HEBINS+Z

ﬁNUNCIﬁ=Q.Q

po 1186 I=i.i

INDN=C NG I 3-LOWNER 3/ XINC+

TWO EXTEA SINS ARE APPENDEDR. THE FIR
YALUES < THE LOKWER BOUNL: THE SECCHD

> THE UFFER EOUND

IFCKCT ) LT.LONER JINDX=NEINL+ ]

Ir(XkI! GE . UFFER YINDX=NEBINS+ 2
KNUPE TNDX y=XKUML THOX O+

CONTINUE

Do {56 I=1.,36

IBaC I »=2H

DO 268 I=1,NBINS+2

KNUMC T d=SNUMC T p+SCARLIT
IFCLOG . NE. 1260 T3 131

CALL COoDE

WRITEC [B2., 61 W[ 2. KNUMCT 3

gF BINS")

E NUMBER OF
.oEﬂ 0F VALUES



si FOSMATCEE G . 81
H cEll NRITFCIDS. IERR, IEE, [&
G Ta o Zea
151 CRiLL CODE
WRITECIES, SGaNNUMI I
&8 FORMATCEIG. &2
CALL KRITFLIDS,IERK,IBE.SE)
28 CONTIHUE
CRLL CLOSECIRT?
CALL LOCF:{IDE. IERR. IREC. IRE. I0FF. JSEC
. ITRUN=JSEC 2-1Ra~1
i CRLL CLOSECIDS, IERR. ITRUN?
b IFCIERR.LT.BICALL CLOSECIDE)D

oy

sTOP
ERD
1
» SUBROUTIHE HNANE
,l; : , . COMMON NAM7C3 D, NAREC T2, TOFTF. IOFTS, IDFC 184 ),
s : +795<144; IBFCaG ). IBEC2G . LU
: WRITECLU. >
{1 i FORMAT™ PLEH%E Er TER THE INPUT FILE NAME®".
b1 : READCLU, £ NAMPCT 3, 1=1. 32
I0FPTF=!
I HRITE(LLL 2.
1, 3 FORMARTC" NOW THE QUTFUT FiLE NAME"
RCHD{LU,Z)AHHHL 131812
2 FORMATC3AZ
IOFTG=!@3

bGc 18 I=3,-4L-'1

IEE vki a'—ﬁ..H
RETURN
ENE

s g s v
=

3 N—

D-47
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PROGEAM PLOT

THIS PROGRAM RALLONS hPPE'ﬁL TYPES OF FLOTS TO EBE PROCUCED FROM
CATAR RERD “RUN AW INFUT FILE. THERE RARE TWGO POSSIBLE TYPES OF
INFUT FILES:

i. A FILE CONTRINING HISTOGRAM DATA (THE FIRST LINE OF
SUCH R FILE MUST BE A TITLE STARTING WITH THz
LETIERS "Hi") .

A FILE CONTRIKWING A SINGLE LIST OF NUMBERS REFRESENTELD

AS A FUNCTION OF TINE ( THESE NWUMEBERS RRE FRECEDED BY
HERDER IMFORMATION FOLLOWED BY “T7 RND “DT". WHICH RRE
THE TOTAL TIMNE AAD THE TIME INCREMENT)
OFTIDNS ARE INCLUGED FOR:

i. LIKEAR V5. LOGRRITHMIC FPLOTS

2 GPERATOF SELECTED V5. AUTONATIC SCALING OF AXES

F. LABELIMG OF RX:S

4. SKIPPING EVERY “N° FOINTS V5. AVERAGING EYERY “N” FOINTS

T, MNURMALIZATION OF HI‘TO&- s TS MAKIMUM VALUZ

&. SELECTION OF SYMBOL TYPE ARD FREQUENCY OF FLOTTED 5YMSOL-

Tl latot o Ra iy Dalabal el o Le Ru e R o R e L]

DIMENSION X¢ 15883, YC 1583 3. NANTCZ 2, IDTCSTE Y, IBF(482
INTEGER XHEREC &), &HRMElitf NEGL 32, POSCZ ), IPRAMCD 3. TMAXC 32
REAL LUNEW AN WL G
LARTA REGS 4. 2HHE . ZHG=
DATA POSSH. 2HPO, EHE=
DATA IMAYESL 2HNR. 2HE =
CRLL RNFHRCIFEAM 2
LU=IFRERMC T 2
IFCLU ER Eali=]

IRUN=&

LOGE=6

CALLL FLTLLE 18253
WRITECLU. 363

G FORMATC™ DO YOU WANT & INCREMENTS OR 18 ON X-AXIS?">
REALCLU, » 2LEN
IF(LEH.EE.i&}GQ TG 42
hﬂ‘ SEPLTCEL .. 8.5

LE‘fI-—..n.
%LtJ=c
Go 10 i
12 CRLL SFACICIZ . . ig. 2
.-u_EI'.'=“ “
YLER=E
i MRITECLU. 132
I4 FORMARTS" PLERSE TYFE IN THE DATA FILE NAHE AND CARTRIDGE #%)
RERDC LU, IS NANPCT Y I=1,30 IR
1S FORMATCIAZ, 1N, 122
IFCIRUN.ME . EDG0 TO 43
WRITECLU. 122
ig FORMATC" IKPUT X RANG Y RNIS LABELS™?
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- FILE IS HOT HISTUGRAM DATA. SKIF OVER HEADER LINES AND RERD T A

st

READC LU, 1 223 KNRPEC 1. } I=2, 182, CYHANECT 3, J=2. 16.
FORNHT(!EHg,Iﬂafuh

XNAMEC | 3=38
YNAMEC | =3
IOPTr=1

Eall LLEFT

po g I=i.4@

IB7( I 3=EH

CRLL OPENCIDT.IEER,NAWT, IOFTV. ICR?

THE FIRST LIMNE OF THE INPUT FILE ¢THE TITLE} DETERMINES HHAT TYPE

OF PLOT IS DESIRED. SPECIFICALLY, IF THE FIRST & CHARACTERS ARE
*HI“. IT I5 RSSUMED 10 BE HISTOGRAIN DATH.

CALL READFCIDT. IERR.IBV.482
CALL CODE
REAL: IBV., 38 ) ITYFE
FORMATCARZ »
IFCITYFE EQ. ZHRI MWD TO Bag

e
R

e A

DT TO DETERMINE THE NUMEER OF VALUES IN THE FILE

CALL RERDFCIDY. IERR.IET .44
CALL CobE ;

FFHD IB7. 31 NHERLD

FORMAT IS

Do 32 I=1l, NL,I—I E

CHLL READFCID? . IERR. IBF. 448 !

CALL READFC ID?, TERR. IBT, 46 )

CHLL anﬁ

REARDL IBF. 283T. L1

FORMAT{ZEIE. B2

TSUpi=~GT

KDT=T-[:T

WRITECLL. 42

FORMAT ¥ INPUT TYFE (OF PLOT (8=LINERR.I=LOG:"3

READC LU, % 3L0G

WRITECLL.S

FORMATS * INPUT SKIF INTERVAL (I.E.-3° PLOTS EVERY 3RD POINT
+ . SEGINNING WITH THE FIRST POINT

+ , ‘@ SELECTS RYERRGING OFTIQNI")

READCLU. # 2NSKIF
IFENSKIF . ME. 62 GO 7o 2

IF SKIF INTERYAL IS SPECIFIED RS “G° THEN GIVE OPTIGN TO AVERALZ

WRITECLU. 8D

FGRMATC " INPUT # OF CONSECUTIVE PGINTS TO AVERRSE")
READC LU * INRYG

NOT=NGT/NAVG

Go TO it

NDT=NDTANSKIP

A B G G AT
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o T3 e A

L

o Y

1
le

WF TECLU. 6 :
Fi 2ATC" INPUT SCALING OPTION--G=0FERATOR SELECTED"/

¥ I=RUTOMATIC" 3

~4

~—
Lo

RERDCLU, #2I5CAL

IF AUTO SCALING IS SELECTED AND THIS IS A LINEAR HISTOGRAMN FLOT.
DONST GIYE OPTION OF TYFE OF LIKE Tﬁ DRAW (50 WILL RUTONATICALLY
FLOT CONTINUCGUS LINED?

IFCSISCAL.ER. 1 2. AND. < ITYFE .EQ. 2HHI 3. AND. (LOG2.NE .1 2260 TO 855
IFCISCRL.EQR. 12 GO TGO &g

IF OPERATOR SCALEL., ACCEPT SCALE YRLUES

WRITECLU, 172

FORMATC " INPUT MINIMUM AND INCREMENT FOR X-RXIZY2
READCLU. # JXMIN. XINC

WRITECLU. 18>

FORMATC " INPUT MINIMUM RND INCREMNENT FOR Y-AXIS")
RERDS LUl # DYMINYING

KCNDT+] 2=XKMNIN

KNONDT+22=XTHC

- YONDT+1 =YHIN

YCNDT+23=YINC

IF LINERR HISTOGRAM A CONTINUOUS LINE WILL AUTGHATICALLY BE DRAW
S0 SKIF NEXT OFTIOHN

IFCCITYPE.EQ.2HHI 3 AND (LOGEZ . NE. | >0 T@ 833

E68 NRITECLL, 122

132

FORMATC " INPUT CONTROL VALUE AND SYHBOL NUMEER':

+ o ¢SEE PLﬁT Hth~—“TJ'TINE LINES”DO" )

RERDC LU, « JNCHTR . 5%HM
IFCLaGE ER. 1 )60 T 588

IF NOT HISTOGRAM FLOT, SET UP SEISPING OR AVERAGING DATA
IFCNSKIP.EQ. 62 GG TO 22
SKIPPING OFTION

CALL RERDFCID?.IERR. IEZ. 83
CARLL COBE

EERDE LBV 3T 0

KO =3, 8

D’L-l' iga I=2.HDT
KCIJ)=XC I~ 3+NSKIRP#LT

00 2ga J=] . NsEIF
CALL EEHDF(I[?:I”&F IBF. &2
CALL CODE
REAOCIBF, 353Y0 1)
IFCLOG . NE. 1200 T4 (ga
IFCYC I ) LE. BXY(I)=—-| BE+3E
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. IF(LOG.NE.

IFCYCT Y GT. 8%
CONTINUE
IFCLOG.MNE. ! XGn Su@
IFCYC ) 2 LE. BV d=—=] GE+Z0
JFCYC D). GT . 82YC 1) =HLChT{?f
G50 TO Sdg

I=RLOGTIYC IO

]

i3

AYERRGING

Lo 486 I=l
Slr=g. 4
SUNT=6.5
po Zag J=i. HHV“

CHLL :'»EH.::“’: L ..Cr‘fnlc-':'.' Ixa:v_'
CALL CODE
READCIBT . 34,
TSUM=TSUM+DT
SUMT=5UNT+TELM
SUM=SUN+5GNAL

K¢ I d=5UNTANAYG

Y I a=SUMSNAYG

2 Go 70 498

OPTICN
Lo HOT

o

THAL

IF L0353 PLOT DESIRED.
MININUY KUMBER <A

TRAXE LUG-
E‘ f;u FLf‘:U.

IFCYCID LE 82¥(1)=—1 BE+IE
IFCYCID . GI. 8T d=RLouTIY I N
CONTINUE

G0 TO aea

&
|
1 .
803
FORMATC * NORMALIZE TO MAXIMUN VALUE? (B=NO. |=VES)'™)
READ? LU # INCRY
IF¢LOG2.EQ. | NRINS=NBINS-!
MRi=3 . 5
DG 855 I=i NBING*:
IFCLOGZ. NE. | 23070 827 ,,
IF LOG-LOG HISTGGAAM, REAL X AND ¥ YALUES FROM FILE ,.

e, F o) "
s IBF 18 )

CALL REA
CALL CoDE
RE.HD(IBI' I!.— (R (I 3 A’uu'\ i3
FORMAT(RZE ie. &2

GO TQ 828

pFCIDT . IERR
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DO 568 I=i.KaINS

LYY
il
LA

TIea iy

b

IF LIMERR HISTDGRRM. REHD JUST ¥ VYALUES FROM

CALL RERDFCILF.IERR.IE
CALL COoDE
EERDS IEBF . 833 INUMNCT D
FORMATCELIS &2
IFCORORALRE . |
IFCRUMCT 3.5
CONTINUE
IFCLOGZ . NE. 1260 TO 8i3

'Ii

Ze -‘xr:.«:'I.f.';-'E.h’E INS+1 2350 TO 825

FILE

IF LOG-LOG HISTOGRAM , TAKE LOG--IF YALUE IS <=l.

MININUN NUMBER (HS A FLRG:
B INS= HEINH+°

TPCHUMC T3 LE. 8. B3%C T y=m | 9E+36
IFCRUCL) GT. 8,007 1 )= L AGTNNC L
IFCHCTD. IE.ﬁ.u,xcz: BE+35

IFCSCT ) GT. 8. 65 GTCHCT D)

ha?-rElrE

Go 70 1!

IF LIKEHR .I STOGRSM, DO THE FOLLOWIKE ROUTIM
E

CORHERS UOF

:; =£ U‘FFE ,,- L ‘ c,'.‘ tpr; ru;

L PR §

.":"‘"

2 by ST vy T g 3 e
o
a ;
|’_‘n
‘l‘
l._l
'I
(K%
1‘
L]
%
=
Ly

T A=Y CNARE

o

. ¥, way.
Y
'..,1
s
I'..

5 2y el
r:, -

I+

I =NUNCT )

FCROEN EQ@. I 2T =Y T 2 aA
AT =il =] M EING
IFCYCL 2 ER YoI=1r)G0 T 858
YOI+ d=YC] 02
Yoli=¥ii-12
HoT#]d=X012
I=i+]
CONRTINLE
NLT=I+]
YONOT 2=Y O NDT | 2
RCMDT 2=RCRDT=1 348 ING

Go 10 [
NCNTR=E
SPn=8. €
CALL PLOTXB..,B..,~3)

IF THIS IS THE FIRST RUN, CHECK FOR SCALING

SET YARLUE TO
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e
=3

UYL
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iy
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':

IFCIRUN . NE. 8230 70 783

IFCISCRL.NKE. | 2 EU TO Fed

CRLL .':"HHL.E{.»\ P RE RS( ) NEEN 1, HOT.

CALL SCALECYCHE . YLEN.KDT. |}

CRLL AXISCI. S, / G, KNAME, RLEN. B, . KCNDT+i 2 ;,.U‘JDT'J* a3
ALL ANISc!. &, 8.YMAME. YLEN. '31 SPCMNDTH L PONDTEE 2

CRLL PLETCT. - 1. =3

CUMPUTE MAKIMUK YALUES OF X AND ¥. DROP OFF ANY ¥ YALUES WHICH
GO OFF SCALE. E“T AN UF# ““Hhc ¥ VALUES TO MANIMUM ¥ VALUE.

YHANSYCNDT+ ! 2+ YLENSTINDT+E
MMAK=N{NET+! Y+ABSCS LEH?*chDT+’ﬁ
IDROP=8

Do Fas I=i.HDT

TECYCT Y LT YCNDT+1 30T 3=Y(NBT+I 3
IFCSCI) LT XORDTH+I 22 3=5CNDT+1 3
IFCSCTI Y GT SMRY IDROP=ILROF+]
IFCYCI Y, GT . PNRsE YOI 2=YHAY
IFCIDROF E@. G250 T 7ar
XOHRDT-IDROFP+] d=X(HDT+I >
Ha,ET—IﬂPuF+-*—YfMLT+°>

CYCNDT=IDROP+§ 2=YIHNDT+] 2

a1
=l

s

P

-

P
Le |

&
5

YN T=-IDROF+Z =Y (NDT+E 2

NDT=HDT-IDRIOF

WRITECI I, 32 2 I BROF

FORMATC® "i."'Fl_lF="‘-IS1

CHOLL LINESCKC!X¥C ! 2. NDT, | NONTR.55M 5

IFCe ITHYEE  HE. 'HHI QR CLOGE.ER. ! ). OR.CIRUN.NE. 82250 TO 7l

L

ON FIRST RUN. [F LINEHR HISTOGRAM. PRINT INFORMATION IN UPPER
RIGHT CORNER

EALL SYMECS . 8.6 &,

CALL NUmB(s.&.6.48. BRI Pt
CRLL SYME(E.8.5. 3.

CRLL !'u"f'ﬁB;u -'5-:7 D« WL HEINS+2),8.8,-12
;I"(fu’.t ,1 )GQ T!:

IF NORMALIZED, PRINT MAX VALUE

CALL SYNECS.8,5.8. .13, INAS. 8.6.1°
CALL NUMBCE.3.5.G. . 15, MAN. 6.8,-1)
CALL URITE

WRITE{LU. 725

FORMATC * MORE RUNS?)
RERDC LU, 738 INRUN

FORMATC A2 )

IFCNRUN. NE . ZHYE Y60 TO 758

IRUN=!

6o TC |

CALL CLOSECIDT )

FORMATCEIS.3)

END




APPENDIX E

PERTURBATION MODEL FOR FLUCTUATION ERROR

For this deviation we assume a sinusoidal signal

S(t) = a gin (mst)

and filtered zero-mean noise n(t) with signal power to noise power

ratio

S/N = 32/2 <n2(t)> >> 1

where < > denotes long-time or statistical average. We make the condi-
tion that the measurement is not accepted if a signal zero crossing
is missed or if the noise adds one. These events are very low prob-
ability for large S/N and are assumed to be detected and omitted.

The Nth positive going zero crossing of the signal occurs at

time to where

The actual beginning and ending positive-going zero crossings of the

composite signal r(t) occur at tl =~O0and at t, = t The estimated

2 0’

signal period is thus




For small errors, it is just as useful to determine the
statistics of the period measurement errors as it is to invert first
and determine frequency measurement errors. Thus the error in period

is

. (tz—to)-(tl—O) _ tz—tl—to
T N N

The times of the zero crossings satisfy the following equations

a sin wtl + n(tl) =0

a sin w(tz—to) + n(tz) =0

where we have made use of the fact that to is an integral number of
periods of S(t) with the result that Sin mt2 - sin m(tz—to).

The quantities t1 and tz—to

Thus we may expand the equations for t1 and t2 by a Taylor series

about 0 and to and keep only the first two terms to obtain:

are both very small by assumption.

t
1

0 + a Ssin wt) t. +n(0) +92 7 -0
dt oo 1 dtl g

i.e.,

\ ] —~—
a mtl + n(0) +n (O)t1 =0

a w(tz—to) + n(to) + n'(to)(tz—-to) =0

Solving for tl and t2 gives




and thus

. 1 0(0) ) n(to)
N Nlaw + n'(0) aw+n'(t0)

Thus far we have made no noise assumptions except that n(t) was
small and the errors are small. The n' terms in the denominator will

make the exact evaluation of €, somewhat tedious even if n(t) is

N
zero-mean Gaussian noise, so for now we will assume the slope of the
wavaform at the zero-crossing locations is nearly equal to that of the
signal alone, with the vertical displacement due to noise being
adequate for finding the horizontal displacement.* For this very
simplified case,

_1 <r_nx_> _ “‘“o’)

ENT N\ aw al

With all the approximations made, the first and second order

statistics become

<n(t,)>
<€ > = % (<n(0)> _ o _ O—O)

N aw aw
2 1 2 2
ey’ = ;§;§;§ (<n (0)> + <n (t0)> - 2<n(0)n(t0)>)

* If a tracking filter is used with bandwidth only slightly larger than
the signal bandwidth, and {f S/N >> 1, this condition will hold.

PO G Y, VR




If n(t) is assumed to possess an autocorrelation function

Rnn(tl,tz) = <n(t1)n(t2)>

then

2, __2
ey T 7223 [
aw

. Rnn(o,O) + Rnn(co,to) - 2Rnn(0,t0)]

We will approximate the noise as being statistically stationary (even
though it is not) with noise power Rhn(o) determined by the local
mean optical power incident on the photodetector (the value of the
background plus the pedestal). The autocorrelation function Rnn(T)

will also exist, and

<€2> = 2

N N2a2w2 [Rnn(o) - Rhn(to)]

Now Rhn(T) is an inverse Fourier transform of the magnitude
square of the noise filter frequency characteristic; we see that if
the filter were an infinitely narrow one centered at w, the auto-
correlation Rnn(T) would be periodic with Rhn(to) = Rnn(o) and there
would be zero fluctuation error. This is obviously not possible; if
we knew the frequency, there would not be anything to do. Generally,
the filter bandwidth exceeds the signal bandwidth, and the noise then
becomes uncorrelated in less time than the width of a single signal
burst. If the counter is set to count for approximately this number

of cycles, Rhn(tO) =~ 0 and the error is the sum of the errors at each

end independently:




2 2<n2§t2>

<eN>:: 22 2
Naw

The rms signal period error is thus

/€2 1 /<n2>=_1_ /1
N  wN az/2 wN \/ S/N

1f we normalize this result by dividing by the correct signal period,
we obtain

o =L 1 __ 1
T WwIN\/S/N 21N VS /N

For small errors, the same fractional error is made in the frequency

estimates if the inversions are errorless.

The formula which has been derived uses many approximations,
It should orly be valid for low-noise, high accuracy cases. We do

not know how the nonstationarity limits this.

E-5

e e e et e




APPENDIX F

EXPERIMENT/... CONFIRMATION OF NOISE ERROR THEORY

Laboratory experiments concerning photon noise limitations of
LV burst-counter processor accuracy were conducted during the period
June 15, 1977, to July 7, 1977. The tests were conducted with signals
produced by a photomultiplier tube illuminated by a light emitting
diode driven by the sum of DC current plus the output of a precision
stable sine wave oscillator. The purpose was to verify small-error

theory with high signal-to-noise ratio signals,

EQUIPMENT

Figures F-1 and F-2 are schematic diagrams of the experimental
equipment. The signal source was a 100 KHz crystal oscillator with a
divide by 2N option for 50 KHz, 25 KHz, 12.5 KHz, and 6.25 KHz. A
bandpass filter was included to remove harmonics other than the funda-
mental sine wave. The oscillator had absolute accuracy of 0.0025
percent with drift stability better than 1:105. This signal was
passed through a variable attenuator and added to a DC level. This
was followed by an LED driver amplifier. The light emitting diode
(LED) was chosen to have a linear light output versus drive current
input to avoid sine wave distortion with high visibility signals. A
calibrated variable optical attenuator was located between the LED

and the entrance pin hole of a photomultiplier tube housing assembly.
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The apparatus which was used is illustrated in the copy of a
photograph in Figure F-3. The divide by 2N option was not used. All
experiments were performed with a fixed 100 KHz signal, accurate to
better than 1:105. When the LED drive signal was applied directly to
the counter processor, the reading was 100.0 KHz with an uncertainty
less than +(0.5/625)x100 KHz.* The precision of the processor used
was limited to 10 bits (1:1024) readout of a 22-bit counter.

In Figure F-3, from left to right, the electronic equipment is
as follows: Macrodyne Model 2096-2 processor and 2096-5 output unit
(large cabinet), LED binary display for Macrodyne computer interface
output, hand calculator on printer for conversion of binary outputs,
camera (not part of experiment), CR 21213 power meter display (top),
signal source power supply (middle), power designs high-voltage
supply (bottom), SDL precision signal source (top), Krohn-hite Model
3200 variable band-pass filter (middle), HP 3400A RMS voltmeter
(bottom left), SDL band-pass filter for rejecting harmonics in
precision source (bottom right). On the optical bench we show from
left to right: Sensor head for CR power meter, PMT housing, focussing
lens, NRC 925B optical attenuator (calibrated with power meter to

2 db increments), lens, LED mounted in end of a plastic rod for

support.

* 6
For the Macrodyne processor used, the reading is f = 9&5299319_ .
For N = 625, f = 100,000 KHz. Nx2

F-4
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PROCEDURE

The power meter head and PMT housing each had identical (052"

apertures and were interchanged before and after the experiment.

The average optical power (centered at 5650 R) from the TI-211

LED source was measured to be 0.075x10_6 watts with the variable
optical attenuator at zero db (unity). This measurement was repeated
before and after the experiment without change of the reading. The
load resistance for the RCA 931A PMT was set at 10,000 ohms after
computing that the low-pass rolloff frequency for the combined RC load
was approximately 0.4 MHz., The ratio of the peak-to-peak AC current
to the DC current applied to the LED source was measured to be 1.4

to 5.3. A check was made over all ranges of the experiment to show
that the noise produced at the output of the Krohn-hite filter
(following the PMT and preamp) was negligible when the LED source

was turned off.

Before beginning the data collection, a check over all ranges
was made to select a suitable threshold voltage setting for the
Macrodyne processor. A potentiometer setting of 30 mv worked well
in combination with an rms input voltage of 50 mv. The procedure

adopted was to vary the PMT current gain at each optical attenuation

level to bring the total rms signal plus noise (in the pass band of

the filter) to 50 mv and then turn the AC modulation off and read the

rms value of the shot noise alone (produced by the DC value of the




light source only). This procedure was modified at the lowest light
level by using an additional 10x preamp (in the Macrodyne processor)

i and reading 5 mv rms signal plus noise. This was necessary to avoid

exceeding the high voltage limits on the PMF. This changing the

mechanism of gain does not alter the results of first order theory.

For each value of the bandpass filter settings and the optical
attenuator settings, 10 independent binary outputs from the Macrodyne |
processor were read and converted to decimal. The values read
centered approximately on 625 (see previous footnote) with scatter
due to the effects of noise.

This total procedure was performed for one setting of the
bandpass filter centered on the signal (80 KHz - 125 KHz). The

experiment was repeated on another day after plotting the normalized

rms deviation of the first test on the same page with the theoret-
ical predictions. In the second performance of the experiment, the
filter bandwidths were chosen similar to those typical of commercial
burst counters (4:1 frequency spread of filter) with the 100 KHz
signal located at the ends and the middle of these pages (LOW: 30 -
120 KHz, MED: 40 - 160 KHz, HIGH: 80 - 320 KHz). Also, the readings
were taken with a centered bandpass typical of a potential tracking
counter (TRACK: 80 -~ 120 XHz) and the same bandwidth as MED "slipped"

to the end (SLIP: 80 - 200 KHz). See Figures F-4 through F-8.
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RESULTS

In all cases, the normalized sample mean F and rms deviation

A

0 was computed as:

R 1 10 n 1 10 a2
F='ﬁ zl:Fi g = §§(F1—F)

The 1:sults were normalized and plotted graphically versus

signal to noise ratio as

or = B
F

and 3/? where F is 625%. Our theoretical expression for rms error

derived in Appendix E was also plotted along with the experiment

results.

-
T BT 1)

INTERPRETATION

The first experiment with pass band 80 KHz - 125 KHz duplicates
the zssumptions of the theoretical derivation as does the TRACK data
from the second experiment. We find that the theoretical expression
is indeed well supported by the results. On the low signal-to-noise
ratio (less than 10) end of the data there is no reason why the theory

should continue to be valid. We note that in general it doesn't;

* All computations were performed on the digital period readings
(F = 625) rather than on the frequencies obtained by inversion.
For small errors, there is negligible loss of accuracy in this
procedure.

F-13 ;




but with a lower threshold setting (which was arbitrary in the first
place); the theory is supported down to a signal-to-noise ratio of
unity for the Macrodyne processor with double threshold logic which
rejects data with skips and extra zero-crossings. It is our
opinion that the perturbation theory would not be supported at such
low signal-to-noise ratios without an excellent error rejection
circuit.*

On the high signal-to-noise ratio end there is the disturbing
tendency of all the standard deviation results to exceed the theory.
We wish to project these results down to lower error levels, so this
is questionable. We observe, however, that the readout of the
Macrodyne counter is obtained by truncating all the bits below the
10 (out of the 22-bit counter) which have been selected. Thus, the
slightest negative error causes the exact number 625 to be read as
624. This shows up in the high signal-to-noise ratio data where
typically 9 out of 10 readings are 624's and 625's split equally
(without che truncation we would expect about eight 625's with a
626 and a 624.)

We believe that the truncation effect will show up as an rms
deviation due to digitization precision at a level on the order of
0.5/625 = 0.8x10—3. The theory predicts 0.7x10_3 at SNR = 1000.

Adding the mean square deviations and taking the square root of the

* Our own results show that a certain amount of luck is required in
threshold setting at these levels.
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results is not necessarily valid in this case, but it would predict

3 2t the SNR = 1000

a minimum obtainable rms deviation of about 1x10~
level. We conclude that the theory is substantiated as much as is
possible ﬁntil a processor is modified to produce more bits in the
output readings.

The data may or may not substantiate the notion of mean bias
due to the "pulling" towards the noise band center. A quick glance
at the results indicates that considerably more data than 10 readings
per setting are required to reduce the rms deviation enough to produce
a useful confidence level.

The results of computing the normalized deviation of the mean
from the known frequency are included for completness. They do
indicate absolute accuracies of better than 0.1 percent were obtained
in our laboratory experiment. However, the procedure of reading the
binary output of the Macrodyne processor by hand without a computer

interface was too tedious for us to obtain sufficient data for the

deviations of the means to have useful confidence levels.
SIGNAL-TO-NOISE RATIO CALCULATIONS FOR EXPERIMENT

The signal-to-noise ratios (SNR) were actually measured to
avoid relying on predictions based on difficult to measure parameters.
However, we also obtained data for predicting the SNR in order to

determine how useful certain formulas are. Theory gives the following:

F-15
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ic(t) = 1ac(t) +1i, + in(t) . <1ac> = <in> =0

dec

<P(t)>nce Ponce |
< = = :
ic(t)> hv hv :

where P(t) consists of a steady component Po and a sinusoidal component

Ps sin wt, The normalized signal power is

2 2
2 Ps nc e2
<4 > = —
1ac () 2

()2

When iac(t) is present, then <in2(t)> is a function of time. As an
approximate theory, we assume that it is the value of <in2(t)> when
fac(t) = 0 which is important.* The noise is thus evaluated using

the steady part of the optical power as

Pne
2 _ oc
<in (t)>—2eB( ) )

The signal to noise ratio at the cathode is thus

2 2
SNR Ps Te 1 fg Ponc
4P Bhv 4 \P Bhv

The expression is thus reduced to the product of a modulation index

factor and the usual expression for the detection of steady light.

If the modulation is 100 percent, this reduces to the usual expression

* Although phase shifts due to filters can invalidate this assumption. b

F-16
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of Ponc/4Bhv. Now in addition, we add factors less than unity for

. various real PMT effects:

F1 = dynode collection efficiency (0.5 - 1.0)

F2 = dynode gain variance factor (0.5 - 1.0)

]
]

3 cathode éensitivity fatigue factor (0 - 1.0)

&
]

4 discrepancy in manufacturer "typical" specifications

and we have

2
SNR = F1FaF3F, (Fs) (Eohe
4 ) \ 3w

We anticipate that for the RCA 931A, F. and F, =~ 0.5. The fatigue

1 2

factor and discrepancy factors are unknown so we use 0.5 as an estimate
arbitrarily. For our experiment the ratio of (Ps/Po) as measured by
the LED drive current was (0.7/5.3)2 = 0,0174. The measured value of

Po was 0.075x10-'6 watts. We thus predict for the case of no optical

attenuation:

-6
snR = £0:5)(0:5)(0.5) (4 6174y ((0.075x10 )(0.026)) - 673,

4 (45 Kiz) (3.5x10 %)

Here the cathode quantum efficiency was obtained for the typical spec
on the peak cathode responsivity, Sc, by multiplying by the relative

spectral response at 5650 A and using the formula:

S hv
c

nn

e

"

I




We note that the measured value of SNR was 1000 during the first

experiments (no attenuation) and decreased to 624 when the experiment
was repeated. This seems to indicate that the cathode was being
fatigued by operating the tube at a level high enough to obtain a
signal-to~-noise ratio of 1000 with the modulation index as low as

it was.

We conclude that signal-to-noise ratios may easily differ by
factors of four or more (for the worst) if careful selection of high-
quality tubes is not made. Furthermore, a reliability study of the
fatigue of tubes may be required if they are to be operated at very
high signal-to-noise ratio (and thus total current) levels. The use
of a tracking filter to obtain the required signal-to-noise ratios at
lower power (and count) levels due to reduced bandwidth would be

helpful in this regard.

F-18




APPENDIX G

MID TERM BASELINE SYSTEM

SUMMARY

Purpose

The purpose of this discussion is to indicate that an accuracy
of 1:104 is feasible for a near term LV system for operatidn in clear
ocean water at a range of 2 meters. This discussion is based upon
the results given in the following subsections for photon noise errors
and the simulation of multiparticle errors. The multiparticle error
£esu1ts are sensitive to the choice of particle size, index and number
density, but parametric cases for particle models are not given here.

The details of the optical system follow this summary of results.

Particle Model

For the purposes of this assessment, we have used the Kullenberg
Pacific Deep model for number density. Our interpretation of this
data yields a cumulative distribution which is of the form (diameter)
exp (-2.65) with 2000 particles per cc greater in diameter than
lx].O.-6 m. We have used the large particle index of refraction 1.03 -~

j0.01 from Brown and Gordon as the index of refraction for all scat-

terers, (This is unrealizable as discussed in the report body.)




Data Rate Imposed by Photon Noise

Our error formula can be simplified by assuming for now that
eight cycles of signal will be counted. The formula than gives the

Irms error as

1

50 V' S/N

We will assume that for short range, large SNR single-particle signals,
the background light is negligible and the noise is dominated by the
shot noise from the single-particle signals. Then we can make the

approximation

~MO)
SNR = -

where B is the bandwidth and where A(t) is the pedestal photoelectron

ratek.t
Now giveﬁ a burst with 19 fringes within the 1/e2 width, we
may deduce that a threshold must be lower than the peak by a factor
exp [-2(4/8.5)%]) = 0.64 = 0.5

Therefore, we may write

* Algo assumes fringe visibility = unity, i.e., equal power beams
with fringe spacing much larger than the particle diameter.

+ Since this mid term assessment was performed, we have concluded
that A(t)/4B is a more realistic SNR expression than A(t)/2B.
These results have not been corrected for this more conservative
view.

G-2
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0.5 A

where Xp is the peak rate which is twice the threshold.

In order to obtain a single-particle signal with normalized

error 0 less than or equal to X, then we solve i

as the bound and obtain 0 £ X when

B
A2 —
P 25 x?

Now photon noise errors are independent. If we average the
measurements over one meter, small scale turbulence effects will be

*
removed by averaging, as will photon noise errors. For example, if

} 10 measurements are made per meter (100/sec at 10 m/sec), then the
rms error of the 10 measurement average (0.1 sec sample rate) is the
single-particle error reduced by 1//10. The error level depends on
the signal to noise ratio (and thus particle peak rate) as the in-

verse of the square root. Thus, if we reduce the peak photoelectron

* An issue of performance not handled yet is the level of small scale
turbulence which must be averaged away.




rate by a factor of 10 and increase the burst occurrence rate by a

factor of 10, the short-time-average error level due to photon noise
-remains constant while the error due to small scale turbulence are
reduced. We can see this in Table G-1.

We observe that the table may not be extended to lower values
because of several reasons. The primary ones are the high probability
of violating the signal-limited shot noise assumption at lower peak
rates; the overlap of signals to produce excessive multiparticle
errors; and the invalidity of the error theory at lower values of
signal to noise fatio.

The "simulated rate" column in Table G-1 was obtained by
reading the rate of occurrence of bursts with peak rate greater than
the value in the corresponding top column® All of these rates are
low enough to assume essentially single-particle signals (of the
given magnitude or larger) with the presence of an average of about
13 smaller signals present at any given time. The last line is ques~
tionable, but the remaining lines of the table are at signal-to-noise
ratios of 400 or more and should produce a high percentage of validated
measurements from a counter processor, The table thus indicates that
the desired accuracy for 0.1 sec averages could be obtained with any
of the three threshold settings: 3.2 x 109, 3.2 x 108, or 3.2 x 107.

Background light induced photon noise and multiparticle efforts are

more likely to be a problem at the lower threshold settings.

* From Figure G-4 following.
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Multiparticle Effects

In order to assess the multiparticle effects, we have plotted
histograms of the frequency estimates made by the processor and noted

the data rate obtained for three threshold settings: 3.2 x 109,

3.2 x 108, and 3.2 x 107. These thresholds are shown in the three
plots of the signal at different scales in the following material.

The results are shown by histograms and summarized in Table G-2.
SOFTWARE TEST: OPTIC

The primary output of OPTIC is a set of signal amplitudes
expressed in mean peak photoelectron rate values and a calculation
of the mean rate of arrival of these signals. We have also included
an output file whicH separately lists the particle diameter, the
differential mie scattering cross section (at 180°), the random
probe volume entry multiplier, the optical power to the detector and
the mean peak photoelectron rate.* This file allows us to observe the
component factors for checkout.

Table G-3 is a list of the parameters selected to exercise
OPTIC for purposes of the midterm exam. The parameters are with minor
exceptions (as noted) the same as those used in the test case of our

proposal. These parameters are also shown as the first portion of

* This redundant file of PKRT has been replaced by SNR = PKRT/4B
in the final version reported in Appendix C.
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Table G-3. Trial System Parameters.

V = 10 m/sec Velocity

R =2m Range

w, = 1x10_3 0} Transmitter beam radius

0 ='% = (0.015 radians Beam angle intersection

d = 30x10_3 Transmitter beam separation

2 2 .
A.c = m[(0.06) -(0.03)"] Receiver collecting area (5 inch
2 diameter)
= 0.00848 m

T=20.3 Transceiver transmission efficiency 3

Po = 0.4 watts 0.8 watt laser split to form two 0.4
watt sections

¢ = 0.015 rad 0ff axis view angle of receiver due
to observation disc

Yy =1.0 Excluded from Elliptical beam compression factor

final version '

Fp =0 of OPTIC Bragg cell frequency

Ao = 0.488x10_6 Free-space wavelength of laser

n = 0.05 Effective quantum efficiency
(0.2 divided by practical factors
of 4 -- to be studied further —
was 0.2 in proposal)

C=0.1/m Water attenuation coefficient 1

Do, 4




Table G-3. Trial System Parameters (Cont'd).

! n = 1.03 -~ jO.01 Relative jndex of refraction of
particles ;
i
n = 1.33 Index of refraction of water i
N = 2000x106 Number of particles*/m3 greater in
diameter than yo
| Yo = 1.0):10‘-6 m- Lower cutoff of size distribution
j ;
! b = 3.65 Negative slope of particle diameter

probability density

* Cumulative:
~-2.65 6 3 -6
N>y = 2000 ——1—_—) x10°/m> , 1.0x10 ° <y < 20 um
1.0x10




the output file priuntout reproduced as Figure G-1l. Figure G-2 is a
plot of a histogram for 1000 scatterers of the diameters realized.
This is a differential distribution. The figure also includes the

expected value of the histogram. Figure G-3 is the same information

in cumulative log-log form. Figure G-4 is a log-~sort cumulative histo-
gram of the resulting values of peak photoelectron rate. The values
are the rate of occurrence of signal bursts with peak photoelectron
rate greater than the abscissa value. The number of fringes, the mean
signal frequency, and mean time between burst centers are shown on

the printout. The data in Figure G-4 is used for photon noise consid-
grations in the summary.

The proposal used r03/sin (8/2) as the definition of the
volume of the optical probe. This was used to compute the rate of
signal bursts. We have decided after additional consideration that
a more appropriate measure of rate is that given in the definition of

OPTIC as

_ 2
Ab = N0 \' (2r0) /9

where NO = total number of particles*/m3, V is the velocity, I, is
the l/e2 intensity beam radius, and ¢ is the off-axis viewing angle.
Implicit in this formulation are the facts that we assure the cross-

over region is viewed off axis with a slit equal in width to the

* NO is the number greater than the lower cutoff of the model.

G-10
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s = 46.72 usec
=~ 13.6

Signal Period = l/fS = 2,446 x 10“6 sec
l/e2 Burst Width = 19.1 fringes x 1/f
Burst Separation = 3.44 usec
No. of Particles in l/e2

Probe Volume at Once = 45.27/3.49 usec
Total Burst Rate = 291,000
DT = 1/(f_*17.314159) = 1.412796 x 1077
T .. = 0.34364 x 1072 = 24,323 DT values
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image of the cross~over beam l/e2 intensity diameter, and that a

Gaussian amplitude multiplier is used with a uniform random probe
volume entry location. This new procedure results in a burst rate
Ab which is approximately four times larger than the procedure of
assuming that the volume is r3/sin (6/2) used in the proposal.
Furthermore, we have included particle sizes down to lxlO—6 m diam-
eter (2000/cc) instead of only going down to 1000/cc of l.25x10_6 m
particles. Thus, the total burst rate for 10 m/sec is eight times

larger than in the proposal calculations and the rate due to the 10

nmeter particles is four times larger.
SIGNAL

At the present time we wish to assess the effects of multi-
particle error independently of photon noise effects. We are also
presently limited in our ability to correctly include the photon
noise effects as direct simulation due to the fact trhat the FILTER
program used previously in our NASA work is inadequ-te for this project
and no time is available for replacing it with an appropriate filter.
We have solved this problem by removing the generation of the low-pass
pedestal portion of the signals in SIGNAL and eliminating the step of
simulating the photon noise. Thus, SIGNAL now simulates a perfectly
filtered signal (not achievable in real life) whose only physical
error source 1s multiparticle overlap effects. In order to assess

the errors produced by such effects, as opposed to whatever residual

G-16
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error level is inherent in the simulation with the specified digitiza-

tion precision and other simulation parameters, we have executed

st oo b e

SIGNAL with both a poisson random arrival of the bursts and also as

a periodic, non-overlapping set of signals. In each case, the

frequency of the burst has been chosen to be random with Gaussian
probability density centered at the mean frequency computed by OPTIC
; and with a standard deviation of 0.0001. Figure G-5 is a normalized
’ histogram of the difference between the actual burst frequencies and
the assumed (input) mean frequency (the difference) divided by the

input mean frequency. This figure should be compared with the histo-

gram of the measurements indicated by COUNT in the next section,

Figure G-6 is a collection of plots of the output file of

3 SIGNAL. We have selected several scale factors to allow observation
of the signals from the perspective of a variety of threshold levels.
This is a more experiential view of a small subset of the data
summarized in Figure G-4. In these figures the time scale has been

i compressed by periodically skipping points which are actually used in

the succeeding programs. The compression factor is the ratio of the

toral number of points within the time interval shown to the number

:g ac-ually plotted.

COUNT - COMP

The output of COUNT is a set of time measurements and message

errors. At present the best overview of performance is obtained by

L G-17 A
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using COMP to take these measurements, throw out the ones with error
messages, just as a processor would do, and form a histogram of the
frequency deviations which occur.

Figure G-7 is a histogram plot of 32 values of frequency
estimate from the test case of SIGNL. This test case was designed
to determine if the interpolation error and computer round-off error
were sufficiently small to be less than 1:104. The seemingly obvious
approach of making the input test frequency constant and observing
the output deviation was not used because we wanted to avoid any
singularities that could arise from having periodic bursts and peri-
odic sampling. Tﬁus, the amplitude and the frequency of the test
signals shown in G-5(b) and G-6(a) are slightly random. Comparison
of Figure G-7 with G-5(b) indicates the desired accuracy level was
achieved.

Figure G-8 shows the results of multiparticle error versus
threshold for the baseline case. The results shown in Figure G-8

were summarized in Table G~2 in the summary.
REPEATABILITY TEST

The simulations reported in this report were all performed
with a 1000 particle signal sample. The runs reported have more
than filled up a 15 Mbyte disc which holds 3.75 million 32-bit words.
Nevertheless, due to the negligible contribution of many of the

smaller scattering particles, the number of signals simulated at
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peak photo-electron rates high enough to produce large SNR signals
is fairly low. Because of this, the numbers reported in Tables G-1
and G-2 are subject to statistical fluctuation. In this section we
consider this statistical variability by comparison.

First, the statistical realization of particle diameters has
already been presented. Figures G-2 and G-3 compare a histogram of
the actual particle diameters realized with the intended theoretical
probability density and cumulative probability.

We do not have a theoretical expression for the histograms
of realized signal amplitudes. Thus, in order to provide a compari-
son, we have repeated the entire mid term case for a second 1000
particles randomly realized independently with respect to the mid
term case. The results of this repetition are presented in the
Figures G-9 through G-~13. They may be compared with the correspond-

ing figures above (as indicated on each figure).
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APPENDIX H

PARAMETRIC COMPUTER DESIGN STUDY:
THREE-METER RANGE

The programs OPTIC, SIGNAL, HISTO, PLOT, COMP, and COUNT have
all been executed for eight sets of system parameters for a 3-meter
fringe laser velocimeter system. The optical parameters were chosen
to simultaneously satisfy several practical relationships. These
include the fact that for backscatter systems the fringes should not
be smaller than the particles being observed; and for a non;Bragg

cell system with a count of 8 processors, more thaan 8 cycles, (15-20) {

are desired. The eight cases were obtained by permutation of the
following three parameters:

: Optics scaled up by 1.5 from the 2 meter baseline.
I1: Optics with transmitter beam diameters increased by
factor of 2.5 with beam separation increased by
factor of 2.

A: 2000 scatterers/cc > 1 micrometer diameter.
B: 20,000 scatterers/cc > 1 micrometer diameter.

1: n
2: n

1.03+30.0
1.15+30.0

W

The eight cases there have designations of IAl, IA2, IB1, 1B2, IIAl,
IIA2, IIB1l, IIB2. The entire set of parameters for the runs is given
in Table H-1.

The results of running OPTIC are described by the header .

information and the sample peak rate printout reproduced as

Figures H-1(a) through H-1(h) by the cumulative log histograms of




Table H-1. Parameters for 3 Meter Design Study. 11

V = 10 m/sec Velocity ;
!
R=3m Range |
w, = I: 1.5x10'-3 m Transmitter beam radius
II: 3.75x10—3 m
f 6 = §-= I: 0.015 radians Beam angle intersection
i II: 0.03 radians
d= 1I: 45):10_3 Transmitter beam separation (19 fringes)
II: 90::10_3 Transmitter beam separation (16 fringes) 1
Ac = I: ﬂ[(O.O9)2—(O.045)2} Receiver collecting area (=7.5 inch
= 0.019 m2 diameter)
II: [(0.09)2-(0.055)%] ]
= 0.016 m’ ;
T = 0.5 Transceiver transmission efficiency {
%
Po = 1.0 watt 2.0 watt laser split to form two 1.0 :
watt sections '
¢ = I: 0.015 rad Off axis view angle of receiver due .
II: 0.018 rad to observation disc
; Ao = O.488x10—6 Free-space wavelength of laser
i
2 n=20.2 Effective quantum efficiency
!
i c=0.1/m Water attenuation coefficient

3
[




e e AL A o M I AT Yt = ¢ VA M S B A Mtrabiran e ciaraten e TR B

Table H-1. Parameters for 3 Meter Design Study (Cont'd).

n = 1: 1.03+j0.0 Relative index of refraction of
2: 1.15+j0.0 . particles ‘
]
n=1.33 Index of refraction of water Ij
N = A: 2000x106 Number of particles*/m3 greater in
B: 20,000}(106 diameter than Y,
Y, = 1.0x10—6 m Lower cutoff of size distribution
b = 3.65 Negative slope of particle diameter !
probability density »
-6
Ypax = 20x10 " m
|
o

* Cumulative:

-2.65 _. 6, 3 -6
N>y = 2000 (___JL_:E) x10" /m » 1.0x10 ~ <y < 20 ym
1.0x10

;
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peak photoelectron rate in Figures H-2(a) through H-2(h), and by the
resulting signal simulations in Figures H-3(a) through H-3(h). The
histograms and rms error obtained when the signals were applied to
the simulated burst-counter with the Macrodyne bipolar test are
illustrated by Figures H-4(a) through H-4(k). These are the result
of using programs COUNT, COMP, HISTO and PLOT.

In three cases we ran COUNT and COMP for two different thresh-
olds. The last three cases in Figure H-4 show that when the threshold
is set high enough, low multiparticle errors result even in the multi-
particle case.

The results indicate that in a practical system, an adaptive
threshold will be required to obtain only the larger signals.  The
results also indicate that even with optimized optics, the n = 1.03+j0.0
particles provide only marginal signals for very high accuracy work.
However, it is still probable that when larger particles in the 10-100
micrometer range are i.icluded, the results will be adequate. More
than adequate signals will always result from the inorganic particles

with index in the 1.15-~1.20 range.
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APPENDIX I

EXCERPTS FROM "PROPOSAL TO THE ADVANCED RESEARCH PROJECTS
AGENCY FOR DEVELOPMENT OF A SYSTEM FOR INTERNAL
WAVE MEASUREMENT," BY WILLIAM STACHNIK, 5 JANUARY 1977

FACILITIES AT NOSC AND SCRIPPS
PROVIDED BY DR. MIKE REICHMAN, NOSC, JUNE 8, 1977

NRL MTF EQUIPMENT
DR. VINCE DEL GROSSO
APRIL 13, 1977
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klectro- Jnux &3 Systems Divis
Naval Underxater SysLeTs

PROPOSAL FOR PROVIDING INTERNAL WAVE NMEASURING IRSTRUMENTATION

York prepared under Project Couragecus has indicated that many of the
basic requtrerents of the ARPA program are within reach. The pr1ravy cause
for hesitancy in giving a more positive support of the approach iies in the
opt1cal propagation requirements necessary for high- accu“acy velocity sens--
ing.

Also important in the feasibility of the approach is the nature of in-
dividual part1cle backscatter and how widely different 1nd1v1dua1 scatterlng
" functions will affect the Doppler signal.

If the above areas of critical concern wera completely independent of
the optical aperture size and optical speed, one would be inclined to place
an LDV system into seawater as soon as possibie and take note of the results.
Unfortunately, such independence doés not exist and results obtained with
one configuration will not be readily transferred to the next.

The above argument does not consider whether the oceanic-particle scat-
tering functions found are typical or what distributions of scattering func-
tions are present. .

This proposal is addressed to the ARPA goal of obtaining internal wave
measuring instrumentation that is economical, effective and available within
a two-year period, but obtaining these goais will require an investigation
of the areas presented ahove and additional areas to be presented later.

hUSC wishes to contrihute in a significant vay to the expanded organi-
zation that will be nncessgry to carry out this task. As part of this con-
tribution, NUSC offers its facilities, its experienced staff and the valu-
able associations that it has made with the technical-scientific community.
The following material summarizes NUSC's resources. The two most important
facilities are described below:

1. The AUTEC Test Range in the Bahamian Chain of Islands

This facility possesses clear ocean water whese optical properties are
well docurented—a result of the Deep-lLook and Look-Sea programs. Tha facil-
ity also possesses a pleasant Meditervanean-like climatc which allows year-
round testing. Extensive shop, diving and communications facilities exist
at WUTEC. These facilities have as one of their primary uses the support of
torpedo programs such as the Mark 48. Significant in the leler phases of
this program will be thz submarine traffic that exists there, for AUTEC is
the acoustical test range and torpedo firing test range for the Atlantic-~
based Navy.

II. RUSC Oceanographic Van and Optical-Oceanographic !nstrumentation;

This compiex of equipment is capable of being fitied onto practically
any ocean-going vessel. It can be transportied by cargo plane, rail or truck

‘. L]
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- merely a way of indicating, in a specific way, the staff we can draw upon

© Jects spans many important hydro-optical arcas:

to the port of dopartura. Since it is self-ccntzined, the equipment dozs
not sufier the usual comsecuences cf repeated assenbling and dismanteling.
The full complément of equiprient is listed in Appendix I, but the most sig-
nificant features are the following:

oA twenty meter optical bench that provides high accuracy
attenuation coefficient determinations. .

*An onboard computer that calibrates equipment, processes and : |
records data and al]ows computer codes to be generated as needed
at sea,

Other contributions to be made to the ARPA program 1nvo]ve new instru-
mentation and techniques:

I. NUSC/TRIADIC n1crostructure Measuring InstrL*entat1on

Specval nucroctructure 1nstrurentat1on has been fabricated for NUSC by
the TRIADIC Corparation, This instrurentation will provide both density and
optical refractive 1ndex information besides g1v1ng the statistics of index
variations. The unique aspects of this equipment is its abtlwty to sense
high frequency, smal) sca]e refractive phenomena. -

I1. Ocean Water Simulation and Quantification Equipment

Ocean vater has many properties that'affect system performance. It is, -
however, perishable. In order to execute significant tests of either system
breadboard configurations or systems ready for sea-trials, reasonable simu- -
Tations of seawater should be utilized and methods of checking the simula-
tions available. This Laboratory has just completed three months of simula-
tions and has developed both the techniques and instrumentation recessary.

The final contribution to point out is the staff available at NUSC.
The author does not intend that individuals listed here replace those that
ave already made significant contributions to the ARPA program. It is

for consultations when many specialized inputs are necessary.
Conecdni

A. Brooky,- consultantson natural seawater particulates (biologist}

P. Cable - consultant on internal wave behavior {physicist)

W. Huntley - LDV electronics (electrical enginecr)

R. Randall - seawater simulations (physicist)

F. Replogle - hydrospheric propagation (physicist)

W. Stachnik - optical oceanography, propagation and systems (physicist)

The work performed by these individuals in previous and ongoing pro-

*Deep-Sea Optical Transmission
sIntegrated Laser Leam Spread Analysis

2,




eCarrespondaice oF roint and Seam Spreac functicns : . ,
'Underwater'Viewing Systems’ ) : . e o
eLDV Anzlysis and Test :
eUndervater Optical Communications
snderwater Solar Light Measurement
<Deep-Sea Current Measurement
eDeep-Sea Nephelometer Heasurements
The above material has intended to show the contributions that this
Laborstory can make to the ARPA tack. It is difficult to numerically ex-
press their value.and be certain of the objectivity of the estimate but an

estimate has been attempted in Appendix II, not because the resulting dollar
figures have great significance, but that the topics listed serve to generate

further discussion and more accurate assessments. -

Program for Internal Wave Measurement (IHM)

The flow chart of the following page deséribes the majoi'considerations

-§n IMM development. The chart begins with areas already addressed in Pro-

ject Courageous and jndicates their fundamental applicability. The chart
continues to show regions of overlap--where similar considerations are ne-
cessary in each pursuit, and where coordinated efforts can conserve sponsor-
ing vesources. The last region represents those areas that are unique to
the ARPA work. This area of uniqueness may occur earlier in the chart than
presently shown. The support for this point can be found in the SDL '
portion of this proposal.

3.
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Program for Fiscal 77 (1 Jan 1977 - 1 Oct 1977)

Project Courageous 1s presently involved with steps 3 and 4 on the
development flow chart. lith informaticn providad bty ARFA, the event rode]
can be expanded and expressions for S/MN (signal statistics) ccve!o ad tha

‘would encorpass IV work. The SOL portion of this proposal allows this pro-

¢rem integration to occur. The SDL work extends beyond 4 and includes the
essentials of step 5 "Desian of an Insitu Instrument." Step 5 requires care-
ful treatment if the overall goals of the program are to be wet eccnomically.
For in this step is the possibility of joint RAVSEA-ARPA sponsorship, the
utilization of available lasers and pressure housings, and the choice between
analytical treatments of coherence or insitu measurement.

The present meeting of ARPA and NUSC should be concerned with this crit-
jcal step. The material presented in the SDL portion treats steps 4 and 5
with an analysis of propagation characteristics and with a fully analyzed

. systein design.

Appendix II1 treats those costs that would be involved in a sea-test
investigation of propagation characteristics rather than a purely analytical
approach.

This iteration should resolve this issue and provwde a franeuork for
move detailed plann1ng

ERe e e




RUSC Optica’-Oceancaraeshic EQuipment

*20 Meter Optical Lench
*20 Mcter Transmissometer -
o Image Orthicon Underwater Television System '
eSpectra Pritchart Underwater Photometer
°oRCA LD2101 Undenv:ater Laser System
«100 Yatt CY Argon-lon Laser ‘
eSalirometer/Quartz Thermometer =~ .~%%
e Current Speed and Direction Systmmcffé'
ePulsed Insitu Absorption Meter
-eMarine Illuminance Meter
e M-225 Cine Camera
¢ 200 wm Data Camera
«50 Gallon Clean Water Tank
‘ ( * 550 Gallon Clean Hater Tank
» 1000 Ft Cable Winches
eCintra Radiometers
e Underwater Light Sources (Thallium lodide)
e Sp-ctraphysics 5 ¥att Underwater Laser System
¢ l.ensless Camera/Vidicon System
o ITF Yeter
» On-Line Data Processing Computer
e Relative Irradiance Meter
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-‘r ) , APPENDIX 11
Evaluation of Facilities

# AUTEC
i . Prior quantification of water parameters . . . ... .. .. .. >50k

Facilities adjacent to clear ocean water

(save in transit time) . . . . . . . . ¢ . . 0 .0 . .. ... 320k
Facilities allowing heavy machine work to :
be performed . . . . . . S A 1414

' ' >80k

NUSC Oceanographic Van
~ Development of 20 meter optical bench . . . ... ... . ... 100k
* Development of ITF instrumentation v e e e e e s . ... 200k
" Lensless Camera/Vidicon Camera . . . « « « « « v o o o o o o o o 50K
Oceanographic instrumentation . , . « v v v v v v e v v v oo 100k ' _
(abs temp, salinity, current speed, direction, bench depth, etc.) : :

Oceanographic van (Incl. computer, HF radio : ' !
conmunication, oscilloscope complement, etc .. . ... . « « . & . 500k

Microstructurc Instrumentation
Purchase Cost . . . . . . PR 13

Staff experience with ocean-optical measurenments
with respect to Laser Doppler Velocimetry . .. . . . .. V. . 138k

Previous Staff Active Experience in Ocean Optics

. 2. W. Huntley - 1 year
3. R. Polley - 15 years
4. R. Randall - 2 years
5. F. Replogle - 20 years B
6. W. Stachnik - 12 years
7. W. Green - 5 years
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Additional Notes on NOSC Facilities
Dr. Mike Reichman, NOSC, June 8, 1977

HYDROMECHANICS LAR

» Water Tunnel (see brochure) (omitted from report)
— standard, variable-speed flow, well-characterized
— LDA side-by-side with hot film probe measurements
- could use approximately 1 meter for propagatiomn/accuracy experiments

—controlled particulate

s LDA
~ TSI Series 900 with accompanying Model 1076 True RMS voltmeter
- 15 mw laser, Bragg cell
- Optics for 100, 250, 600, 1000 mm forward/back scatter

— complete traversing capability, resolution to 0.001"

e Static Tank
- 5' x 8' by 6' high visualization tank
— optical grade plexiglas sides
- develop circulating cell for low velocity environment
~ can filter and reseced

— best for basic propagation experiments

# Accessory Equipment
—~ Nicolett 444A spectrum analyzer w/Tektronix digital plotter

» Cost

- funded research or $200/day minimum (single person, no wmaterials) to
outside contractor on a not-to-interfer basis

NOSC OCEANOGRAPHIC RESEARCH TOWER (See brochure) (omitted from report)

» Site has fundamental instrumentation, then equipped specially for each
experiment either by user or NOSC

- concurrent thermistor array measurements with
(i) 100 channel data lagger or

(ii) computer controlled data logging w/plotting and/or conversion
capability

. I T - -
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» Large boom to be installed in approximately 1 month, will handle 6000 1bs.

e Tower moves a bit with the ocean swell, amount is ta be measured in July 77, :
could continue to do same ‘ y
» Two type packages could be used
(i) dipped, free falling from boom
(ii) track mounted, can clamp for rigidity
 Easy access, 1 boat/day, from Mission Beach
s Can accommodate 6 people overnight for long term measurement
s Scheduling
- 15 people can be handled nicely

- can always work things in, at least short tasks
e Cost
-~ minimum of $400/day

— somewhat dependent on operation

FLIP (See brochure) (omitted from report)

. Scfipps—owned
~ expensivz if not "piggy-back" experiments
e General character i
— 4 cm heave in 4-5' waves
— <1 m heave in 30' waves
— 27 second natural period
- boom capability of 700 1bs., 60 ft. long, many other booms available

RELEVANT NOSC CAPABILITY

e Instrumentation Group
~ start-to-finish instrumentation support

— computer aided data collection/analysis. (HP-2100)

e Deep-Sea Package Design ;
v - multitude of submerged pachages (CURV, MNV, RUWS, ctc.)

- cable handling requirements well known

o Electro Optics Expertisc
.— - BAYSIDE (Formerly NUC) -—_

-~ specialized in occan operation .




— have current experiments in
(i) hottom viewing/mapping
(ii) laser propagation
— limited laboratory capability
-~ TOPSIDE (Formerly NELC) ———
— underwater optics as applied to communications

—~completely equipped lab (lasers, optics, ass't. hardware)

-~ have done at-sea experiments

i » Extensive Ocean Data Base Available
— gathered as portion of biological studies and underwater vehicle technologies
programs.

' MISCELLANEOUS

» Inertial Navigation ' Package, LTN 51 (Litton Industries)
— suitable accuracy for motion compensation measurements, .OOTO/hr
— on hand, at Scripps, available for loan
— needs recalibration, $10K approximately, Litton unofficial quote

~special. 110 vac, 400 Hz power supply available

i ch b s o vy




NRL MTF EQUIPMENT
APRIL 13, 1977

This appendix includes three selected pages from a 1975 paper
by Vincent Del Grosso of NRL. The paper describes laboratory MIF
equipment with reported sensitivity of 25 microradians (1/(40,000
1ines per radian)).

Dr. Del Grosso is presently preparing ocean-going equipment
for October 1977 with a path length of 1 meter. The new equipment is
planned to perform scans at a rate of 1 per 0.2 sec. with a possible
resolution of up to 1,000,000 cycles per radian*. No reports were
aQailable as of Dr. Mayo's visit with Dr. Del Grosso on April 13,
1977.

* Present lab model is still 40,000 lines/radian. The figure of
1 microradian resolution was "possible” but not planned.
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MODULATION TRANSFER FUNCTION OF WATER

V. A. Del Grosso

Naval Research Laboratory
Washington, D.C. 203756

Abstract

Particulate matter of the sizes, concentrations, and refractive indices found in situ renders the Optical Transfer Function of water 2
real quantity. Modulation Transfer Function (MTF) is measured in vitro by spatial filtering of the projected image of a slit in the Fourier
Transform plane. Analysis is by Moire’ fringes with a smooth and continuous variation of spatial frequency (nominally 0-40,000 cycles/
radian) obtained by counter-rotating Ronchi rulings. The analogue of convolution of impulse responses is tested as the cascadability in a
scattering medium of true sinusoidal MTF's. Coulter Counter techniques are used to measure differential particulate count in 15 channels
up to 100 um. Experimental data for various ranges and particle distributions are compared to theoretical predictions based on volume
scattering functions (VSF) obtained by Mie scattering calculations and the Fourier transform conversion relating MTF and VSF first ob-
tained by Willard Wells. The equipment is being repackaged for in-situ measurements to accompany forthcoming flood-illuminated
SEGAIP (SELF GATED IN-WATER PHOTOGRAPHY) trials.

Introduction

Before heroic{1:2) measures may be justified to pass the primary limit(38) of backscatter for artificially illuminated in-water optical
viewing systems, adequate knowledge of the ultimate limit{?? attributable to the image degradation and accompanying photon loss of
amall angle forward scattering is essential. Since adequate pictures®10) have been obtained at a 20 m range over a 90 degree field by the
LIBEC or light behind the camera technique, determination of the image carrying ability of water is the obvious task before investing in
expensive schemes to increase range and/or coverage. And the most satisfactory specification of this image transmission ability is via the
Optical Transter Function (OTF)11),

This concept of the sinusoidal response derivable as the Fourier transform of an impulse response or spread function requires iso-
planatism or stationarity as well as linear superposition or linearity. The first condition is not met in turbulent conditions so familiar to
astronomers but will be shown to hold for scattering from particulate matter. The second condition is met by most optical systems and
will similarly be shown satisfied by in-water imaging with suspended particles. It will further be shown that, following the precepts of Mie
scattering theory, the intensity is the linear parameter for the resultant non-coherent process. This is fortuitous since the cascadability(12)
of individual OTF’s applies only if there are no intermediate partial coherence effects.

Even for initially coherent waves, non-coherent imaging is the result since we are in the far field of a scatterer where the scattering
cross-section holds and power is added irrespective of phase for this random interference of a large number of waves of random phase from
many particles.

Optical Transter Function

A blurred image g(x, y) is formed by the convolution of the object f(x, y) with the spread function h(x, y) as

g(x',y) = j f f(x, y)h(x’ - x, y' - y) dxdy

g=fxh
which in the spatial Fourier transform domain becomes
G(u, v) = F(u, v)H(u, v)

as a (usually) complex function of the spatial frequencies u, v and where

F(u, v) » ff f(x, ) exp [ 2rmi(ux + vy)] dxdy.

The transfer function is the Fourier transform of the spread function as

H(u, V)l-f h(x, y) exp [-i(ux + vy)] dxdy

PO

and also the autocorrelation of the pupil function f(s, t) as
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wave gratings that are more easily and accurately made. The original three bar targets were soon increased to 15 or so to permit establish-
ment of a steady state frequency for each pattern at a constant scan velocity. Usually 10 or so such patterns were employed. It was
originally believed that the resultant - 1are wave response had to be converted to the pertinent sine wave response by calculation(!8) but
it was soon realized that the sinusoidal response could more easily be obtained by electronic filtering(19).

Apart from these direct instruments yielding MTF’s at discrete frequencies there are two continuous frequency devices available.
One(2%) employs a radial grating and crossed slits moved along a radius to vary frequency at constant rotation, while the other(2!) employs
crossed Ronchi rulings rotated at varying speed to produce Moire fringes aligned with a projected slit. This latter not only passes more il-
lumination from a given source, and utilizes a larger aperture, but results in a triangular pattern more easily filtered to sinusoidal re-
sponse(22), The rationale of measurement is that a Fourier transform is performed on the spread function by imaging the slit object onto
the Moire pattern. The frequency of the pattern is made to vary linearly with time by driving the counterrotating Ronchi rulings with a
sine-cosine motor such that the sine of the angle between them is proportional to time. The imaging is done through an objective lens con-
focal with a microscope objective. The line spread function of the water is represented by the intensity distribution across the image of the
slit scanned by the analyzer. A photomultiplier collects the transmitted light and, after suitable filtering to obtain sine wave response, pro-
duces an ac signal whose time base is proportional to the spatial frequency and whose amplitude is proportional to the integral of the
product of the line spread function and the sine wave of varying spatial frequency which is the MTF. In its fast mode a scan is completed
in 0.2 sec, repeated every three seconds, and displayed on an oscilloscope. A slow mode for x-y plotting requires 3 minutes/scan.

Fig. 1. Laboratory Set-up for Measurement of MTF of Water.

The equipment is shown in Fig. 1. Basically there is an optical benh 3.6 m long, carrying the analyzer to the right consisting of
microscope objective, rotating Ronchi rulings, temporal wavelength filter (all measurements were made in a 30 nm bana centered at 480
nm) and photomultiplier. To the left of this assembly is the imaging or decollimating lens which in large part determines the MTF of the
system. Basically we are measuring the MTF of this lens and noting how the response is modified by various water paths. The total re-
sponse divided by the system response is the MTF of the water path if cascadability holds—and of course this may be checked for various
path lengths or ranges io determine whether the MTF of water is itself cascadable. Proceeding to the left on the optical bench there is
next a black-teflon lined tank with optical windows adjustable to perpendicularity with the axis of the optical bench. The direct light path
between these windows is 1 m. Finally, working backwards through the basic system there is an 230 cm long, 4" diameter collimator
which is used to project the image of a 4 pm slit illuminated through opal glass and a condenser system by a 250 w tungsten halogen
quartz lamp in a dichroic-coated elliptical reflector (EMM-EKS). This lamp is operated from a stabilized supply. Th large hose is used for
cooling the lamp while at the same time minimizing vibrations. The optical bench plus the entire water path is mounted on a 6 m long
vibration isolated table. Another 1 m tank is located at the other end of the table and joined to the first tank by 8" diameter black-teflon
lined tubes. These tubes are in 1 meter and half-meter lengths permitting ranges from 1 to 11 meters in 1 m steps. Four mirrors are used
to properly direct the collimated beam and baffles are inserted in the tubes at strategic locations to minimize wall reflections. The pro-
jecting collimator has been auto-collimated at 480 nm and the physical location of the 30 em decollimator is optimized for maximum
system response at the same temporal wavelength.
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] by the pre-calculations the dominance of the larger particle sizes on narrow angle scattering and MTF is corroborated. And, although not
demonstrated here, the VSF at very small angles is calculable from the experimental MTE. In the pre-calculations VSF was calculated for

j each particle distribution and number density first, then transformed to MTF, and then inverse transformed back to VSF with excellent

l agreement for angles between 0 and 0.05 radians and good agreement to 0.1 radians.

References

" 1. Heckman, J., P. J., “Underwater Range Gated Photography,” SPIE Underwater Photo-Optics Seminar Proceedings, Santa
| Barbara, CA, Oct. 1986,

2. Angelbeck, A. W, “Application of a Laser Scanning and Imaging System to Underwater Viewing,” SPIE Underwater Photo-
Optics Seminar Proceedings, Santa Barbara, CA, Oct. 1966.

% 3. Mertens, L. E., [n-Water Photography—Theory and Practice, Wiley-Interscience, John Wiley and Sons, N.Y., 1970.
) 4. Duntley, S. Q., “Light in the Sea,” Jour. Opt. Soc. Amer. 53, 214 (1963).

_ 5. Duntley, S. Q.; “Underwater Visibility and Photography,” in: Optical Aspects of Oceanography, Jerlov, N.G., and E. S. Nielsen,
| Eds., Academic Press, N.Y., 1974,

6. Duntley, S. Q., “Principles of Underwater Lighting,” SPIE Underwater Photo-Optics Seminar Proceedings, Santa Barbara, CA, |
Oct. 1966.

7. Wells, W. H., “Loss of Resolution in Water as a Result of Multiple Small-Angle Scattering,” Jour. Opt. Soc. Amer. 59, 686 (1969).

8. Brundage, W. L., “Large Scale Photographs from the Rift Valley in the Project FAMOUS Area,” Proceedings of the Geol. Soc. r
of Amer., Abstracts with Programs, 6, No. 7, 761 (Oct. 1974). 3

9. Ballard, R. D., “Photography from a Submersible During Project “FAMOUS" Oceanus 18, 31 (1975).

10. Phillips, J. D.; Fleming, H. S.; and Brundage, W. L., “Multi Narrow-Beam Array Sonar and Large Area Photography in the Mid-
Atlantic Ridge Median Valley 36° N,” Int. Assoc. for the Phys. Sci. of the Ocean (IAPSO) General Assembly Symposium Proceedings, Aug.
1975 (preprint).

- 11. Barnes, K. R., The Optical Transfer Function, American Elsevier Pub. Co., Inc., N.Y., 1971.
12. DeVelis, J. B, and Parrent, G. B., Jr., “Transfer Functions for Cascaded Optical Systems,” Jour. Opt. Soc. Amer. 59, (1967).

13. Moore, R., and Slaymaker, F. H., “Comparison of OTF Data Obtained from Edge Scan and Interferometric Measurements,”
SPIE Image Assessment and Specification Seminar Proceedings, Rochester, N.Y., May 1974.

14. Funk, C. J., “Multiple Scattering Calculations of Light Propagation in Ocean Water,” Applied Optics 2, 301 (1973).
15. Yura, H. T., “Small-Angle Scattering of Light by Ocean Water,” Applied Optics 10, (1971).

16. Arnush, D., “Underwater Light-Beam Propagation in the Small-Angle Scattering Approximation,” Jour. Opt. Soc. Amer. 62,
1109 (1972).

17. Optical Society of America. Topical Meeting on Optical Propagation Through Turbulence; University of Colorado, Boulder, Co.,
duly 9-11, 1974,

18. Coltman, J. W., “The Specification of Imaging Properties by Response to a Sine Wave Input,” Jour. Opt. Soc. Amer. 44, 468
(1954).

19. Murata, K., in: Progress in Optics 5, E. Wolf, Ed., N. Holland Pub. Co., Amsterdam, 1966.

20. Rosenbruch, K. J., “Trends in the Development of OTF Measuring Equipments,” SPIE Image Assessment and Specification
Seminar Proceedings, Rochester, N.Y., May 1974.

21. Bouma,J. A., “Improvement in MTF-Measurement of 1.I. Systems,” SPIE Image Assessment and Specification Seminar Proceed-
ings, Rochester, N.Y., May 1974.

22. Debergerova, L. and Daberger, J., “Some Experience with the Use of a Moiré Test Pattern in the Measurement of the Optical
Transfer Function,” SPIE Image Assessment and Specification Seminar Proceedings, Rochester, N.Y., May 1974,

23. Jerlov, N. G., Optical Oceanography, Elsevier Pub. Co., N.Y., 1968.
24. Van de Hulst, H. C,, Light Scattering by Small Particles, John Wiley & Sons, Inc.,N.Y., 1957.
25. Bader, H., “The Hyperbolic Distribution of Particle Sizes,” Jour. Geophys. Res., 75, 2822 (1970).

26. Kullenberg, G., “Observed and Computed Scattering Functions,” in: Optical Aspects of Oceanography, Jerlov, N. G., and
Nielsen, E. 8., Eds., Academic Press, N.Y., 1974,

27. Cited in Ref. 26,

28. Ochakovsky, Y. E., “On the Dependence of the Total Attenuation Coefficient Upon Suspension in the Sea,” U.S. Dept. Com-
merce, Joint Publ. Res. Ser. Report 36, 16 (1966).

29. Cited in Ref. 26,

30. Morsl, A., “Optical Properties of Pure Water and Pure Sea Water,” in: Optical Aspects of Oceanography, Jerlov, N. G. and
Nielsen, E. 8. Eds., Academic Press, N.Y., 1974,

o T T SR

PR geaxs ez o e

. SPIE Vol. 64 (1975) Ocesn Optics / 49




