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The quantitziive prediction and measurs:ent of scfivase re-

- Uability is of vital lmportance in the develorment of high quality cest
effaniive softvare, Yany scftware reliability mrcdels have been nosiulated
ia the literature (Ref. i1), howevar few have been applied to field data,
A model mased upon the assumption that the fallurs rata cf the software is
proporticral ¢o ths numtar of residucl scfiware erwors leads tv a2 comstant
feiiure ratz aand an expenential rellatiliiy function, (Ref. 1). The madel
contains two constantst <he proporticrality constant K and th2 infifal
{40%a).) nuzter of erzozs Epe

The constants K and Er can be estimated duxing early cesimm ¢
conparisen of ihe prasent projest with historical data. During the in-
tegraticn tost phase, a acre accurate determination of thc zodel rarametars
can bo-obta.ined by using sizulator test data as if ii wers operaticnal
failure data. The simulator data is collected at two different points
in the integration test phase and the two rarameters can be determined
fron moment estizator formulas (Ref. 9). The more powerful aaxinum
1likelihood method can also be employed to obtain point and i{nterval
estizates (Ref. 3). It is also possible to use least squares zathods
‘{0 obtalin rarametsr estinmates which is the simplest zethod and provides
ingight into the analysis of the data (Ref. 12).




11t

This thesis utilizes a set of séﬁwm develomment and field
data taken by John D. Mum (Ref, 10) as & vehicle to study the ease of
calculaticn and tho correspecndencs of the three methods of rarameter
estimation, The sensitivity of the raliability predictions to paraceter
changes are studied and compazed with field results.

This thesis 1s tased in part cn a joint paper written by

the author and Prcfessor Martin L. Shooman, rresented at the CRSA-TIDS
Conference in Florida, January 1981, (14)

The results show that if data is carefully collected, soft-
ware reliability zodels are practical and yleld useful rasults, These

can sexve as one measurs to help in choosing among ccmpetitive designs

and as a guage of when to texzinate the integration test phase.
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1.0 Introduction

Software presently represenis the highesi t.:Ost item in the
develoment of ccmputer systems. There is a raucity of quantiative
measures 40 Judge the quality of the final software and use as a measurs
of progress during the test and debugging thase, The reliability and
meantine to fallure (MTTF) cf the software is a most useful metric for
both the above purposes.

An inportant class of software reliability models (see
Rers. 1, 8) make the assunption that the operational scftware failure
Tate is proporticnal to the remaining nuaber of errors. Thus the failure
rate 1s dependent on development time T, but not on crerating tinme t.
This leads to a constant hazard and exporential felia.bility model, with
two unknown parameters K and E‘I"

A .najor focus of this thesis is to investisate and provide
insight into a number of issues related to the estimation of these iwo
paransters:

1. The accuracy one can obtain by using historical data to

" deternine K and Ej, (Musa's)s
2. A comparison of the accuracy obtained wsing three dif-
ferent methcds of parazeter estimation: the maximun
1likelihood, moments, least squares;

3. A cqmprison of predicted values of MT:F and observed

MITF values frem field failure data;

4, Model parameter sensitivity; and,

5. Model accuracy/paranmeters related to the practical ap-

plication by the softwars manager.




The conclusicns reached in this study clearly indicate that °

faraneter estimation during system development is a highly practical tool
which can be used to successfully predic: software NITF and the 'debugging’

tine required to achieve that gcal.




2.0 Develoment of Error and Reliability Models

2.1 Aa Zrror Removal Mcdel

The rellability model used in this paper has been descrited
in detail in a numker of referencas (1, 2, 3). In btrief, the model as-
sunes that the program enters the integration test rfhase with ‘-‘..r total
erzors reraining in the software. As integration testing preceeds, all
detectad errors are promptly correcied, and at any point in the develop-
zent cycle (afterTmonths of develorment time)*, a total of E, (T) er-

rors have been corwected, and the rermaining number of errors, Er is

E(t) = Er - Ecl) ¢V

In a zore advanced model (4) 44 is assumed in addition that new errors
are gererated during develoment, Cr2 can aften rorzzliize the abcve

equaticn th-cugh divisien by the numter of object code instructions Ip

to yleld _
&t - Er _ Eclr] (2a)
Ir Ir I
€(T)= Er—cc(7) (2v)
Ir
4 “here Gr:—E-’- and €¢=__E_€
Ir . Ir

Basically the error mcdel used in this papsr assumes that the

total nunber of errors in the progrz=nm is fixed and that if we recoxd the

* In some cases the actual nurbar of test hours is estimated and is used

as the developrrment time variatle rather than the cruder calendar days.




cunulative number of errors corrected during debugging, then the difference

" rerresents the remaining errors., We can define error i'emcval rates ast

d—5%3= r(T) (3)

which can be normalized to yteld

d€,(T

7.%(—"-’ R.(z) (&)
where
| Pr(T) = errcrs removed/otal number of instructions/test hours (5)

€(T) = f ,B (x)dx = cumulative errors/total number of instructions. (6)
I;x Reference 5 error data are reportad for seven large super-

visory programs and ‘applications programs. In Fig. 1 the ncrmalized erxrcr
rateP(T) calculated from this data is plcited as a function of T, the
nunber of mcuths of débugging after release for three of the seven systeas,
Although several curve shapes might be fiited to this data, one character-
istic is coamon for all curves., The normalized error rate decreases over
the entire curve or at least cver the latter two-thirds or halif of the
curve; whereas iniiial behavior cf O(T) differs frem exanmple to exampvle.
A curve of the cumulative error data for tha superviccry system A of Fig. 1
is shown in Fig, 2. Similar curves of € (T) drawn for the other examples of
Fig. 1 all tuild up initially with a ccnstant or incrcasing slope and then
exhibit a decreasing curvature appearing 4o become asymptotic, The smo-
othing nature of integration makas all t.*:eé(‘t) cuz7es look more alike than
the P(T) curves do. (Figs. 2A & B). 3oth aTe needed for a detalled study.
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If we assume that the total number.of errors in the progranm
(ET) s constant and that the program contains Ly inst'mctions. then the
asymptote which the € (T) curves apprcach is Ey/L.. (Figs. 2, 24, 2B).

The error model developed above will be used in the following

section to formulate a reliahility mcodel,

2.2 Development of the Exponentlal Reliability Model

Wo assume that all crerational software errors occur due to
the occasional traversing of a portion of the program in which a hidden
software error 1s lurking., VYe begin by writing an expression for the
probability that an error is encountered in the time interval At after t
guccessful hours of operation., We make the assumption that this prob-
ability is proportional to the number of exrors remaining in the prcgram.
(See Ref., 6 for data substantiating this assumption).

From a study of basic probability and reliability theory we
know that the probability of failure in time intexrval t to t +At, given
that no fallures have occurzed up till time A%, 1s proportional to the
failure rate (hazard function) z(t). Thus, we obtain

Btcte(t +at | todt) = z(t)at = KEx(T)4at (7)

where tf = time to failure, (occurrence of a software eri'or)

Mt cte<t +at [t t)= protability of falluro in intervalat,
glven no previous fallure.

K = an arbltrary constant

T

f
|
!
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i i rmmnesle A A

From reliability theory (7) we can show that the probability
of no system failures in the interval 0 to + is the roliability functicn
which is related to the hazard, z(t), by:

f .
R{f}éc'I & (8)

If we substitute our exgression for z{%) frex Eq. 7 iato

-

Eq, 8 and assume K, and € (T), aze indevendent o criratins time, ve

ottain

Rij= Tt =Vt o ®

Basically the above equation states that the protability o

successful operation without scftware errors is an evronexntial fuznction

of operating time. When the system is first turned on, t = 0 and R(0) = 1,

As operating time increases the reliability monoitonic:lly decreases as
shown in Fig. 3. We depict the reliability function Tor three values cf
debugging tinme, 'EOCCI('Cz. From this curve we nay nc.ie ;:a.rious rre-
dictions about the system reliatility. For example, looking along the
vertical line t = 1/)/ we ray statos

1. If we spend T, hours of debugging then R(l/'-/) = 0.35

2, If we spend T, hours of debugging then R(l,’)») = 0.50

3. If we epend T, hours of debugging then R(i/y) = 0,75

e e = SN YU AU
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2.3 Meantime to Software Fallure

A simpler way to summarize the results of the reliability
model is to ccmpute the mean tine to (software) failure,XTTF, for

the systen,
m—fa?t) at ' . (10)

For purposes of illustration we let O(T) be modeled by
a constant rats of error correction (. Solution of Eqs. 2 and 10

thcnyields
/ / ‘ : |
MITF=—— —_— T —— (11)
o[E-ec]  Blrad

where B- KEp/Ip and Q= R:,IT/E‘.:

This is depicted in Fig. &4 uheronm“I'F is plotted vscT,
and we note that the grea.fest improvement in MITF occurs during the
last 4 of the detugzing stage. .

Reference 5 describes other errcr ccrrection rate models,
as illustrated in Fig. 4A. In order to comrare the relative effects on
system MTTF by assuming a varying p(T). it is essential that we integ-
rate the latter over the same range., This is readily verified by
noting that the total area under each curve is ldentical. Integration
Tesults are plotted in Fig. 4B for each model to yield the cunulative
number of expected errors, The effect on system MITF is depicted in

Fig. 4C.
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The rapid rise in MTTF toward the end of the integration
phase is of considerable inrortance in software rroject management,
Field data by others (see Figs. 5 & 6) confirms this tasic shape, If
a manager is pressed to release a system to the field ot an early date,
he may accept the current reliability and deiiver the software. If we
believe Figs. 4 thru 6, however, then a few more weelgs could yleld a
big inprovement in MITF, The model predicts such behavicur, but if
one only had test data for QT{$, then 1t would be difficult to pre-
dict the sharp rise near(T=1, The model is thus of grecat use in
managing a project and setiing its release date, |

2.4 Musz's Model
Musa has develored a medel sinilar to that civen in See. 2.2,
However, instead cf tasing his model on develoment tirnc 23 the resoyrce

peasure during integration, he utilized actual CHJ timz. Musa also used

Tegulax test data rathar than simulater tezt data, His nodel is given
by (8) s

-

R(T) = o~ /T (12)

1w 7,6~(CTMaTo) (13)

eI e o P
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{

] T = hours of program operation = ¢

T = mean time to fallurs ir orarating hours = MTTF \
T, = MITF at the start of test (¢ = 0)

C = ratio of equivalent operating ﬁme/test tine
My = nunber of fallures which must occcur

to uncovsr all errcrs = Em

T = the CHU time in hours during testing

Since we will be using Musa's data and some of his resulis

in Sec, 5 of this thesis, we must carefully account for,the different
dafinitions of tine between Musa's model and the exponentinl medel
during the analysis of his data.
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3.0 Estimation of Model Rarareters

3.1 Introduction

The exponential reliability model given in Eq. 9 contains the
paraneters K and er(t) which must be estimated. In many cases one wishes
t0 use such a modei to roughly predict MITF during a proposal rhase cr
early design of the project. In such a case the anly avallatble technigue
Zor determining values of the rarameters ls to use historical data,
Presently Rome Air Develomment Center is developing a handbeok and database

on Software Heliability for just such a purpose.

3.2 Moment Estimates
In Ref, 9, a method is discussed fozf measurement of the 4wo
needed rarameters based on simulation testing of the scftware, A prograz
sinulating the fiz2ld environmen® is generally availatle for all real live
cmputer rrograms. It 1s necessary that thic progran be run for a total
of Hl hours following 7,'1 months of development. It is assumed also that
the testing will produce T, failures. Similarly aftcr Ty months of testing,
the simulator is run and X-lz hours and T, failures arc obtained. The HITF
for the data i{s given by the ratio x-xz/z-2 and is equatcd to the MITF ex-
pression obtalned by subsiltuting Eq., 9 into Eq. 10, The two equations
(for T, and Tz) allow us to solve for the constants K and Ens
Y 1

Ty K[Bp - Eg(ty)] (14)

- 1

% WG] (15)




Simultanecus solution of Eqs. 14 and 15 yields the desired values of

irtnd E.’

g - [)‘2/5\/ XE:'G'/)]'ECB'.’) (16)
(M 1)

Y
& ~&(T)

"

(17)

Note that in deriving the above results we have assu~cd that the failure
rate 1is constant and have used the ccomon notation and well known

results for constant failure rates:

(2 = N 5 - s

3.3 . least Square Estimates
Another method of estimating model parame: xrs is to Tewrits
equation 11 in the fom

-

X\ - k[@, -E, (r,.]_l (18)

for A = fallure rate
-l oot
to yleld E_ (T,) = E, --l,z—-)\1 (19)

Th;s equation raopresents a straight line ':0s¢ parameters

can be determined from the slops and iniercspt of a lcast squares fit of
the data, where
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. -1
ir = intercept (21)

Naturally, the largerand the more accurate the data set, ths

more precisely can the model rarameters be predicted,

Ik Maximua Iikelihood Estirmates

Another nethod which can also be used to estimate the values
of & and &, 1s known as the Yaximu: Likelihcod Estimation technigre (KIE).
The likelihood function, L is the joint protability of occurrence for the
éhserved sat cf test values, If during simulaticn testing we observe Ty
failure tines (tl'-tZ' ...trl) and n,-r, successful runs testing (T,, T,,
seep Tnl"rl) then the likelthood functlon for a single test sfter E_ '7:1)

exrors have been removed is given bty

L(K,E;) = f(tl)f(tz)....f(tri)a(tl)n('rz)....a(rni_rl)
where

f(f-i) = tha density function KEr('rl)e‘Ker(T:l)ti

n(ri) = the reliability function e

To maxinmize the likelihood function we take parxrtial devivitives with
respect to K and B’l‘ and set.them equal to zero, To sclve for the two
operations we need a second equation obtalned frecm another likelihocd
equation based ¢n a second set of test data at tine ‘L‘z. Applying NIE




EPEROP SR N

theory to two tesis with x,

we obtain (Apperdix A, Ref. 3)

and T, falluzes cover Hl and Hz total hours,

2 e (22)

R » s e SUURN g - (23)

As is often the case with MILE, the above squations require
mmerical soluticai however, most statisticians believe them to yield
superior results to moment estizates. An ilerative computexr solution
of Eqs. 22 and 23 is easily implemented, y3t a gmashical solutien
using a simplz calculator cuffices in mest cases. The first step is
to0 otktain starting zlues for E"X‘ and ; using_ some other method, such
a8 Method of Moments, Values of é,r atove and below the starting
value are suhstituted into Eqs. 22, 23 and the curves of K vs E.r
plotted on tha same axes, Thelr intersection deternmines the value

of ﬁ,r ard 1.(0




20

4.0 Musa's Data
b.1 Introduction

The software reliability data used in t¥is raper was compiled
by John D, Musa (10) over a periocd of time on a variety of large software
systems, ranging from tens to hundreds of thousands of object code in-
structions, His objective was "to rresent in detail a substantial body
of data that has teen zathered in the application ¢l the execution time
theory of software reliability”; the end product is lieally suited for
the purpose cf this mper, as it presents a wealth of precise scftware
failure cdata obtained under carcfully controiled circristances,

4,2 Description of Raw Data
Software fallure interval data was presectud in tae following
formals |

Fatlurs number Failures intexval Day of failure

Fallure interval was measured in seconds, and Tenresents either running
clock time, (orerating tice on the computer), or, in cne case, actual

CHJ tine, 'Day of Fallure' is the workinz day countzi from the sta=%

of project on which the failure cccurred, (See Table 1),




TABLE 1

FAILURE INTERVALS - SYSTEM 3 TEST FHASE

Failure
Nunber

[y
OV nNEFWN e

[V

N = b b s HHMK’-
OWOO~NON W&

Failure Day of Failure Fallure Day of
Interval | Fallure funber interval Failure |
115 1 21 is 26
0 1 22 390 26
83 3 23 1863 27
178 3 24 1337 30
1% 3 25 4508 36
136 3 26 834 38
1077 3 27 3400 4o
15 J 28 6 &0
15 3 29 4561 42
R 3 30 3186 s
50 3 ) 10571 47
n 3 2 563 47
606 6 33 2770 47
1189 8 * 652 48
ko 8 35 5593 50
788 18 3% 11696 g
222 18 7 6724 4
72 18 3 2546 53
615 18 39 10175 56
589 26

* Notes If the last intarval is followed by an asterisk, there was

no failure at the end of the period and the tirze represents the

interval

tetween the last failure and the end of thc period. (10).




For the purpose of this paper, fallures occurring on the same
- working day were summed together to form one statistical data point, and

were tabulated under the following formait (See Table 2)

L3y

i¢c

3]
-
-3
|

T [ = 1 =t 1

wheret

S = sequential serial number assigned to each statistical
data point ‘

¥D = working day on which fallure(s) cccurred

E = numbexr of exrors occurxing that working day

Ec = cgmulative errors to date

T - total operating time (failure intsrval time) for that
working day

Tec = cumulative fallure interval time to dats

g = fallure rate (£/T) for that working day

Presentation of Musa's data in this fcrmat had a twe=fold
purposet
a) reduce the sheer bulk of the raw data without affecting
its statistical significance by groupi.g the occurrence
of software fallures by working day; a~d,
b) tabulate the data in a format more suitable for subsequent

ecalculations,
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4.3 Systen Characteristics

Systems i-4 studied oy Musa are real-time comrand and control
saftware packages consisting of 21,700 to 33,500 object instructicas and
a failure sample size of 38 to 136. '

System 5 is a realtime commercial application, consisting of
2,445,000 object instructions and a fallure sample size of 831, Musa
notes that for system 5, design changes involving 21% of the source

code were introduced after approximately 30% of total testing time had
thdo

AR s st e gD A AT
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TABLE 2
SYSTEM #3 FAILURS SATE OATA

s wD E Be z T Te |
1 1 2 2 01739 115 115
2 3 10 12 .00523 1911 2025 |
3 6 1 13 .00165 606 2632 ¥
4 8 2 15 ,00163 1229 3861
5 18 L 19 .00236 1697 5558
6 26 3 22 .00302 9% 6552
? 27 1 23 «0005% 1863 8415
8 30 1 24 «00075 1337 Q752
9 26 b 25 .00022 4sc8 14,26¢
10 8 1 26 00119 8% 15,094
11 40 2 28 00059 #c6 16,500
12 42 1 29 «NC022 4561 23,061
13 123 i 30 00031 3186 26,247
14 L7 3 3 «00022 13,504 Lo,151
15 48 1 * .00153 622 40,203
16 50 1 35 +00013 5593 46,396
17 Lo 2 37 .00012 18,420 64,316
18 55 1 ® +C0039 2546 67,362




5.0 Bréizgtion of Model Constants

In the following section, we will be esﬁéﬁng the model
constants X and E.'.T of several system, using system #3 as a working
example to demonstrate the calculaticns used for Least Squares, Method
of Moments, and Maximun Likelihood Estimates. Taese constants will
then be used to estimate system MTTF using equation 11.

As indicated in Sec. 4.2, Musa's rav data was condensed to
form one statistical data point per working day during which one or
AOTE erTOrs were uacovered,

_ In the following section, this condensed data was reduced
even further to allow 2, 3, 4, 6, 8... pcints %o represent an entire
systen as rsquired., For example, if it were desired to represent
system 3 (see Table 2) consisting of 18 entries, ty two points (Fig. 7),
the first nine entries were averaged statistically to yield the first
point and the last 9 entries %o yield the second roint,

Se1 Method of Mcments
The data reported ty Musa for system #3 has been rrocessed

and grouped by working day as described in Sec, 4.2 (cece Tablie 2). Using

data points fcr the 9th and 18th group of failures, (Ec 9, Tc 9),

(Ec 18, Tc 18), we obtaln the average failure rate fcr the interval 0-9:

N1 = Ec2 = 25 falluzes = 4 09175 failures/sec. = 6.3 fallures/tr.

Te9 14,260 sec.

and sizilarly the average failuxe rate for the intexval 10-18 i3

N, = Eci8 = Ec9 _ 8 - 2
2" Te18 - Te9 - 67,%2 - 14,260

- 2,448 x 10~ fallures/sec. = 0.881 falluras/hr,




>‘2/)\1 - 0,1396

.‘.ﬁ,r.)\z}\ Ec9) - Ec19  (0.1796 , 2%5) - 8
Ay = V) (0.1396 = 1)

= 40,110

and K = - 0,00175 . 1.160 x 107%
B - Ec9 40,110 = 25

See Tatle 3 for a summary of alli systeas,

5.2 Least Squares Lineaxr Regression

In this method, we plot the fallure rate z vs cuaulative

errors Ec. Thecretizally the best fit y-intercepi yiclds Qr and the

regative reciprocal of the slope eguails l.(.

The primary equations used in linear regression aret

intercept y' -—ZL—;.:&

for the straight line given by

yux +y'

Applying the above to equation 19, and referring tvack

Tatle 2,

(26)




METHOD CF YCMENTS ESTIVATION CF E., K

TABLE 3

Systen
1 r_ﬁl.ts; —2 b 8
Ec = 13%6| E, 151.6 153.6 12644
K= 54514 44576 13.56
2 #Pts 2 b 8
Ee = 5| E, 61.6 52.6 38.7
K 3.909 5.688 7,73
3 { #Pts 2 3 6
Ec - 8| E, 40,1 38.2 28.3
K » 11.60 21,40 19.61
=SS e
b #Pts 2 3 6
Ec = 53| E, 4.9 5.9 22,2
K » 19.88 13.40 26.20
S
6 | #Pts 2 3
Ec = 7| En 111.7 117.7
K » 28,345 27,639

.N.B.

K values x 10~5




B, =25 E,g =3

T = 144260 T g = 67,32
¥e plot
: -4 Y =E_ =25
- - 17, 1
Xyt g TSR0 17
- - ~2 . - ! %4 - -
X, =2, Ei?%?i-iﬁ;,—ﬁo 2.45 x 10 Y, =E,q =38
to yleld
By = 40.1 | X - 1.1603 x 107

The above calculations are depicted in Fig., 7 for systea 3
and summarized for all systems in Table 4.

5.3 Maximum Likelihood Estimates (MLE)

The primary equations used (see Sec. 3.4) ars:

& i+ 5

(22)

1 e - .“
Hy (Bp=E )*H, (BB, )

& - 3 3y
Bym,  [BrtPey
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LEASE SQUARES REGRESSION ESTIMTES OF B, K

TABLE &4

System
#Pts 2 4 8 47w
1 £, | 151.6 160.1 103.3 .6
K 5,515 5,245 17,6c2 | S43.48
423 2 4 8 12 ous
2 x?:r 61.6 51,7 45, u4.9 42.9
K 3.509 6.253 8.333 9.395| 10.279
#Pts 2 3 6 9 1pe
3 o 40.1 9 2.8 30.6 | 28.4
::2 11.603 25.450 23.525 z','.smzl €5.5%3
#Pts 2 4 10 19%
b E:T 54,9 56.8 49.8 52,04
K 19,885 14,029 20,400 40,601
#Pts _2 L 8 16 =2
5 Ep 2390 998.9 805.2 42,9 | 497.6
K 8,089 30.675 44,932 51.475| 94.518

N.B,

interval grouping.

All K values x 105

* Number of points used represents total sysiem data without




A numerical soclution of the above equations can be readily

obtained, since we have two equations in two unimown, K and é’l“ A

sinpler apprcach assuming we only have a few estimates to make, is to

effect a graphical solutions

Step 11 obtain a starting value for E, by any method of

your choice: Methed ¢f Moments, Least Squares

Regression, Non-deterministic (L0e.. guess), ceos

Step 2: substitute a value Er obtained in Stap 1 into

equations 22 and 23. Try other values of Ep

above and below this value and repeat the cal-

culations, plotting them on the same axis of

IE vs f‘.r for the two equations; znd,

Step 3t the intersection of these two curves ylelds the

requized tarameters.

The methed i3 1llustrated using system 3 as an exampie:

Step 13 ET = 40.1 using the staxrting value obtained by

the Method of Mcments (MOM) Tatle 3,
-4

)y o - -

Step 23 For Bpq 39, Kl 1,504 x 10

X, = 2195 x 10

For Ep, = 41, K, = 8,355 x 107

K, = 74008 x 1979

(froa 22)
(from 23)

(£fzom 22)
(from 23)

Step 3t The above results axe plotted uvn Fig. 8 to yield

%-Moi
£ =116 x 107

Once an approximate value is obtained fr:: the curves' in-

4ersection, ilterative methods can be used to obiain thc required degree




of sccuracy.

See Table 5 for a suzlary of the MLE estizates for all four

systens.
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TABLE 5§

MAXIMUM LIXKELIKOCD ESTIYATES CF ﬁ,r, g

Systen g, K
1 151,59 5.141 x 1077
2 61,61 3.909 x 107
3 40.11 1.160 x 1077
b 54,80 2.249 x 10~




35

6.0 Model Parameter Accuracy and Sensitivity
6.1 Introduction
Several additicnal factors must be considered when using

this exponential mcdel ~ or any other model for that matter = in pre-

dicting softwars system performance.
Two aspects ccnsidéred in ihis thezis ares -
1. Mcdel Accuzacys The more data one has on a particular
system, tha nore confident one can be that the parti-
cular mocdel predictions will g.pprmd.mto Teallity)

2, Model Sensitivity:s When software field failure data
is available to compare with model orediction estimates, ;
it seems - initially that slight changes in mcdel paxz- |
meters are not proportionally rzflected in nodel rre-
dictions for system MITF;

6.2 Model Accuracy ' \
| Infuitively, one feels that the mora data éne has about a
particular systen, the more accurate will be our predictions sccut
systea performance, ‘i‘o a certain extent this is true. This implies,
however, that mcdel prediction accuracy only aprrcaches reality as we
near the final debugging stage, whersas the 'scftware manager' is quite
interested in estimating sof‘ware reliability during carly testing Y
stages to determine future trerds. As noted in Section 2.3, this is |

strongly inplied by Fig. & which indicates that the maximm return for




one's efforts is obtained only during the latter 2 5% of the debugging
m‘.

Hindsight will usuaily enable us to icok back at a parti-
cular software develoment project and to announce that ‘x' time rather
than 'y' time should have been spent on development and testing.

The o;\set of the releass point can be determined in several
¥ays, two of which are tos

a) closely nonitor the slop of ocur MTTF curve plotted

versus time spent c;n debugging and to wateh for #
sharp increase as it nears a vertigal asymptote
(Fig. 4, UC) or,

b) since the system MITF is directly related to the
nunber ¢f software arrors remaining (F.;,r - .E c)' lcok
for the point in tin;e when model predictions of f:.r
applied to the system in question agpproach a hori-
gontal asymptote., This aspect is depicted in Fig. 9
by the shape of expected value and 2Jccnfidence barnds

around E‘l‘ as testing nears completicn,

6.3 Model Sensitivity

The un-normalized equation used to calculate system MIIF is

MTIF - 1

36

(27)

APV T

AT




m e & Bk = = -

B e

3

and the derivative with respect to K is

AU ey = - )
X Rr-Elt)) K
This indicates that variations in K resuit in a quasi-linear effect on
MIT®, For small variations in K this variation can be linearized as
shown in Fig. 10 where the percentage change in K is plotted vs resulting
percentaga change in MTTF.

Slight variationa of &y, however, result in dramatic changes
m'm. especially as the former approaches the value of Ec(‘c). Cal-
culating _QSMT_I'F_ ylelds:

ET
o MTTF - -] - MTT?
9Ep  K(Bp - B(0))2 (Ep - B(%)) (29)

Thus, as E,(T)=»2p, the sersitivity tecones quite large, It
can be seen from Fig. 11 that a 10% change in '3'...1. results in 705+ variation
of system MTTF, This factor alone emvhasizes the requirement of high-

quality failurs dats if accurate model predictions are to ensue,
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7.0 Conclusion

The primary aim of this thesis was to present a model of
sﬁftvare systen parameter estimation, to subsequently compare predicted
system characteristics with actual field data, and to guide the software
manager in the practical application thaereof to sofitware systems under
his development,

Tadle § summarizes model pazancters by sys<iem and mathed of
calculaticn., It can be sesn that KITF predictiorn accuracy varied from
2% to 67%, depending on the sysitem, with an overall averagze of 45%.

Surprisingly enough, there was less than 1% difference in
prediction accurzcy tetween the three different methcds of model rara-
meter calculation Method of Moments, Least Squares, and Maximum Likeli-
hood Estizates. Although most statisticians consider MIE to wield
superior results to other methods, the findinzs cf this thesis would
indicate that jarameter estimation using Least Squares is preferable
for the scftwars manager cine to the less cumbersome calculaticns re=-
quired,

Model parameter sensitivity was explored uznd indicated that
a varfation in K resulted in a linear variation in estimeted MTIF, This
was not the case with variations in total system estirated errors (f‘.r).
however, 23 minute varlatioxlts in the latter resulted in drastic changes
in predicted NTTF,

Once model parameters and system MTTF have been calculated,
it is of great interest to the sofiware ranagsr to use these calculations

to determine/predict the optimal release date for the system under develop-

ment, Sections 2.3 and 6.2 suggest several ways of doing so.




TA3LE 6

COMBARISUN (F MODEL FREDICTIGIS #iTH FINID EXTERIENCS

l -5 i T B , ,
Syst. No. Kx10 E E ¥TIF, | C ¥TTS, KITF,| %4 | MTTR. | sa .
; T e | T | (CxMTTR ) 2} iy | T2 [
i 1 H
b !ncn 5.514 1 1% | .23 ] 15 4.9 P 1.6 | 66,6 1 20, I 39.7 i
i 1S 5.515 151 L o123 4.9 66.6 | ‘
! Mz s.sl 152 - 5.2 | 6.2 | : ‘
; | ! i ! i
N 2 3.909 62 S| 4935 | 13.6 | 127 3.4 | 59,5 63,5 | Bes
i 30909 62 |l '935 12.7 59-5 ! i
3.509 62 [ W93 12,7 59.6 ! |
3 12.60 60 1 B | L 132 ] 150 | 20,3 120.5(30.6 | 0.33
11.603 4o 1.1 15,0 50.3 ! .
11.60 40 1.13 15.0 %0.6 ! | ;
4 19.88 55 | 5 1 235 1311 9.6) 9.7 | 5.1 1605 | st
19.89 55 735 9.63 5.0 : ] ;
22.49 55 586 8.98 2.0 1 | :
A i . | ‘ | { |
LEGTD
H‘I':‘Fr = DPradircted MTIF tased on testlng tine
MTTF, - Predicted operatioral (fleld) MTEF
MTTF, - Actual operstional {field) MTBF
%4, = % difference between actual and predicted MIIF (exponential model)
%4, = % differerce betveen actusl and predicted NTIF (MUSA'S acdel)
MCM . = Method of Moments
s = Least Squares
MlE - Maxisum Likslihood Estinmate
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