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PHASE RADIO ENGINEERING SYSTEMS.
(Fundamentals of statistical theory).
V. B. Pestryakov.

Page 42.

$ 1.8. Initial considerations to the question about the analysis of
the action of interferences in the phase systems. The problem of
diagram is the detection of radio‘signil or the measurement of any
parameter of radio signal. No matter how was perfect diagram, in it
cannot be completely reduced those distortions, which introduces the

interference into the utilized parameter of signal.

The basic problem of this work is the determination of the
statistical characteristics of the mixture of signal and interference
wvhich determine the work of phase systems. In this case it is
necessary to have in mind that the signal in phase of which is

included useful information, can be very different: by continuous
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harmonic or modulated, pulse in the form of separate
impulse/momentum/pulse, complicated, that consists of sequence or

pulse packet, and finally by noise-like.
Page 43.

In the subsequent chapters are examined the statistical
characteristics of the phase of one interference and mixture of
interference with the signal, is revealed/detected the effect of
phase on the optiﬁum detection of signal and characferistic of phase
detection and finally are investigated the methods of the optimum

measurement of phase and tracking it.

,In order to come to light/detect/expose the statistical
charécteristics of mixtures which must be studied, on the basis of
that presented in § 1.2, 1.3, 1.4, 1.5 and 1.6, it is necessary to
consider the basic generalized versions of the diagrams, which
realize an extraction of the information, which is contained in the
phase of signal. The simplest generalized pattern can consist of the
receiver which realizes amplification of signal and its preliminary
selection, and the meter of phase vhich reveals/detects the
information, which is contained in the phase of signal or in a phase
difference. If information is embedded duri.g the phase of

modulation, then between the receiver and the meter it is necessary
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to include/connect detector. The block diagrams of the receiving and

measuring devices/equipment for these cases are given in Fig. 1.8.1.

Signal amplitude, which enters the entrance of receiver,
undergoes large changes in dependence on the power of transmitter,
distance between the points of reception/procedure and transmission,
etc. Meters, as a rule, require that the amplitude of the
stress/voltage supplied on them would be changed within small limits.
Furthermore, the cascades/stages of receiver have close margin of
linearity. On these reasons in many instances block diagram must be
supplemented by the blocks, which ensure insignificant changes in the
signal amplitude at the output of receiver. As such blocks can be

used ARU. Then block diagram takes the form, depicted in Fig. 1.8.2.
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Fig. 1.8.1. The schematics of the receiving and measuring

devices/equipment: Mip - receiver; W - meter of phase; 1 - detector.
a) information is laid during the phase of radio signal; b)

information is laid during the phase of modulation.

Key: (1). Supporting/reference phase.

% Page 44.

When information is laid during the carrier frequency or during
the phase modulation on the phase of signal, it is possible for the
same targets to use limiter, including it between the receiver and
the meter. The corresponding block diagram is given in Fig. 1.8.3.

With respect to the constancy of the signal amplitude, supplied to

the meter, both these diagrams give analogous results. However,
according to many important properties, in particular on how in them

will function interferences, these diagrams substantially differ.

Diagrams given in Fig. 1.8.1, 1.8.2 and 1.8.3 relate to the j
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single-channel ones. In these diagrams the information is laid during
the phase of signal. Such diagrams include the systems of phase

tracking (synchronization), the ranging system and radial velocity.

In many phase systems, for example difference-range finding and
phase direction finders, is used the information, placed into a phase
difference of two signals. The generalized schematic of this system
is given in Fig. 1.8.4. This diagram is two-channel. It is obvious |
that in general form its properties are determined by the functions }
of the distribution of a phase difference of two signals, mixed with
the interferences. Just as in the single-channel systems, this
diagram can have versions: with the use of .a phase of modulation,
with the inclusion/connection of ARU and limiter. Technical ﬁ
fulfillment of such systems has many special features/peculiarities,
for example in them it is simple to apply superheterodyne circuits,
since the phase of heterodyne will not enter into the result of

measurements, if it is made general/common/total for both channels.
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Fig. 1.8.2. Fig. 1.8.3.

Fig. 1.8.2. Schematic of receiving and méasuring device/equipment
with ARU: NMip - receiver; W® - meter of phase; ARU - automatic gain

control.

Fig. 1.8.3. Schematic of receiving measuring device/equipment with

limiter: Mp - receiver; Orp - limiter; WP - meter of phase.
Page 45.
The instability of phase displacement at equipment is evaluated only

as a difference in the departure/attendance of phase in two channels

and there can be much less than instability in each of them.

The complete analysis of such systems is an independent problem.
As it will be shown further, many, practically important properties
and special features/peculiarities of two-channel phase systems can
be evaluated on the basis of the theory of single-channel systems and

functions of the distribution of the mixture of signal and

R . i, B s ﬁm%»m@- R R NG D
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interference; therefore subsequently two-channel systems in general

form are not examined.

Let us consider now a question about the principle of the
construction of phasemeter. If useful information is laid during the '

phase of signal, then it can be extracted by two methods:

a) by the direct measurement of phase, it is more precise than
the difference between the phase of signal and the phase of reference 5

voltage which is accepted as initial or zero;

b) by the measurement of frequency and by the subsequent

integration of result or, it is more precise, by the measurement of a

difference in the frequency of the signal accepted and frequency of

reference voltage with the subsequent integration of this difference.

Let us assume for simplicity, that the signal is the harmonic

oscillation

€ (t) = Ac cos(uwyt 4 9).

Reference voltage

Con (f) = AancOSwyt.

In the direct measurement of phase displacement, i.e., in the

phase measurements we will obtain
Pue == gl 9y — wgf == 9.
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Fig. 1.8.4. The diagram of the two-channel diagram: Mp - receiver; Wo®

: - meter of phase.

Page 46.

Let us note that according to the results of phase measurements can

be found the signal frequency w. or its deviation Aw from w,:
3 dye

o wc=m.+-a{—=u.+Aw,

¢ '

V— i’ A“’ = d’“’o

dt

In the measurement of phase displacement through the measurement
of frequencies, i.e., in the frequency measurements, the expressions
will take the form

: we = o7 (1) = g (ot +0) =0, 4 ke,

Wog == We.
Meter is determined
Am::'_-‘uc —wy, Ao= dye

' »
whence

[]
Pua == Pyavn + S Qudt = @,54 4 P (1.8.1)
[1)

A
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with

)

Puan = 0| Pus = P¢.

From the point of view of final results the diagrams examined
are analogous, if we have in mind that the integration constant Quas
can be considered known or equal to zero. However, according to the
principle of the construction of meter and in the action of
interferences, they essentially differ. Fig. 1.8.5 gives block
diagrams for the cases of phase and frequency measurements. The
meters utilized in the diagrams can have different characteristics.
in the‘simplest case the meter can be considered ideal, i.e., to
assume that its readings/indications do not depend on the amplitude
of mixture and they instantly and accurately map the phase of
mixture. Under the actual conditions the meter possesses inertness or

inertness specially is introduced in order to improve results.

Page 47.

In certain cases the measured phase is used for subsequent ieworping
of results. In this case the filtration is realized after phasemeter.
During the analysis of this version it is convenient to assume that
the meter is ideal, and after it is connected filter. Block diagrams
examined above make it possible to come to light/detect/expose those
statistical characteristics of the mixture of signal and

interference, which are of interest. It is necessary to study the

sl oo
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distribution function and the energy spectra of amplitude, phase,
derived phase (frequency), mixture of signal and interference, and
also functions of the distribution of zero random processes. Of great
interest are also the statistical characteristics of one
interference. They give the possibility to consider the behavior of
receiving and measuring device/equipment.in the absence of signal.
This occurs in the case when signal vanished or it very weak. This
state of equipment frequently is encountered during the control and
its operation. Statistical properties of the mixture of signal and
interference are examined in Chapters 2 and 3. Study of the
statistical properties of the mixture of signal and interference yet
does not give complete representation about properties and
possibilities of phase systems. In the phase systems is assumed the

execution of two basic operations.

The first operation is the detection of signal, with which the
operator or the automatically functioning device/equipment must "make
a decision”, that signal there is i.e., the system functions and the
receiving and measuring device/equipment is located in the zone of
its action. In the systems of discrete/digital radio communication

this operation is basic.

The second operation is the extraction of the information,
placed into the waveform. For this must be accomplished the
measurement of phase or tracking it, if in the process of observation

it is changed.
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Fig. 1.8.5. Diagrams for the phase and frequency measurements: IlNp -
receiver; Ud - meter of the phase: MM - meter of the frequency: | -~

integrator.

Page 48.

It is obvious that there is fundamental interest in research of the

possibility of the optimization of these basic procedures or

operations, implemented in the phase systems, and also the properties
of optimum feelers and meters. These questions are examined into 4%,

5, 6, 7th chapters.
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Chapter 2.

STATISTICAL CHARACTERISTICS OF THE PHASE OF FLUCTUATING INTERFERENCE.

§ 2.1, Fluctuating interference as random process. The source of
the fluctuating interferences are internally-produced noise of
receiver, atmospheric and star static, and also some forms of

electronic jamming.

Let us give briefly basic definitions for the interference as

random process.
As everyone random process, interference w(t) is characterized:

a) by the one-dimensional distribution, which gives the
probability density of its values w,{w, t). One-dimensional
probability density can be found, if, is known the integral function
of distribution F(uw, t):

w, (w, )=l 0

wvhere F(uw, t) - probability that the value of described random

process at moment of time t will not exceed level u.
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Page 50.

In this case it is thought that the observation of random process at

moment/torque t is realized simultaneously on a large number of

realizations (one and the same random process) and that therefore
value F(uw, t) becomes almost constant, little that is that depending
on a change in the number of workable realizations or, as they say,

it acquires the statistical regularity:

b) by the two-dimensional distribution, which characterizes
probability density w,{w,, w,, t,, t,), the specific.combinations of
the instantaneous values w, and u,, observed at different moments of
time t, and t,. Consequently, function characterizes also the
transient nature of random process. Two-dimensional probability
density can be found from F,{(w,, m,, t,, t,;),

w (w1, t)=Talipme o ),
) t ]

vhere F,(uw,, w,;, t,, t,) - the two-dimensional integral distribution

function, is determined probability that in each of the realizations

the value of random process at moment/torque t, will be less than H,, !

and at moment/torque t, - it is less than u,;

c) by the mathematical expectation m,(w), which is determined

b
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from

4o
m,(u, )= S w, w(w, f)dw;

d) by dispersion s or by the second central moment of the

distribution

4o
o =M, (u, t)= S fur — m, (w)]*w (w, £)dw.’
e -]

In the majority of the cases in the description of interferences it
proves to be possible to allow the series/row of the simplifications,
basic from which is assumption about the stability of the random of

process-interference.

Random process is stationary, if the distribution functions do
not depend on time. In this case w, will depend only on a difference

in the moments/torques of the time

— @, (w,, i, <),
vhere r=t,-t,. It is obvious that in this case w(uw), M,(w)=d] and

m, (w) do not depend on time.

Page 51.

The sense of this assumption lies in the fact that for those

determined of the segment of time and conditions the works of

property and noise characteristic are considered constants. In this
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case for other conditions of work or another interval of time it is
possible to take another noise characteristics. This approach to the
solution of problem considerably simplifies analysis and virtually
completely itself it justifies in such a case, when changes in noise
characteristics occur slowly. In other cases this assumption cannot
be accepted and then it is necessary to consider interference as
unsteady random process. In the following presentation the primary
interference, which functions at the entrance of the receiving and

measuring device/equipment, we will consider stationary.

It is usually considered that the law of distribution of

interference is normal and the distribution functions take the form

-(ll -m )

W(I.II) = ﬁl_e w ,
_ {
w, (w,, w,, <) —WX
(=P 4 ("n—mnz-” (%) (0 =m,) (E-ﬁ)

Xe 3% (1=R2, (1)

vhere m, - average/mean value of interference; q: - dispersion of
interference; R,(s) - correlation coefficient, which shows the degree
of statistical connection/communication between the values of random

process, divided by the interval of time r.

Usually interference is the random process, which has the

average/mean value of m,, equal to zero; then expressions are

3
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simplified and take the form

--
'(m)=Yl5' e *,
_u] rul-trg (v m., m,
1 o3, U~23 (h
w, (w,, W, %)= We
(2.1.1)

Page 52.

Besides the characteristics given above is very extensively used

also the concept of correlation function

+% 4+
By ()= S Sul.. w,, o, (w,, w,, €)dw,duw,.
-—00 —a0

To sometimes more conveniently use relative value
RI (‘) = B’_";(Et)'n

By (0)=3’ npu m, = m, (w)=0,

wvhere R, (x)~ correlation coefficient.

It is obvious that on determination with :—0 B8y(s)—ol, if m,(w)

=0. Values Buy(r) 8nd Ru(r) characterize statistical
connection/communication of two values of random process, divided by
the interval of time r. When t—0 Ru(r)—i; when r—o Ry(1)—0. The value
of the interval of time 7, with which value R,(r) becomes

insignificant, is called time or interval of correlation wu.

Values of the random variables, which characterize random
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procéss at the points, divided by the interval of time =, can be
considered not virtually connected. In other words, the value of :
random process at one point does not determine the value of random

process at another point, if these points are divided time interval,

large than .

Knowing B,(r), it is possible to find the energy spectrum of the

process
4o +®
Gy (w)=2 S Bu(t)e " de=14 ‘S Bu(z)coswrdr. (2.1.2)
— 0

Conseguently, energy spectrum, i.e., the spectrum of power, which

characterizes the power of random process per unit of band, is
obtained by the determination of Fourier's image (spectrum) from the

correlation function.

Page 53.

If is known energy spectrum, then by it can be found correlation

function with the help of reverse/inverse transform of Fourier:

Bu(v)= S G (w) e/ du =
~—a0
i ©
== ‘2"- Ou (‘0) cos u’d.l (2.1.3)

From these relationships/ratios it follows that




T T
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Bu(0)=a! = 5 5 G (w) d, @2.1.4)
[ -]
Gy (0)=4 5 By (1) ds, 2.1.5)

where Gu(0) - powver density at the low (theoretically zero)

frequencies.

In many instances energy interference spectrum, which functions
at the entrance, can be considered uniform in the limits from 0 to
ws, then Gu(w) =N, o<w,

& = g Noy=Na 2.1.6)

or

vhere N, - the "one-sided” jamming density on the assumption that
w>0. Here earlier than N, Gu(w) are given per unit of band not in the

angular, but in ordinary frequencies.
Page 54.

For the uniform spectrum the expression for the correlation
function also is simplified
Ba (1)=_$mu.c .,-oln q.c. (2.1'7)

Ra (=120,

The uniform spectrum and its correlation function are given in

u"’

ke
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Fig. 2.1.1.

Noise characteristics given above are theoretical and are based
on the use of static averaging or averaging on the set. In this case
it is assumed that for evaluating the random process it must be
simultaneously repeatedly reproduced and all its values (for the
specific moment/torque t or the specific moments/torques t, and t,)

then they are treated statistically.

For practical purposes this approach to noise characteristics as
random process proves to be little convenient, since under the actual
conditions the simultaneous reproduction of a large number of
identical random processes meets many difficulties. More simply to be
based on one reproduction of the random process after fixing which
during the specific time interval, i.e., after obtaining its
realization, to evaluate the characteristics of this process
according to this one realization. Simpler this problem is solved for
the stationary random processes which have their fundament il
characteristics: the function of distribution and correlation,
dispersion, mathematical expectation, etc., they do n&t depend on

time.

Many random processes possess the property of ergodicity. For

the ergodic random processes the averaging on the set can be

substituted by averaging on the time.
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Fig. 2.1.1. Interferences with the uniform spectrum and its

correlation function.
Page 55.

Then fundamental characteristics can be found from the

relationships/ratios
., 8
m, () = litn - 5 w(f)dt, 2.1.8)
vhere w(t) ~ the function, which expresses the realization of the
random process

. ,
o = '1;.2.,'.. ‘{ w*(f)df npu m,(u)==0  (2.1.9)

b
a.(c)=r1;127'.-5m(t)m(:-.)d:.

It is obvious that these relationships/ratios cannot be used for
analytical obtaining of characteristics, since function w(t) is
random and cannot be expressed. In this general view these
relationships/ratios make more physical sense, than anﬁlytical one,

since they give demonstrative representation and the sense: m,(w) -
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as the average/mean value of random function, {, - as the power of
random process and Bax(tr) - as the function, which gives representation
about statistical connection/communication between the values of
random process, divided by the interval of time r. The basic positive
property of the relationships/ratios, which make it possible to
express the characteristics of the random process through the
averaging on the time, lies in the fact that they give the
possibility to switch over to the approximate relationships/ratios,
which make it possible to find the unknown characteristics from the

final realization of random process.

From relationship/ratio for m, (w), % and Bu(x) follows that they
can be obtained as a result of statistical processing of the
infinitely prolonged realization of random process with the
continuous fixation of its values. However, virtually realization is

final, i.e., T<e,

Above were introduced the concepts of the correlation function
and time of correlation. From the sense of these concepts it follows
that the values of the random function, divided by a small time
interval usually or most frequently are close to each other and
B.(r)zc,’_. With an increase 7 the readings of function, divided by this

interval, acquire different values and averaging it gives low values

for Ba(r).

4
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Page 56.

When v=v, the values of function prove to be not virtually connected.
; It is obvious that if the duration of realization is substantially
greater than @, i.e., T»t, then random process for time T manages to
virtually show completely all its properties. Having this
realization, it is possible to find Bu(v), v, m(m) and ¢}, which in
effect sufficiently accurately will describe the random process being

A investigated.

Fundamental statistical noise characteristics examined above
make it possible to give its initial description and to solve some
simple problems, connected with the interference effect on the work
of the receiving and measuring devices/equipment. In certain cases of
these characteristics it proves to be insufficiently and it is
necessary to use functions of the distribution of high orders,
combined distribution functions and i.e. It should be noted that the
assumption about the normality of the random process, which
rﬂé characterizes interference, makes it possible to obtain comparatively

simply the functions of the distribution of high orders, if is known

the function of correlation.
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§ 2.2. Passage of fluctuating interference through the receiver. Let
us present the receiving and measuring device/equipment by that
consisting of two parts: receiver and meter. By receiver we will
understand the complex of the amplifier and selecting elements/cells,
which realize amplification and selection of signal by'usual methods.
From the output of receiver the signal together with the
interferences is supplied to the detector, or to the meter which

measures the phase.

In order to consider the work of detector or meter, it is
necessary to have the capability to give qualitative and quantitative
evaluation of interferences (noises) and signal at the output of
receiver. If at the entrance of receiver functions fluctuating
interference, then at the output will function the interference,
which is obtained due to the amplification and iie seleciivn. Noise
at the output of receiver is also random process; however, its
fundamental characteristics, and the nominal distribution function,
dispersion, energy spectrum and correlation function, they will

differ from the corresponding characteristics by entrance.
Page 57.

In many instances the receiver can be considered linear

device/equipment; therefore the special features/peculiarities of
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interference (random process) at the output depend on linear

transformations in the receiver of the interference (random process),

which enters the entrance.

In the general case the noise - random process at the output of
receiver n(t) is unsteady even when noise - random process at the

entrance of receiver w(t) is stationary.

If are known w(t) and K(jw), then n(t) can be found with the

help of convolution or Duhamel integral

t
n(:)=§ w(T)ny (¢t —T)dT,

where t - current time, calculated off the moment/torque of
inclusion/connection with t=0; m(¢—7) - pulse transient function,
i.e., the response of linear component/link with the frequency
characteristic K(jw) to the effect in the form of impulse function

1'(t) or the deltas-function §(t).

It is known that
\ +%
n)=5 | KGu)edu. @.2.1)
-
The physical sense of this relationship/ratio lies in the fact that

if on the linear network functions the delta-function, which has the

uniform spectrum, then the spectrum of response repeats frequency
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characteristic.
After using to the frequency characteristic inverse
transformation of Fourier, we will obtain the function of time %a(f).

describing response to the delta-function.

From the expression for n(t) it follows that the random process

n(t) is unsteady.

From the given formula it is evident that if we take time after
inclusion/connection, it is much larger than the time during which
() differs significantly from zero, then the transient processes in
the circuits, which call the transiency of random process n(t), are
finished and random process becomes stationary. Hence it follows if
t—oc0 ns(t)—0, that it is possible to find this moment of time after
the start of the receiver when it is admissible to not consider the

transiency of random process at its output.
Page 58.
For obtaining the calculated relationships/ratios we will use

the fact that without effect to the result it is possible to change

integration limits in the roll, for the steady state

4
nit) = S w(T) qu(t — T)dT. 2.2.2)

—
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The use of this relationship/ratio makes it possible to obtain the
very simple expression, which connects energy spectrum at input and
output of the linéar component/link
Ga(w)=|K (ju)|* Gu (@) = K* () Gu(w). (2.2.3)
For evaluating the output power of interference it is convenient

to use the concept of effective band width Aw, or Af

Effective band width possesses the receiver or the filter, which
has ideal rectangular frequency characteristic with the frequency
band from w, to w,, moreover wi—w2=Aw, the effort/force of real
receiver and ensuring the same amount of the output power of

interferences as in the real receiver.

Prom this condition it follows

= Nk o) g Ny [ KP e} o, 224)
[

wvhence
(]

Aﬂ. = 1 5 K! (u) dﬂ,

{wy)

Bfe= g2, 2.2.5)

vhere w, - the midband frequency of transmission.
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Real receivers can have different frequency characteristics: in
the majority of their cases more convenient entire to approximate by

ideal rectangular or gaussian by frequency characteristics.

Page §9. .

With the approximation of real frequency characteristic by ideal i
rectangular characteristic, which during the use of band-pass filters

gives close results, we obtain:

K@)=K, vhen 2, <o<Le, oOr uau,;o_-‘_?.

and 1
K(o)==0 “p{l ADYTHX 3HARUYEHRAX o,
2 2) don (B
Ga(@=K; Ny npt @=w,== 232 "8 G () = N,,
Aoy = Amy,
=K} u(m) g = KI N, 4. 2.2.6)

Key: (1). at other values. (2). with. (3). and.

With the approximation by gaussian function, which during the

use of single oscillatory circuits gives close results, we obtain

K (w)= x.(‘.- : =Ke (25.:')..
K (8w) = K.e-' (%.;).'

22.7)
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vhere Awym)2:8 ~ complete passband during weakening 0.46; Aw -
detuning to one side from w,;
-8 - LJ

Gu (w)=N,K? [ ey [=

=N e-.( ) 2.2.8)
-
Gp(dw)=NK}e o/
4o _ [y
Sl g NG (e (=) dA,-ﬁ'{:—’ 8, (229)
-
vwhere m%==%% corresponds to the complete band of energy spectrum to

the points with weakening by 0.46.

Page 60.

It is possible to show that effective band width 4wy, is close to

the passband with weakening 0.7 in the stress/voltage

G
i.e.

(-‘-Eﬁ-y v=03,
vhence

Dewy,, == 0,97 20

Knoving interference spectrum at the output of receiver, it is

possible to find the correlation function
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©
By(x)= %— {Gn (w) cos we dw, (2.2.10)
0

Since the discussion deals with selective interference, it is

convenient to switch over to the relationships/ratios, which express

‘; energy spectrum depending on detuning relative to medium frequency

with the frequency of receiver response.

For this let us replace the variable/alternating

==y + Aow,
then
| -
By(v)= 5 S Ga (04 + Bu) o8 (w, + 8u) tdBu =
—thy
l +38
= 5= | Ga(vg - 8w) cOs wet cOS AmadAw —~
-0
l +0
- S Ga (#y4- Be)sipa,tsinAvsdde,  (2.2.11)
Page 61. |

S8ince in the limits of passband where G,(w+A4w) differs from zero,
(Mw<<w,), integration limit -w, can be substituted -=, If spectrum
Gu(wo+dw) (i.e., the frequency characteristic of receiver) is
symmetrical and frequency w, is selected in the middle of band, then

the second integral is equal to zero as integral of the odd function.

o - D) -
L P gt e —
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Consequently, in this case
. . i kd
Ba(t)= -.5-5 Gy (wy - Aw) c0s 4,1 08 AmtdAw =
-
1
= (cos %) o j Ga(vo Ow)cos AusdBe  (2.2.12)
-0

or

Bu(v)= a:R. () coswee, 2.2.12)

where
!
R.(=)=WSG.(...+A~)¢«A.«A«=

+®
{ .
=;,:- S G, (Aw)cos Awrdes,
-k

G*.(Aw) - interference spectrum with w,+0.

integration will be introduced for 400, consequently, G*,(\w)

the “"two-way” spectrum for the frequency of detuning Aw. For those

given the obtained integral can be calculated.

Page 62.

For the ideal linear system with the passband A

By(v)= °:Ro (v)cosmgs,

where
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.!.. “.‘

R, (‘)=—T;: 2.2.13)
-

2
1=t

with

At =z-’l-— Ri(s)=0.

For the linear system, which has Gaussian frequency

characteristic,
By (z)= a:e-' (T‘-) CO8 1yt
or
Rg (8)== Ry (%) cO8 s,
wvhere
Ry()=e (‘_-); 2.2.14)
|
=3
with

t=-£— 1,=-§zl;-.-, R, (%) =0,46.

The correlation function of narrow-band noise contains two factors:
one - high-frequency cosw,r, that is determining by the medium '
frequency of the spectrum w,, and the second - low-frequency, that is
determining by the limited noise bandwidth Aw. The narrowver the band,

i.e., the less is Ao, the wider curve R,(r). Factor of the
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coefficient of correlation R,(7)
corresponds to the coefficient of correlation of

the spectrum in w,+0, i.e., with the shift/shear into the region of

low frequencies.
Page 63.

The interval of time '=-5-4.=1o.=ﬁ17.- can be considered as the
interval of correlation for the random process with the coefficient i

of correlation R,(r). The spectra and the correlation function are

given in Fig. 2.2.1.
Besides energy spectrum, dispersion and correlation function of
random process at the output of receiver can be determined also

" average/mean value and distribution functions. However, usually for

this there is no necessity: the average/mean value of interferences
is equal to zero, and the distribution function can be accepted
normal, since even if noise at the entrance does not have normal

distribution, then with its passage through narrow-band receiver

occurs the normalization of distribution. In this case it is thought

that the receiver does not contain nonlinear components/links.

W T e s il SRS

¥

Thus, knowing frequency receiver response K(jw), it is possible

3!

g

103 5% 4G

. to find all fundamental statistical noise characteristics on its
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output.j&xthis case sufficient to know only amplitude-frequency
characteristic, since phase~frequency characteristic does not affect

the energy spectrum which describes the spectral properties of random

processes. Thus, for the linear selective system can be found the

correlation function of interference on its output. Knowing this
function bearing in mind that the interference at the output of

linear system is normal random process, it is possible to find the

functions of the distribution of hﬁgh orders which will be further.
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Fig. 2.2.1, Interference spectra and correlation functions with the

gaussian model of filter.

Page 64.

$ 2.3. Functions of the distribution of envelope and phase of
selective interference. Characteristics of interference obtained
previously at the output of receiver it is inconvenient to use during
the evaluation of interference effect on the receiving measuring
device/equipment, according to that reason, that for the extraction
of the information, placed into the signal, the schematic of the
receiving and measuring device/equipment usually provides for the use

of the parameters of signal, its amplitude, frequency or phase.

At the output of receiver are connected the special
cascades/stages - detectors or the discriminators, which make it

possible to fulfill such transformations of signal, with which is

revealed/detected the information placed into its parameters. These
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detectors can react to the amplitude, the phase and the derivative of
.the phase (or frequency) of signal or interference. This causes the
action of interference in the receiving and measuring

device/equipment.

For the solution of this problem it is necessary so converting
obtained statistical noise characteristics at the output of receiver

so that were revealed precisely these peculiarities of it.

To the solution of problem greatly contributes the possibility
to present narrow-band random process, such as is interference at the

entrance of receiver, in the form of harmonic oscillation with the

random amplitude and the phase, i.e., to suppose that accordingly
[2.1, 2.2, 2.4, 2.5]
n(t) = An(t)cos [t — 95 (¢)]. 2.3.1)

G&'ig. 2.3.1 gives the graphic representation of random process at
entrance and output of receiver. Experiment confirms the possibility
of the representation of narrow-band random process at the output of
receiver in the form of harmonic oscillation with the slowly changing
amplitude and the phase. Fig. 2.3.1 clearly shows a change in
amplitude. A change in the phase is possible to estimate, equating
the oscillation, which corresponds to random process, with sinusoid,

depicted below and as that having constants initial phase and

frequency, equal to the average (resonance) frequency of the passband
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of receiver.

All characteristics of random process n{(t): the function of the
distribution of different orders, correlation function, energy
j spectrum, dispersion, and average/mean value - they can be obtained,
if are known statistical noise characteristics at the entrance of

receiver and its frequency characteristic.
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Page 65.

1f, knowing the characteristics of random process n(t), it will
be possible to find statistical characteristics 4sl) and ®(!), then
will appear the possibility of the more concrete/more specific/more
actual evaluation of interference effect on the operation of the

e receiving and measuring device/equipment. The results, which are

obtained in this case, will make it possible to consider interference
effect on the receiving and measuring device/equipment which with the
help of the phase measurements extracts information from the carrier
frequency (distribution for @) and from the phase of modulation
(distribution for As). Distribution A, is necessary also during the

analysis of effect of ARU,

' The study of interference effect on the receiving and measuring
\ device/equipment, which extracts the information, placed during the
prase, with the help of the frequency measurements and in the

presence of limiter, requires the determination of another

statistical noise characteristics and will be examined late.
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Fig. 2.3.1. Interference w(t) at the entrance and n() at the output

of the receiver: its amplitude and phase.

Page 66.

For solving stated problem let us decompose the random process
n(t), represented in the form of harmonic oscillation with the random
amplitude and the phase, on two orthogonal narrow-band random

processes:
n(t) = Ay (t) COS Py (£) COB Wy 4 An () Sint Pu (£) Sitt 0yf =
= Dy (1) c08 0! 4 Ba (1) Sint @yt (2.3.2)

Da(t) and 8,(f) - random processes.

The sense of this conversion lies in the fact that the




DOC = 83022902 PAGE 37

narrow-band random process n(t), considered as random process in the

form of cosinusoidal oscillation/vibration the random ones by
amplitude and phase, it is possible to decompose on two narrow-band

random processes with the only the amplitudes.

Fig. 2.3.2 gives the interconnection between

Au(t), 9a(t), Da(t), 8u(t). Since
zn(t)= An(t)cm?u(t)

Ba ()= A (#)sin ¢z (2),

then -
AO=V8 O+

{ Pa ()= nrelg s-f-% (2.3.9)

Consequently, random processes As({f) and #:(t) interesting us are

expressed as random processes Da(f) and &a(t).

Let us consider now how it is possible to find the statistical
characteristics of processes Aa(l) and 9a.(f), if they are known for the

process n(t). It is at first necessary to find, as are expressed the

distribution functions for @y(f) and 6a(f) through the functions of the

distribution of process H(M

s

&
k\
N -
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Et)

Fig. 2.3.2. Interconnection between Au() () &() apd Dul)
Page 67.

It is important to explain, is the function of the distribution

of processes D,(!) and &(*) normal.

For each moment/torque of time ¢, 0(4) there is a random
variable with the normal distribution. It is the sum of two_random
variables [see (2.3.2)]): n(t,) =d,+e,,

d, =D (1) cos oty & €, = Ba(t,)sinwd,.
Key: (1). and.
o{(t,) has normal distribution, then dj and e; can have only a
normal distribution. ~ But ®&(t) differs from 4, only in
terms of the determined factor. Then the distribution function for

Os(t) [and for 8s(2)] also normal.

Values d, and e, have dispersions G:.-"g cos'sy  ang c:.aa"sin‘u.l',

Random processes ©.(!) and 8.(f) and, therefore, the random variables

d, and e, are independent. Then the distribution of sum will be also
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normal, with the dispersion, equal to the sum of the dispersions of:
the components/terms/addends

dmoi o= g cos’ o.t.-}-O"lln'n.l.-o'a-t". 2.3.4)
Thus, it is shown that random processes ®s(f) and 8:(f) have normal

distribution, moreover their dispersion is equal to the dispersion of

initial process o.. On the basis of this it is possible to do an
assumption about the fact that processes @,(f) and &a(f) belong to the
normal random processes, for which all distribution functions are
normal. For obtaining of the functions of distribution ®.(f) and 8x(?)
any order it is necessary to find their correlation function of the
known correlation function of initial process. Let us begin the

solution of this problem.

Let us recall that
n(t) == D, (t) coseyf 4 B (f) sinays. (2.3 95)
Let us introduce the concept of random process p(t),

conjugated/combined n(t), then
P ()= An(t)sin [ut 4 9a ()] ==

o= Qi () sin o f + G4 () cos mt, 2.8.6)
Page 68. .

The concept of the conjugated/combined random process will be
required for facilitating the intermediate mathematical conversions

in obtaining of expressions for Bg(r) and 8;(x). From the given

relationships/ratios, which show connection/communication between the |

i
|
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processes n{t) and p(t), it follows that they have identical
dispersions, correlation function and energy spectra, i.e.

G =3}, Gu{w)=0, (), Bu(x)=8,(x).
The difference between these processes lies in the fact that they are
shifted relative to each other on 90°, i.e., if we for each
concrete/specific/actual realization of process n(t) find Fourier's
spectrum, then for the realization of the conjugated/combined process
Fourier's spectrum will differ in terms of factor j, i.e., have

further shift/shear for all frequency components on 90°.

Crosscorrelation function between the processes n(t) and p(t)

will take the form

T
Bn-y(“)'—'—",!il':—;.- (nypt—vat=
0

)
-

=—8,. ()= ( Gu () sin wede.
]

In detail on the concepts of crosscorrelation function we do not

stop, reader if necessary can be converted, for example, to [2.1,

2.2, 2.3).

Using the concept of conjugated/combined process, it is possible
processes D.(!) and 8,() to express through n(t) and p(t). After
multiplying the left and right sides of expressions (2.3.6) on coses

or sines, after carrying out then addition or subtraction and after

()
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leading conversions, we will obtain
Da(t)=n(t) cosmt 4 p(f)sineyl,

= i —_ '3
Page 69. 8a (t)=n(t)sine — p(t)cosw,

Nov 89(®) or Bg(*) it is possible to express through n(t) and
p(t): ,
B”gs)=lrill+°" B () Dy (¢ —v)dt =

4
=l - [ cosmt ot =)+

F-2(8) p(t — 5)sin eyt sin wy{t — %) -
4-n(t) p(t — <) coswytsin e, (¢ — <) —
— p(B)n(t — ) sinwyt cos m, (f — )] d2.

After using expression for the product of cosines and sines and
bearing in mind that the integrals, which contain as factor cos2w,t

either sin2w,t, will be.equal to zero, we will obtain

r
Bs(e)slfii-,‘.-é'[n(t)n(t-e)-;-cm..s+

+ p(6) p(t — ) 4 cosoge +n(0) ¢ — ) sinogs+-

+p)n(t—rx) -;-:sin -.1] dt 2.3.7
or

B gy (%)= 4 C0S w3 By (3) + 4 cOs wy3B, () +

+-;- sinw,tB8y._, (v) ---;- sineys8,.a(t). (2.3.8)

Further, after expressing correlation function through 0.(»). we
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will obtain
8,(*)=-,'-;§0.(~)c«-.1cos.e¢n+

-|--2!; 5 Gy (w) sin w,t sin wtde =
S Gy () cos (@ — @,) tde- 2.3.9)
11

Page 70.

1s novw expressed Bg,(t1) through factor R,(7) the correlation function

of initial random process - By(%).

For this let us replace the variable/alternating
® —o,= Au, du=+4 diu, o=, A,
u—oo, A«u—o-—-u‘, - 0, Aﬂ—'+&. y

Then 4
+Q .
By ()= [ Galer+2e)cos durdtn =
-y

+ o
= | Gu(we+ B0) cos Burddu =

-
\ 4
= S G*, (Aw) c0s Awrd o, (2.3.10)

Here G's(4e) -~ "bilateral” spectrum for the frequencies Aw.

Consequently [see (2.2.12)],
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By (3)=B,(9)= 3R, (v) (2.3.11)

or
Rg =Ry (x)= R, (%). 2.3,12)

The obtained result has important value. The autocorrelation

coefficient of processes &,(t) and A#,(f) is equal to the low-frequency

factor of the autocorrelation function of initial random process *.

FOOTNOTE '. For the reduction of recording in the subsequent

expressions of this chapter index p for £ and ¢ we lower.

ENDFOOTNOTE.

Page 71.

1f width of band of initial process As,, then random processes
D(t) and 8(¢) have a frequency band, which approximately/exemplarily
corresponds A4w+,2. Thus, B() and 8() slow [in comparison with n(t)] |
the random processes whose energy spectrum corresponds
approximately/exemplarily to half of the width of the spectrum of
initial random process. On the basis of these information it is
possible to register the multidimensional functions of the

distribution of values ®© and &

for example, the one-dimensional function of the distribution
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w(ﬂ)=;,—é=:e .. (2.3.13)

The two-dimensional distribution function will take the form

o} + D}~ 19 0,0
- 22 (1= & (0l

!
”l, 0 . T e————
l ) 20, V' 1— R (%) ¢
(2.3.14)
Analogously are expressed

®(8) ¥ v, & V.
Key: (1). and.

Processes ©(t) and 8(!) are the independent variables at the
coinciding moments of time. The functions of joint distribution

easily can be found

, (D, 8)=w(D)w(8). . 2.3.15)
w, (D, D, 8, 8. 2) = w, (D,, D, *)w,(8,, 6, )
(2.3.16)

After are found the statistical characteristics of random processes
&(t) and 8(¢!). in the principle it is possible to find all statistical

characteristics of random processes Ag(f) and oa(t).

Above it was shown that between &(/), 8(!) and Aa(f). %2(!) the same

connection/communication as between the rectangular and polar
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coordinates.
Page 72.

Therefore, after finding joint distribution w,(®, 8 or

w,(D,, D, 8, B %) and so forth, after fulfillir'xg the conversion of the
distribution function, which corresponds to transition from the
rectangular coordinates to the polar ones, it is possible to obtain

w,(Ags Pu)

. or @, (Ao App Pars Pon *)-

The conversion§, connected with the transition from the the

rectangular coordinates to the polar ones, carry purely mathematical
character. On these reasons we for them here and subsequently will
drop/omit and let us give only final result. In detail these

conversions are given in [2.1, 2.2, 2.4], etc.

For the illustration of the obtained results let us consider the

specific example

Bearing in mind that @ =A,cs9, and 8= A.sin®, we obtain

W, (Ag, Pa)= AW, (ApCOS Py, Apsing,)=

- A:ms'o.-om.,, stute, A:
] T
-t *a he ™. @317

2“: = 2303
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By having the combined distribution functions and by realizing

integration, it is possible to switch over to the distributions of

the lowest orders. For example for obtaining the one-dimensional
functions of distribution Az and ™ of that obtained is above

wa(As, ) it is necessary to fulfill integration.

Let us begin from the function of amplitude distribution

A

— ——

T
e 2"'gd,:

2= 4
w (An) = S W, (Alh ?Il) d?= :2
0

205

W I ’
et bt « e

== —; e . (2.3. 18)

| Page 73.

For the use of tables more conveniently to pass to the

dimensionless form of the recording of the distribution function. Let

us designate —:—-—--au. then 3
un

w(ay) = age (2.3.19)

The obtained distribution is called Rayleigh.
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Let us find the function of phase distribution
> ]

w(ow)= | (A Pa)dAa= g,  (23.20)

since

as integral of the distribution function in the infinite limits.
Consequently, phase is distributed it is uqiform about i.e., any
value of phase from 0 to 2r is equally probable. Since

w (Pa) w(Aw) =, (Aafs), then it can be claimed that phase and the amplitude
of the high~-frequency oscillation, equivalent to noise, it is
statistically independent (at the coinciding moments of time). In
other words, by the value of amplitude, it cannot be judged the value

of phase, and vice versa.

For obtaining the two-dimensional function of amplitude

distribution and phase it is necessary to find the integral

oe 2w
wl(“‘ﬂl’ Aﬂl! ‘)=‘S .‘. wc (Alln Allai ,llu ,lu t)d’lld,lll
0

2.321)

or .

w, (P11 Poes ) 55'« (A Anp Puse P, 3)dAgdAg,.
(23.22)
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By analogous methods can be obtained other distribution functions.

Page 74.

Symbolically these problems are solved simply. However, during the
solution of specific problems during the calculation of integrals
appear difficulties; therefore is expedient the solution of integrals
to implement for each case individually.

§ 2.4, Distribution functions and fundamental statistical noise
characteristics at the output of the amplitude detector of signal and
ARU. One-dimensional distribution for the envelope they make it
possible to consider some special features/peculiarities of the
effect of interferences on receiving and measuring devices/equipment

(2.8, 2.11, 2.12, 2.13, 3.2].

Enveloping or the amplitude of noise they can be showed in such
a case, when on detector acts noise. In the receiver there is a
detector if useful information is embedded into the amplitude

modulation of radio signal and in all cases when is used ARU.

The idealized detector of useful signal can be represented as

such nonlinear element which without the distortions reproduces

envelope. Then the statistical characteristics of the envelope of

o N
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narrow-band noise can be considered as the statistical

characteristics of output potential of detector (Fig. 2.4.1).

Earlier they were obtained ®(As) and w(ss). The form of the
function of distribution is given in Fig. 2.4.2. Let us consider the
now in more detail statistical characteristics by which is

subordinated output potential of ideal detector.

The Rayleigh distribution, to which is subordinated the envelope

o of noise and output potential of ideal detector, is asymmetric;

therefore the average/mean value (mathematical expectation) of the

envelope ar constant output potential of detector is not equal to

2ero.
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nftl,

Fig. 2.4.1. Diagram with detector: Ul - ideal detector.

Page 75.

For determining the constant component of detected disturbing

voltage let us find the average/mean value of the envelope
«©

m, (Ag) = J Asw(Ag)dAg =

ad

-_-.j%ge 5 g Ag = V 3 =125 (24.1)
Interference on the constant component of detection is equivalent to
sine voltage with an amplitude of A.=1250. and effective value uc

Ug =!1‘33{-!-0,89:..
Virtually in the first approximation, it is possible to consider that
the noise and sine wave with the equality of the effective values of
stress/voltage give one and the same value of the constant component

of the detected stress/voltage.

Besides constant component at the output of detector there will

be other fluctuations whose presence can be explained by the fact

that because of the Rayleigh distribution of envelope, amplitude
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change can be considered as the presence of amplitude modulation by

the noise of the average/mean value of the amplitude of noise.

lll(‘n)l
as

R Y

Fig. 2.4.2. Law of Rayleigh distribution.
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These fluctuations can be described by dispersion or by the second

central moment of the distribution

cz= M,(Au)=-%‘2~l‘§r\n (All"‘";n V%)-X
)

4—=n

Xe Ay =177 =0,433 o (2.4.2)

Noise can be considered equivalent to the signal, modulated with a
depth of modulation of M, (root-mean-square).

M, :.—.:.:_ 0,8x0,5.

Directly on the load of detector functions constant and

variable/alternating lowv-frequency stress. In many instances

stress/voltage from the detector is removed/taken through the
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separating capacity/capacitance and in the subsequent circuits
functions only variable low-frequency component. Let us find the
distribution function for low-frequency component of the detected
stress/voltage. For clarification of some statistical properties of
fluctuations it is convenient Rayleigh distribution to approximate by
normal distribution with displaced average/mean value m(4,) and by

dispersion o). Then

1A, —mi (40
] 20%

Ve e . (2.4.3)

w (A“)::g

This approximation subsequently will be used with approximate i
solutions of some problems. The approximate distribution function for
output potential of detector can be normalized relatively ouw which
will make it possible to more conveniently be congruent/equate it

with a precise (Rayleigh) distribution function.
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The function of distribution W(éf) is given in Fig. 2.4.3
together with a precise Rayleigh distribution. For approximate
solutions the coincidence can be recognized as sufficient, if points
with the low density of probability do not have an effect on result.
Distribution function relative to average/mean value, i.e., the

function of the distribution of the fluctuations

-}(2'
A
w(-.%- =7-;;—-e */, (2.4.4) q
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Thus, when useful information is laid during the phase of modulation
and to the receiving and measuring device/equipment is not supplied
signal or is supplied very weak (in comparison with the
interferences) signal, at the output.of detector after separating
capacity/capacitance is obtained fluctuating (variable/alternating)
disturbing voltage whose dispersion is equal to 0.43 from the
dispersion of interference at the entrance of detector. If we have in
mind only low-frequency components of the spectrum of fluctuations,
then, as it will be shown further, they have relatively greater
intensity. The obtained result is insufficient for a full evaluation
of the work of diagrams with the detectors with the interference,
since is found only dispersion and the one-dimensional function of
the distribution of fluctuations. More detailed research of the
action of interferences in the diagrams, which contain detectors,
taking into account the filtering circuits, connected after detector,
requires that would be found the spectrum of the fluctuations of the

detected stress/voltage.
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Fig. 2.4.3. The approximation of Rayleigh's function: 1 - Rayleigh's

function; 2 - approximated function.
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This is done further in § 2.6. The obtained above distribution
function for envelope w(As) makes it possible to consider operation of
ARU in the presence of interferences. Detector ARU can work on the
diagram with the delay in the high frequency with subsequent
averaging with the slow response, which removes the pulsations of the
control voltage which can occur due to modulation of useful signal or
fluctuations of the detected noise voltage. The diagram of detector

of ARU can be carried out, also, with the delay on the detected

averaged stress/voltage.

The factor of amplification of real multistage receivers in the
process of their operation undergoes substantial changes because
supply voltage, the temperature, the humidity, the parameters of
amplifier elements/cells and the like continuously are changed. So
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that the smallest possible amplification would be sufficient for the
reception of weak signals, during the design of receivers is provided
for considerable supply on the amplification. But then noise voltage
{without the signal) attains the significant magnitude, which exceeds
the threshold of the limitation of detector of ARU. Consequently,
typical is this work of detector of ARU with which the noise voltage
exceeds the stress/voltage of delay. Under these conditions the
detector of ARU develops the bias voltage, decreasing amplification
up to the level, on which as a result of the detection of

interference is developed the displacement indicated.

For evaluating the work of ARU in the presence of noises and
effect of ARU on the action of interferences it is necessary to find
the dependence of the detected stress/voltage in the circuit of ARU

from the relationship/ratio between the noise voltage and the delay.

Idealizing detector and considering that at its output is
reproduced the envelope, it is possible to find the constant
component of the detected stress/voltage as mathematical expectation
for envelope within the limits from the level delay 4. to infinity.
In this case it is assumed that the filtration in the circuit of
detector of ARU is sufficient for the virtually complete smoothing of

the pulsations of the detected stress/voltage, which usually and

occurs.
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Page 79.

The stress/voltage, removed from the detector of ARU in the

diagram with the delay to the averaging, can be expressed

- A3
am={ (Au—di) e MdA. (245
A' .
In relative values
a-=‘4‘o Abl=£.'7.l al=‘A;':'l
. -3 )
2

=/ x|l ~F(a,)}, (2.4.6)

wvhere

»3

F(¢-)=—;=.r ¢ 'di— the tabulated integral.

The graph/diagram of the dependence of output potential of ARU

is given in Pig. 2.4.4.

In the diagram with the delay on the averaged stress/voltage




DOC = 83022902 PAGE .ﬂ

Amy=m, (Ag) — Ay = 1,2504 — A,
or

Avy=125—a,; A0, >0.
From the obtained results it follows that with the ideal work of ARU,
i.e., when is sufficient very small stress/voltage, removed from the
detector of ARU in order to considerably change amplification, in the
diagram with the delay to the averaging it will be
established/installed in such level on which the root-mean-square
value of noise on the detector is 2-2.5 times less than the value of
the stress/voltage of delay, since in this case Av it composes
0.05-0.02, and in the diagram with the delay after averaging - at the

level on which g;=4/13.
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Knowing noise voltage on the output of receiver with ARU, it is
possible to find constant and fluctuating components of the detected

stress/voltage.

Constant detected stress is equal to:
&

a) in the diagram with the delay of up to the averaging

m, (Ay) = 1,2505=0,64,;
(2.4.7)
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b) in the diagram with the delay after the averaging
m,(Ag)=x A,.
The fluctuation of the detected stress/voltage they will be:

a) in the diagram with the delay to the averaging
Qe E— 0,65. Og == 0.3Az; (2.4.8)

b) in the diagram with the delay after the averaging
3. = 0.55.43.

stress/voltage at the different points of diagram for these

cases is given on Fig. 2.4.5. Thus, in the presence of ARU

stresses/voltages at the different points of diagram are determined

by the stress/voltage of delay. Depending on the quality of ARU

relationship/ratios can differ somewhat from those accepted earlier.

This mode/conditions virtually little is changed with a change

of the factor of amplification of receiver over wide limits and with

a change in the interference level at the entrance of receiver.

B W e i

S e e
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Fig. 2.4.4. Fig. 2.4.S.

Fig. 2.4.4. Output potential of detector of ARU.

Fig. 2.4.5. Disturbing voltages in diagram with ARU: 7 - receiver;
O - detector; O ARU - detector of ARU. In the brackets are given the

values for the diagram with the delay after averaging.
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Analogous results are obtained for the receiving and measuring
devices/equipment, which reveal/detect the information, placed during
the carrier frequency. Disturbing voltage on the output of receiver
(due to the functioning of ARU) will be established/installed such

3 Al.. s 3 s [3
value when %;-2 or 5 =13 This result is shown in Fig. 2.4.6.

Disturbing voltage on the output of receiver will little depend on
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interference level at the entrance and its amplification and in

essence is determined As

§ 2.5. Simplest statistical characteristics of the phase of
interference. Let us now move on to the phase of narrow-band noise.
Earlier it was obtained that W(?u)=§‘:~ Knowing ®(p:). let us find
average/mean value and dispersion. Since the phase is distributed
evenly, i.e., each value of phase is equiprobable in the limits from
0 to 2r or from -x to +x and from -(z/2) to 3/4z and so forth,
concept of average/mean value or mathematical expectation becomes
conditional and it depends on that such as is selected the limit in
which the value of phase is considered single-valued. To more
conveniently usually use limitf -x, +%, then

m, (?n)‘-"-i"; +S Pad9s=0.

For obtaining the dispersion let us compute integral.

+=
o) = '2% S?’.d?- = ‘T'z 3.25; o =1,8100°
-—f
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Fig. 2.4.6. Disturbing voltage in the diagram with ARU. m» -

receiver; UWd -~ meter of the phase: [ ARU - detector of ARU.
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-

Using functional conversions, it is possible to obtain the

function of the distribution of the cosine of the phase
!
sV i=2*

As is evident, phasemeter in the presence of one interference

w(2)= i 12| =|cos pu| < 1,
must show the indefinite value of the phase (its readings/indications

will substantially fluctuate).

Thus, the one-dimensional function of phase distribution makes
it possible to obtain the very limited representation about how
interference it affects the work of phase receiving and measuring
device/equipment. For the development/detection of this effect it is
necessary to find the multidimensional functions of phase

distribution, correlation function and energy spectrum, and also the

combined functions of phase distribution and its derivative, function
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of the distribution of derived phase and the function of the
distribution of zero random processes. These functions which will be
obtained further, will make it possible to establish/install some in
principle important special features/peculiarities of interference
effect on the phase of receiving and measuring device/equipment,
which are substantially changed in the dependence on the principle of

the construction of phasemeter.

§ 2.6. Two-dimensional function of distribution. Energy spectrum and
the correlation function of the amplitude of interference. In many
instances in the receiving and measuring device/equipment after
amplitude detector or phasemeter stands the filter with the final
passband (or amplitude detector and phasemeter possess final

passband).

Then the effect of the action of interference is determined by

the spectra, G,(») and G,(w) or by correlation function B,(x) and B,'(e).

Correlation function, energy spectra and the two-dimensional
distribution functions for the envelope and the phase cannot be mixed
with the characteristics of the instantaneous values of initial

narrov-band random process.

' RS bt ‘,;@‘ﬂ,?':: g
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In § 2.2 were resulting expressions Bq(t) for typical forms
Gu(w). Knowing By(x) or Ru(x) and keeping in mind the normality of
random process n(f), it is easy to write the distribution function.
For the envelope and the phase obtaining the correlation function and
enerqgy spectra is connected with the considerable mathematical

difficulties.
Page 83.

Can be selected any sequence of the determination of the
functions
G,(e), G (w) B,(2), B,(3) w(An;, Ams %) 9,(P210 Puas 7)

since they all are connected; however, with the smallest mathematical
difficulties this problem is solved through determination

@y (Anyy Any h then 8,(%) and G,(8) or ©,(Pa, P %), then 8,(s) and G,(«)
Two-dimensional distribution for the amplitude of interference can be
found from the four-dimensional distribution for the amplitude and
the phase by integration for the phase. Four-dimensional distribution
for the amplitude and the phase is obtained from the four-dimensional
joint distribution for & aond @, which can be obtained from the

two-dimensional distributions for & and &.

Since it is accepted that 18 and & have normal distribution,
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_ B+ D5, 0,0,
1 . 3 (123 ()

o, (D, D, 7)=

2 TH VAR T
2.6.1)
analogously
__‘?4-"1—“(')‘0‘-
2
_ 1 . 203 1=kd (op !
wl(@n 8-- ‘)—2"2/:% € ’ .
‘ (2.6.2)
Processes & and 8 can be considered independent variables,
then
(D, Dy, 8, & V= : X
( ] L K} 8 Vg 1] (2..2).!'__@(‘“
D1+ 0]+ 83+ 833010 DDy 4 £ 180 1
- 3
X e mati-gon 2.6.3)
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By knowing w,(®, &, 8. 8. s) and by using concepts of amplitude (by
envelope) and phase of process, it is possible to obtain

w, (Am,, Anes P10 Ps %),
by applying the rules of the conversion of the distribution functions
upon transfer from rectangular coordinates (¥ and & to polar ones

As and o=

After fulfilling the necessary conversions, we will obtain
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AAu
223 Y 1 —RE (v)

wq(AlIn Allu Pass ?ﬂa)=

AN AT =24, AL Re (v €08 (9, =%, )

2 2
X e 29, ((—Ry ()1 . (26.4)

After fulfilling integration for ¢, and ?u. we will obtain

2% 2%

w, (A, 1, Auy, “)=j‘ J W, (Aais Angy Pure Prer V) dPpdin, =

_ Anr+Ang
Ay 205 [1—R3 (W] X

TR

24, ,A, Ry (t) OB (9, —0, )

2% 2 — 2 2
1 1 29, {1—Rp (%))
Xga (e ’ e TPmei
00

L]
_ At |
Avd__ . 2o =Ry ¢

W, (Agy, Aoy t)= c‘[l-—R (9]
" s

Ry (2) Ay Any [
X "[ t—R@ | 2.65)

This result follows from the fact that

2=
= “f e *dp ==, (u),

where I1,(u) - the modified function of zero-order Bessel.
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Consequently, after taking internal integral on . we will
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obtain the expression, which does not depend on %u and the second
integral on om after carrying out as the integral sign of all terms,

which do not depend on ¢m it is led to the factor 2=.

Direct use w®w3(Au, Am, ¥) is hindered/hampered, since results

little are demonstrative and it is difficult to interpret them.

Let us pass toB.(r).For obtaining Ba(¥) it is necessary to fulfill
the integration 0w
B,(x)= og § Ap,Anw, (Ag,, Apy, 3)dAndAm,.

The calculation of this integral is connected with the considerable
mathematical difficulties and the bulky conversions. On these reasons
we give the final result (in detail conclusion/output is given, for

example, in [2.1])

mo=32fi+ B4 P R}
= (2.6.6)

The obtained solution can be represented in the form of series/row

according to degrees of R,(7)
B (e)="={1+__‘ R+ - R (D) +- -
A 5 4 . ‘)+54 .(‘) T
2% —-3)1.2.3... 1*
+[( 2.4.‘..%1 ] R:.(',}'

1f we are bounded to terms with R¢,(r), then we will obtain
B, ()73 &t [1 40,258 (x) + 0,015R! (x) - 0,004R" (s)].
o (2.8.7)
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I1f we are bounded by the first two members, since factor with R*,(7)

composes only 0.015 or 6% of the factor with R?,(7), then we will

obtain

B, ()= 53 [1+0,25R} (+)]. (2.6.8)
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Knowing B, (1), ve can find Gi(w), using Fourier transform. The first
term gives component with the zero frequency, i.e., the constant

component of detection, then

G, (@)= 45 - 510,25R? (+) cos eds.

Here GAuﬂ ~ "one-sided" spectrum of the fluctuations of amplitude.
By w we understand the frequency of the fluctuations of amplitude.
Moreover w20. Since B,(r) is expressed as R,(r), it is possible to
claim that random process Ax(f) is slow [in comparison with n(t)] and
is determined by the passband of receiver. In order to find the form
of energy spectrum for the specific cases, we will use the
approximation of frequency receiver response by ideal and gaussian
filters. In this case energy interference spectrum at the output of

receiver will be uniform with band Awx oOr gaussian.

In the first case

Awgt
sin

RO (‘) = —A'—"'.—"—o
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vhere A4», - complete passband of perfect filter.

In the second case

1.
where <t =5

Afa - complete equivalent band of energy interference spectrum

(before weakening by 0.46).

For the gaussian filter

G‘(“)=:2:':f°_.(7').2cososdg=2 :::i. e.-;—(-‘-—_.—)'
°
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For the conclusion/output are used the formulas of § 2.2 with the
transition from the designation Aw (detuning of relatively carrier)
to w (frequency of the fluctuations of amplitude)

GA(O)=E-T;-.E- 4V2‘fo 06?. (2.6.10)

After expressing dispersion through the energy spectrum, we will

obtain
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¢:= %g G, (w)de=
]

© olat =* Véh_..
-%Sme (7 )aoao.«ta:.

Analogous result follows also from (2.6.8)
=B, (0)—|m,(Au)l* = - &} |1 +0,25R} (0)] -
B Rt Rt
This corresponds to the result obtained above.

sin Ao

For R,(8)= —go—

-3
l'.: . — o
- (3"?-) | @.6.11)
odn o
a‘ (O)Sm-.a 0,8‘ ﬂ:. (2.6.12)

which also corresponds to the result, obtained earlier.

Page 88.
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Fig. 2.6.1 gives the energy spectra of the fluctuations of
envelope or fluctuations of output potential of detector. The
obtained results make it possible to do a series/row of
conclusions/outputs. As is evident, the energy spectrum of the
fluctuation of output potential of detector is substantially wider
than half of passband on. the radio frequency. This is explained by

the fact that in the detector are detected the beatings between the

extreme frequencies of noise spectrum, passing through the radio

bz

channel.
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Fig. 2.6.1. The eénergy spectra of the fluctuations of the envelope of

the interference: a) perfect filter; b) Gaussian filter.

Key: (1). with,
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It is necessary to note that the higher degrees of R,(r), not
considered by expression (2.6.8), give an even more considerable

expangion of energy spectrum; however, the intensity of these

components is negligibly small and to virtually it is possible not
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consider them.

1s obvious that there is no sense passband on the video
frequency to make more widely than %;: and “',since modulation
frequencies, higher than 5;!‘-. must not be present in the useful
spectrum of signal, since they pass through the radio channel
(receiver) with the considerable weakening. 1f we reject/throw those
parts of the spectrum of the fluctuations at the output of detector,
which lie/rest above frequency %F“ then the dispersion of
fluctuations noticeably decreases and will comprise, for example, for
ideal rectangular filter 0.7 from o or 03:!. However, is more
substantially the fact that the spectrum of fluctuations is not
uniform and the greatest power density of fluctuations is noted at
the low frequencies. Power density of interference spectrum at the
output of the radio-frequency part of the receiver, composing its 0.6

or 0.81 values, depending on the form of frequency characteristic.

Therefore during the calculation of the dispersion of
fluctuations at the output of the narrow-band low-pass filter,
connected after detector, it is necessary to consider the power
density of fluctuations at the low frequencies.

-

The simplest correlations are obtained for the rectangular

frequency characteristic. If AQ, - filter pass band after detector,

o
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then the dispersion of fluctuations at the output of filter is equal

to

l AF. G,(0)
or

aF, 0, ‘ e

m=al TV sy =09 Y i
where
AF.=£—:;'—.
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Thus, it is virtually completely admissible during the calculation of
power or rms value of fluctuations at the output of the narrow-band

filter, connected after detector, to count

% Aoy Vg.

During the contraction of band on the radio frequency it must be
undertaken two times of larger than after detector, with the same
passband for the modulating frequencies. The dispersion of
fluctuation at the output of radio channel with that narrowed to 240

by band has a value
2

240
°m=': ma
After the detection of fluctuation they will have a dispersion

°n—°43"2£;' ::f

i.e., the same value, as during the contraction of band to aqQ, after

it rikitian
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detector.

§ 2.7. Two-dimensional distribution function. Energy spectrum
and the correlation function of the phase of interference. The
twvo-dimensional function of phase distribution can be obtained from

the four-dimensional function of amplitude distribution and phase.

The four-dimensional distribution function is obtained in §

2.6., then

W, (Purs Poes “)= s;wa (Anys Amyy Py Pue ) dAgd Ag=
]

. L-X -]
=TT 5 5 An\Aay X

A,’,,+A’.g—u.m ApyAng 208 (9, (=9, )

P
Xe aii=Ko o dAndAs. (2.7.1)
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Let us replace variable/alternating

7y =A'l/°.V2ll ‘—R:(“),.
r,==A../¢'.V2]l—-E’.(1)] .

after transformations we obtain
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@, (Puss Pans )= l——;&(:)x

i N R .
X‘SJ’J@ LA drdr,, 2.7.2)

where
¥ = Ry (%) cos (95, — Pm).

The integral, entering in (2.7.2), is calculated (for example,

see [2.1) and [2.2]1) and result takes the form

L -X ] - ’, 9 >
5 5 ree Y g de = 122080 (27.3)
wvhere

& = arccos (~y). (2.7.4)

After substituting (2.7.4)_and (2.7.3) in (2.7.2), after

transformations we will obtain

"
‘ -— R’ (‘) o T"“Jﬂiln ¥
W, (Puss Pogy T) == ‘.2 l‘ __ly. +y (l-l')"T (2.7.5)
with 79e, R,(7) =0, and, consequently

W (’!lo Py “) == 4':1 = '(,").(h)'
[}age 92,.] As one would expect, with the large r phases become

statistically independent.

Yhe obtained results are of definite interest; they show that

the two-dimensional function of phase distribution has essential

features. Probability density wi(en. ¢n2, 1) depends not on the values of
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angles themselves ¢m and ¢u. but only from their difference. This

can be explained by the fact that the function of phase distribution

from -z to +7 (or from 0 to 2n) is uniform. Therefore is not

substantial the value of phases ¢u and ¢mw but is important how they
differ from each other. Maximum value w,(gu. pu, ¥) Will correspond
m—9u=0, most probably this combination of phases at the
moments/torques, divided by any interval r, with which initial phase
remains constant/invariable. In other words, most probably this
course of the random process during which it takes the form of

harmonic oscillation with the constant/invariable initial phase.

For ®ume(s) when ¢, —¢,,=0 can be constructed the dependence as

function of R,(7) or 7 (with given As,). Let us substitute into formula

(2.7.5) value of y=R,(r) cos 0=R,(r), we will obtain

| —R2 (s
Wymance (%) = 45( ) {l —;Qg('t)+

-g- <+ arcsin R, (v)
+ Ry (%)

{t— R3 (9] ¥

}. 2.7.6)

{ ® . ____!____
= {1 + [-2‘+af°5m Ro(“)] Ry(¢) Vl 7o

Graphically this dependence is given in Fig. 2.7.1. Consequently, in
the narrow-band noise due to the correlation of phase with the
decrease t and increase R,(7) probability density for values

v P2, —9Pmy=0 grows, and with

e ¥ R ey e . —-
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.Ro (9} +1 Wnae (%) = 00,
According to formula ,(?s. Pu:, t), being assigned by different ones ¢4,

and ¢4, it is possible to construct surface for the given value 7 [or

R.(f)].
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Fig. 2.7.2 shows some plane curves, which form this surface. The more
is 7, the less the maximum w,(9u, %m %) which occurs when @5 —¢y=0
e for any values %m (Or 9uw). w.(?i.. %m, %) depends not on ¢s; and ¢, but

on their difference (P —%m). and from the given formula it is

possible to obtain the distribution function for difference

App ==y, —9m- This function must show, as are distributed the
probability densities of one or the other values of a phase
difference, and to differ from the function examined, in which is
given the probability density of different combination of phases ¥m

and o=,
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Fig. 2.7.2.

Fig. 2.7.1. Dependence wmue On R (7).

Fig. 2.7.2. Surface o (e ®a 7) with r=sconst.
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Although in this case it was established that w,(fa. ¥s. t) dOes not

vary from change ¢s and 9s if ¢, —9m=const, the dependence given
\ . .

above gives nevertheless the probability density of combination e,

and es Por obtaining w (Aps) it is necessary to integrate probability

@, (Pn,, Pme, %) With respect to all values ¢,

]
4,
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2e
w(Apy) = 5 W, (Ps Pms — O9¥s) AP0, =

- 5+ arcainy
=!-—!-'R-=£-) r_l—_—’;-*—y——(-l-:m— ’ (2.7.7)

| ymR()costy.

Fig. 2.7.3 give dependence w(Aq) with different R,(7r), which are the
parameter, in function Agu Fig. 2.7.4 gives dependence wm(Aqy) ON
R,(7) for different ones Aqv One-dimensional probability density for
Agpx [depending on R,(r)] at values of R,(7r), close to one, i.e., for
small intervals of time 7, takes very high values and passes into
infinity. This means that in the short finite time intervals the
probability of retaining/preserving/maintaining the initial phase,
i.e., this course of the random process, during which its initial

phase is not changed, is greatest.
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Fig. 2.7.3. Fig. 2.7.4.

Fig. 2.7.3. One-dimensional function of distribution of phase

difference.

Fig. 2.7.4. Dependence of function of distribution of phase

difference on R,(7).
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Let us novw move on to the correlation function and the energy

spectrum of the fluctuations of phase.

Knoving (¢, ¥a. ?). it is possible to find 8, (o
By(5)m e P WP P Vit @7.9)
-~
After using the fact that w,(?s. a %) i3 periodic function from
P —% it is possible to expand it in Pourier series in terms of

“ o
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variable/alternating ou —¢a
», (Puse Pug, V)= E A
 anemgn

=.4.+2i Aicos i (9ss — m4), (2.2.9)

=)
where -
Ay= ;';:

@ e . |
o "(t+1+T) :
Al=—g .2_. UEY)] ".R‘."!:(,)’ ..

After fulfilling integration, we will obtain

B, () =8 Y) - A (*). @110

=l

By using expressions for A and after carrying out an expansion of

correlation function in the series/row according to degrees of R,(r),

we will obtain

r=i hul e

=t R+ RO+F RO+

+'4§s‘ R (,).‘..2"_'_ R: (4)... (2.7.11)

Page 96. More detailed derivation of formulas (2.7.9), (2.7.10),
(2.7.11) is given in {2.1]. 1f R.(r}<0.5, then primary meaning have
the first terms of expansion. With R,(r) —I or r-0 the addition

of the limited number of terms gives large error and it is necessary

to summarize entire series/row.
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The addition of entire series/row with R,(r)=1 gives
»
B'(O)-To
Graph B (v) in function R,(r) is given in Fig. 2.7.5. Coefficient
of correlation
R 8. (¢
,,(‘)-—B'—(b';'
Graph R,(x) in function R,(r) is given in Fig. 2.7.6. The given

formulas and graphs do not completely reveal property B,(s) and R, (%),
since they are given not depending on %, but depending on the

' low-frequency multiplier 1in the correlaﬁion functionR,(x).To obtain

the dependences of B,(x) and R,(yon < 1t 1s necessary to specify the
form of the frequency characteristic of radic channel, which
determines dependence R,(zx) on «,
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Fig. 2.7.5. Dependence 8(:) on R,(r).

Fig. 2.7.6. Dependence &w& on R,(7).
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Fig. 2.7.6.

Above were used two models of the receiver:

in the form of the perfect filter

.hhgt

Re (Y=g}
-7

in the form of the Gaussian filter

Ry(v)== e- (—:-‘-). .l

Using these relationships/ratios, it is possible to construct

dependences B,(x) or R, (1) On +t/wm vhere 'w - interval or the time of
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correlation. The correlation function of phase for the case of

perfect filter is constructed in Fig. 2.7.7.

From the obtained results it ié possible to do important the
conclusion that the correlation function of phase at point r-<0 or
R,(7) —> 1 has the jump of first-order derivative. Of thesé reasons
the determination of the correlation function of derived phase
substantially hinders. 8,(s) is more “narrow", than the low-frequency
factor of the correlation function of initial process, and the energy
spectrum of the fluctuations of phase must contain more
high-frequency components, i.e:, it must be wider than the spectrum
of initial random process. Further this question will be examined in

detail.
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Fig. 2.7.7. Correlation function of phase.

Figure shows half of function, to thw=!; symmetrical branch for the

negative 7 is not given.

Page 98.

Let us return to the expression for 8,(x) in the form of

series/rov and vill take out common factor for the brackets, then

B, ()= = IR (x)+40,16R; (v +

+O,17R (+)+ 0.07R: (1) +0,026R (1) + s @.7.12)

vhen s—0 B,(s)-al';-ﬂic and sum must be equal to 2.

Let us compare this expression
B,(%) a#‘ {14 0.25R (9)40,015R; () +-...]s

with r+0

B, (x)mol + [, (An)]t == 0,436} +
4 (1,2505)* == 20]
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and the sum of the terms of series/row must be equal to
2127,

from the comparison it is evident that in the series/row,
through which is expressed B,(z), terms with the high degrees of R,(r)
have considerably larger influence, than in thg series/row for B,(v).
For example, for R,(r)=1 the sum of coefficients with the degrees
highe; ghan second comprises in the series/row for B,(:x) about 0.8 or
40% of the sum of all terms of series/row, while in the series/row
for 8,(x) - about 0.025 or 0.7% of the sum of all terms of series/row
and =7% of the term with R,(r) to the second degree. On these reasons
during the study of the fluctuations of amplitude to completely
admissibly disregard all terms whose degree is higher than the
second. During the research of the fluctuations of phase use of term
R,(7) in the second degree does not give correct representation about
the processes and it is necessary to consider terms with the higher

degrees.

It is obvious that the higher the degree of R,{(7), the wider the

energy spectrum, caused on this term.

Page 99.
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Since the terms with the high degrees in the series/row for 8,(r) have
noticeable value, theoretically the spectrum of the fluctuations of

'5‘ phase must be very wide, strictly speaking, by infinitely wide,

moreover the essential part of the dispersion of the fluctuations of
phase must be concentrated in the high-frequency part of energy
spectrum. Since with R,(r)=1 the sum of terms with the degrees higher
than second is approximatély 40% of the sum of terms with the lower
degree, one should expect that the noticeable part of the dispersion
of phase depends on the high-frequency components of the fluctuations
of the phases whose frequency is higher than Aws Earlier repeatedly

was used relationship/ratio for the transition from the correlation

function to the energy spectrum

0'(u)=43.8,(e)cuend1,
then

0, (»)=2x U Re(x)coserd
+-§l;3 R} (v)cosesde

+_%_°5.@(s)cosu1dt+...]. (2.7.13)

vhere G (s) - One-sided spectrum.

In order the effect of the expansion of the energy spectrum of

the fluctuation of phase to determine is most clearly, let us v

consider the case of perfect filter. .




DOC = 83022903 PAGE R 7/

Let us compute Fourier integral of the function
[ ]

("l“.‘ ) T
[ '
- )

wvhere k - degree of the corresponding factor.

Page 100.

With k=1 the result is obvious. To this degree of factor will

correspbnd the uniform spectrum in the limits from 0 to égl

« A.. <

sin —5—
S‘ .__.i_ cos wedt= A:. . (2.7.14)

Awgt

3

With k=2 the result was obtained earlier

2 - ilA." s
sin ——
Sﬁ(g)cosmd1=5‘( Y )cosmdt=
2
) 3

Aoz — o
% 7.
=% T {2.7.15)

With k23 it is convenient to use the approximate

relationship/ratio
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=
(]
—_N
= e M (2.7.16)

Two first terms with R,(r) and R*,(7) give the components of the
spectrum with a limited highest frequency of Aey,2 and A,
respectively. Third term with R?,(7) and subsequent members give the
components of the spectrum with the infinitely broad band, mcreover
their portion in the dispersion of the fluctuations of phase is very
noticeable. A precise calculaticn of the specﬁrum requires the
account of a large number of components. In this case qualitatively
the picture will not be changed, since the account of term R?,(r7)
already gives the infinitely wide spectrum of the fluctuations of

phase.
Page 101.

For these reasons can represent interest the approximation of
series/row by three members with an increase in the coefficient of
latter/last member to the level, on which is considered the effect of

all subsequent members on the dispersion.

This leads to the expression
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= B,(% 7[R +5 R()+OMR () |, @7.17)
R R, (x)=0,5R, (v) + 0,08R} (v)+0.42R] (+). (2.7.18)
N | During the use of the approximation/approach indicated the energy

K spectrum of the fluctuations of phase will take the form

: G,(.)=2s[-='.—(u< #)-l-—;—“'——r—‘::. +
L ] FYEu :f] 2.7.19)

With w=0
0,0 fort o5+ 2
- [2¢ 240,84 207, (2.7.20) l
St Fig. 2.7.8 gives the components of the spectrum (dotted line) and ]

spectrum G (e)2e,.
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1 L0 U‘&
Fig. 2.7.2. The energy spectrum of the fluctuations of phase with the

perfect filter.
Page 102.

The presence in the energy spectrum of the phase of
high-frequency components, i.e., components with the higher frequency
than Amm.needs further explanations; these components are absent in
the limits of width of band of the nar ow-band spectrum, observed at
the output of perfect filter, the mutual compensation for the spectra

of the fluctuations of amplitude and phase cannot occur.

It is possible to assume that the presence of high-frequency
components is conditional and is defined by the fact that above phase
was considered as the value vhose possible values were included
within the limits tr. Since the phase of seleCtivé interference,

being random, can be changed in the wider limits, can be observed its

transitions (or jumps) from +(n+dgm) to -r and vice versa, wvhich are

PAURN
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accompanied by a change in the value, which numerically characterizes
phase. However, this assumption cannot completely explain the
obtained reéults. Let us consider this in somewhat more detail. The
correlation function of phase, used for the determination, the energy
spectrum, was obtained by integration within the limits tr (see
2.7.8{. In this case the density of fluctuations at the zero
frequencies proved to be final and the process of changing the phase

stationary.

1f we are not interested in the high-frequency components in the
spectrum of the fluctuations of the phase and its derivative, which é
are mapped into terms with the high degrees of R,(r) and cause the
interruption/disconti.nuity of first-order derivative B-,’ (x) on r at 3
point r=0, then it is possible simply to pass to the spectrum of
derived phase, using factor w. COnsequently.Athe finiteness of the

density of the fluctuations of phase at the close to zero frequencies |

leads to the fact that must not be observed the slow fluctuations of

derivative. i

However, special features/peculiarities indicated above of the
obtained results are not confirmed by physical representations and

conclusions, which ensue/escape/flov out of more strictly the

analysis of the statistical properties of the derived phase of

selective interference and phase as integral of its derivative. '
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From the physical considerations it follows that the phase of
narrowv-band random process can be changed (" go away") betveen very
wvide limits, which considerably exceed :x. At this conclusion it is

possible to arrive also from the results, obtained below in § 2.9.
Page 103.

The analysis of expression 2;9,4 and 2.9.9 for the correl;tion
function agd energy spectrum of derived phase shows that the slow
fluctuations of frequency have finite value. in this case the phase
as integral of the frequency deviations proves to be unsteady process
with the increasing dispersion, i.e., fluctuating, it will have ;ver
more and the more increasing divergences ﬁo the different sides from
the initial value, many times falling outside interval tx. This,
probably, and causes the uniform probability density of phase in the
limits -x, +r and the stability of that random process which is
described 2.7.11, 2.7.13 (and by approximations 2.7.17, 2.7.19),
during conclusion/output of which the possibility of these

trangitions was considered.

To the determination of the sense of the presence of the

high-frequency components in the energy spectrum of phase can




o

DOC = 83022903 PAGE &Y

contribute the analysis of the correlation function and energy
spectrum cose,. It is obvious that ctosex does not endure changes upon

transfer of phase from +r to -».

I1f high~frequency component in the energy spectrum of phase are
conditional and are caused only by transitions +x, -x, then energy
spectrum cosgn must have characteristic difference from the spectrum

for ou

Por obtaining the expressions B,(r) and G,(e), vhere z=cosq, it is
necessary to carry out functional transformations with w(eu, em %),
after passing to zi=mcosqm and Sy=cosem After fulfilling

transformations, it is possible to obtain:

]
“(‘lo z.‘)-.—.m:mx
X[;‘;+2 z Aaca(leaz.)eu(ldmz.)].' 2.7.21)
]

FProm (2.7.21) after the series/row of the transformations (see 2.1)

we obtain
3
w (a4 :
B.(q)-f.,'_‘!‘_(.‘!g ( T)R:‘“‘(q)-
=H{ro+FRO+ERE+.|erm
Page 104.

Bearing in mind that when -(q.)--;; dispersion cos¢ea is equal to 0.5,

!
!
4
,‘i
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from (2.7.22) we obtain, that with i.(‘z)\—_ﬂ. bracketed expression
approaches 1.273. Consequently, the sum of coefficients with R.(r)
with'the third and with the higher degrees must compose 0.273.
Mathematical expression for Gi(e) easily can be obtained from
(2.7;22) during use (2.7.16), and ve it lower. However, it is obvious
that since in the expression for &8.(r) the terms with the high degrees
of R,(7) are considerable, energy spectrum G.(w) will have noticeable

high-frequency components.

The aforesaid makes it possible to assume that can occur the
high-frequency fluctuations of phase, which reflect the special
features/peculiarities of the random process of'its changes. But this
assumption comes into conflict with the condiiion ofrthe narrow-band
characteristic of initial random process, since allows/assumes the
possibility of considerable and rapid changes in the quasi-harmonic
oscillation, which can be only in such a case, vhen it, at the finite
value of amplitude, contains in the spectrum of initial oscillation
further vhich constitute, which are located out of the limits of
narrov band, which is not in the case in question. In order to avoid
this contradiction, one should recall that the amplitude of selective
interference is subordinated to Rayleigh distribution and there is a
finite probability of its very low values. At the close to gzero or
very lov values of amplitude abrupt changes in the phase can be
observed, also, without essentisl changes of the spectrum of initial
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oscillation. Qualitatively aforesaid is clarified by Fig. 2.10.5.

Xn the examination of all cases with the filtration after
phasemeter it is necessary to have in mind that under the effect of
one interference any change in the band cannot be reflected in the
dispersion of fluctuation reading/indication of phasemeter, since all
values of phase remain equiprobable and dispersion x?/3 is retained
with any band. Will be changed only rate of change in
readings/indications of phasemeter. Consequently, the integration of

spectrum G, () in close margins does not make sense.
Page 105.

§ 2.8. Punction of the distribution of the derived phase of
interferenee. Above was u§ed the representation of selective
interference in the form of harmonic oscillation with the random ones
by amplitude and the phase. In this case the medium frequency w, vas
assumed/set to the equal midband frequency of the trinsni;sion of
radio-frequency filters. From the obtained functions of distribution
and energy spectrum of phase‘it is evidint that the phase of this
oscillation is by chance and has even distribution. The transient
nature of basic changes in the phase is determined by half of

passband; however, there are also more rapid changes in the phase.
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Since the phase of harmonic oscillation equivalent to
interference is changed, is changed its instantaneous frequency (2.6,

2.71.

It is known that if
n(¢) == Ag () cos |yt +- 95 (2)],

~==~.+ﬁ§,m-~.‘+ Bu(t)
A (f)=22100, @8.1)

then the frequency

Consequently, the instantaneous value of the frequency of equivalent
harmonic oscillation is the random function of time. If the

fluctuations of phase occur around some constant value, then the d
average/mean value of derivative is equal to zero and medium

frequency &ep* &0’

Howvever, since all values of phagse are equiprobable, the
average/mean value of phase can have monotonic change, i.e., the

average/mean value of derived phase can be not equal to zero.

Thus, the obtained previously results do not give grounds for a
precise estimation of average jamming frequency. It can be equal to
we, but it can differ from it. A precise estimation of jamming
frequency is of interest in such a case, when information is embedded

into the signal frequency or the derivative of phase. Phasemeter can
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be constructed on the principle of the direct measurement of phase
displacement and then rate of change in its readings/indications will
be determined derived pha;e. If average/mean rate of change in the
phase (or the average/mean value of derived phase) is equal to zero,
then readings/indications of phasemeter, fluctuating under the action

of interferences, will not contain systematically changing component.

Page 106.

But phasemeter can be constructed also according to the principle of
the integration of a difference in the frequencies, then during the
analysis of the effect on it of interference it is necessary to

proceed from the concept of frequency.

These two determinations of frequency are in connection with
harmonic oscillation equivalent. During the random narrow-band
process these determinations give different results. Jnterference
will differently function on the meters of phase and the frequencies,

constructed on the different physical principles.

First of all let us consider the case of the direct phase
measurements when by frequency is understood the derivative of phase, |
and then let us pass to the method of the direct measurement of

frequency.
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Por the solution of the first problem wve find the function of
the distribution of derived phase for the selective interference. For
obtaining the functions of the distribution of derivative it is
possible to use expression for the function of the distribution of a

ohzge difference

@ ()= | (s Yout-Bpm, Ddws, L)

vhere w,(gu. ¥x;+4%s, v) - two-dimensional distribution function. In §

2.7 this integration vas carried out

- '-Fnuhv
L '(Aﬁ)-"'——gf')‘ []'q!_-,'s"'ﬂ :,(-—l_—',—,m—]. 2.8.3) )

vhere

g - AL T . . i i P
Ci - sy T 0 PRI
SE T B iy 1 T

y==R, () cos Apy.

Derivative can be obtained as the limit

%ﬁL..i...gggﬁga, 2.8.49
then _

wh=lige ()
For the transition to w(ew) it is necessary to fulfill some
transformations, since in general form expression is bulky. R,(r) it

is possible to expand in series/row according to degrees r.

Page 107.

P R e — . . .
R . N e Wl - Vit o ~"-f&%&5§;aﬁ1#ﬁh%ﬁ.’. - f..‘r"'f-n §) “*-""f‘r‘ co A -;"4-{» PR



DOC = 83022903 PAGE /A5

Since function R,(r) is symmetrical and with r=0 has a maximum, for
the points near r=0 we will obtain

Ry(¥) =144 i’ﬂiv‘
For obtaining the function of the distribution of derivative it is
necessary to find expression w(Ae¢) for the low values 7 and,
therefore, A¢. This allows the térms. entering in (2.8.3), to express
approximately, disregarding the small second-order qu#ntities. Then

we obtain
1.-,)-:l—l&(g)cu'Ay.z%‘l).-*'—l-M'.... :
q=l+"£§t(|i-1'r " | |
-;-+arain y--;-+thnX
x(1+-;.;‘%3}-‘)-s')cuh.=
e

Let us designate

L8O s, . @AD

w(dgg)m
\

then

1 4
[-osrme*

3.8.6)

('+"?"'f-—‘;'=‘)('+"'s""-"¥‘)]
+ Qe 0l )

Let us switch over to the function of distribution Q(%—)a
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()% e

;[,»,'.;.,-_J,(Ag)' o]
. l—d.‘x'-}-

X[a=F s () 4] |

T

(2.8.7)

Page 108.

After transition to the limit with r+0 and transformations we will
obtain

.

: i i
w (?') = Es L] (208‘8)
“ o+ i ' )m

i

The basic parameter of the obtained distribution function it is

= /) —GR(%)
a.._.‘/ Rl

nps v-0

Knowing R,(7), it is possible to find the relationships/ratios, which

connect 8w with the characteristics of initial random process.

Por the perfeét filter

dRe(v) | _ T (Lo, 1
® 1-.0- ds? ‘.,o———_lr
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;5 ’; For the Gaussian filter

L ] L]
AR, () | _ d ( ‘~) b, dw,
| | = o e=omE
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Page 109.

Consequently, 6w has the dimensionality of frequency and
characterizes the width of the spectrum, in which are concentrated
the basic divergences of the derived phase.of interference. In [2.2]
for dw was accepted the name "average/mean width of the spectrum”.
Fig. 2.8.1 gives the curves, constructed according to formula
(2.8.8). Fig. 2.8.2 gives the function of the distribution of derived
phase for the perfect filter. From the obtained results it follows
that there is a finite probability of large divergences of the
instantaneous values of derived phase from the average/mean value,

which is determined by the medium frequency of filter w,, Since ¢=Aw

and w=w,+Mw.

Hovieverf function w(p,) is symmetrical and average/mean value or
mathematical expectation of it is equal to zero
Ml | 8 (52) a0,
Consequently, if we use direct ph;:; measurements and to approach the
concept of frequency as derived phase, then the medium frequency of

selective interference will correspond to the midband frequency of
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transmission. Moreover, the fluctuations of frequency can contain the

considerable divergences, much greater than half of passband.

Thus, the instantaneous value of the derived phase of
interference is subjected to considerable changes, but its

average/mean value is equal to zero.
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Fig. 2.8.1. Fig. 2.8.2.

-}

Fig. 2.8.1. Function of distribution of derived phase.

Fig. 2.8.2. Function of distribution of derived phase for perfect

filter.
Page 110.

It is interesting to note that the dispersion of the fluctuations of
frequency cannot be obtained -

*

o= [¢lw(va) d9s.

-0
This integral does not have finite value, since integrand
insufficiently rapidly decreases with increase ¢, This also testifies
about the finite probability of the large divergences of derived

phase from its average/mean value.

The explanation of the fact that there does not exist the final

dispersion of derived phase, on the research of V. I. Tikhonov [2.4,
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2.9, 2.10) consists in the presence of the "migrations/jumps" of
phase to the integer 2x. The noticeable probability density of the
considerable divergences of derivative also does not contradict the

presence noted above of the rapid fluctuations of phase.

Thus,lthe function of the distribution of the derived phase of
selective interference they made it possible to do important
conclusions the fact that in the direct phase measurements the
average/mean value of derived phase is equal to zero and the presence

of interference cannot give systematic error.

§ 2.9. Correlation function and the energy spectrum of the
derived phase of selective interference. For evaluating the action of
interferences on the measuring device, besides the function of
distribution w(ey), it is necessary to know also correlation function
and energy spectrum of the fluctuations of derived phase. This will
make it possible to determine the transient nature of the
fluctuations of derived phase and the efficiency of the action of the

filters, included after meter.

For obtaining B%@) it is possible to use two methods: simple and
complicated.

Simple method provides for obtaining the correlation function of
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the derivative of random process by double differentiation of the
correlation function of basic random process, in this case phase,
i.e.

B, ()= — g~ @.9.1)
However, the use of this method in the specific case of determination

8;(1) meets with essential difficulties.

Page 111.

The reason for these difficulties lies in the fact that B (v) does not
possess continuity of first-order derivative at point r=0 and fggﬁl

has with r=0 infinite value. This, in particular, it is exhibited in )
the fact that dispersion o is infinite. Consequently, the use of a

simple method of determination B;h) proves to be impossible.

Complicated method requires the execution of entire volume of
the transformations, necessary for obtaining of the twvo-dimensional
function of distribution ¢ and correlation function. For this it is

necessary:

to £find the four-dimensional functions of the distribution

(0, O, bn ”ﬂ *)
.0(8u 8" 8!! 8.! ‘)

and




o
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and the eight-dimensional function of the distribution
(D, O, B, &, 8. b 8. & v
to carry out transformation of rectangular coordinates into the
polar ones, then it is obtained .
®, (Axss Aus Amy Amy Puss Poe ¥300 Pu0 %) (3.9.3)
After carrying out integration for A, Ag. As AmPsu®ae it is possible
to obtain the unknown function. After obtaining it, it is possible to
find B (s), by using the 1ntogral
B, (v)-l [9-.9-.-.(9-..7... Vdppdtm.  (2.9.3)
The calculation of integrals indicated above is

conjugated/combined with the bulky transformations, in connection

vith which we give expression for B, (v) already in final form [2.1,

2.4]
B, () |8 (9 — R, ()R, (W] X
X[H- R:m_'_mv) .]_‘
= —F R~ R R RO
R, (ym Lyl R, (v) m L) (2.9.4)
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Using (2.9.4), it is possible to find B, () for the
concrete/specific/actual models of energy interference spectrum and
then to obtain expressions for the energy spectrum of the

fluctuations of jamming frequency.

%h
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Let us consider this based on the example of perfect filter with
band Aex and medium frequency w,. In this case R,(r) is determined by

formula (2.2.13).

A== :

Awgt Aty
- sh-f—
ET [ca 3 “.‘ T 1. (2.9.5)

2
Ry (o)= E5elD o 0

b= El

From (2.9.6) it follows that for small ones 7

N el A}
R()y=——g+—7*
and with 720
t) “’
‘.

Page 113.

Using formulas (2.9.5) and (2.9.6), it is possible to fulfill the
calculation of function B;uy Fig. 2.9.1 gives plotted functions,
entering expression (2.9.4). PFig. 2.9.2 gives intermediate graphs and
graph 36(6); are there for the comparison given graphs R,(s), R, (s),

calculated according to precise and approximation formulas.
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Fig. 2.9.1. Graphs of the terms, entering the expression for the

correlation function of derived phase.

as

[Rr-horitetdl 52 ==

Fig. 2.9.2. Correlation function of initial random process, phase and

derived phase.
Key: (1). (approximation formula). (2). (precise formula).

Page 114.
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From Fig. 2.9.2 it is evident that function 3;(.) is considerably
narrower than R,(r) and R,(x), and, therefore, the spectrum of the
fluctuations of derived‘phase vill be considerably more widely than
the spectrum of the fluctuations of phase and interference spectrum.
The energy spectrum of the fluctuations of derived phase can be
obtained, after carrying out a Fourier transform above Bi(')’ However,
this integral with the substitution in it (2.9.4) is not expressed as
known functions and can be calculated in the form of the series/row,
which includes a large number of terms, which little is convenient

for the calculations. In [2.4] is obtained

Gy(o) = ta, 3 4~ & E)'

Am}

for R(s)=¢e¢ ' ; 4= -‘7':-. 1

It is useful to find the approximations for q, (0), which make it
possible to come to light/detect/expose the basic lavws,

characteristic to the energy spectrum of the fluctuations of derived
phase.

From Pig. 2.9.1 it follows that in the first approximation,
2
k.(i)ﬁ~—‘:—'-i—k.(1) and the effect of term R*,(7r) can be
disregarded/neglected.
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Then
B;(“)“e%z-k: ) [[+ 5.;(2-}-—'%-‘-‘2-]-...]. (2.9.7)

To account for the terms of series/row also it is possible to allow
approximation/approach. From (2.7.16) it follows that if degree R,(r)
is higher than the third, its further increase comparatively slow;y
affects the form of the component of energy spectrum, caused by the

appropriate term. quter the grouping of terms we will obtain

B, (9 45k R ()14 1,38 )+ 0.85R 0] = ,

_-,“-;"- [0.5R (=) +0,65R] () + 0,33R;* @l @938
Page 115.

Expression (2.9.8) - approximated, and cannot be used for

calculations 8, (r) for r20, since gives finite value,

Energy spectrum is expressed by the formula

65(0)3 ‘:n [_;_‘0::;0 +V:e—(-=.:) +V;Ga;]'

(2.9.9)
G, (0) = a1, (2.9.10)

Formula (2.9.9) - approximated. If we take into account the higher
degrees of R,(r), then weakening energy spectrum at the high

frequencies will be even slower. Fig. 2.9.3 gives the form of the

energy spectrum of the fluctuations of derived phase. It is

P
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interesting to compare the energy spectra of the fluctuations of
amplitude, phase and its derivative: For this Fig. 2.9.4 spectra
gives to the dimensionless form. From the obtained results it follows
that the spectrum of the fluctuations of derived phase is wider than

the spectrum of the fluctuations of amplitude and phase.

It is essential to also note that the fluctuations of frequency

have noticeable components with the frequency much of larger than

width of band of initial random process.
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Fig. 2.9.3. The energy spectrum of the fluctuation of derived phase.
Key: (1). Components of the spectrum.
Page 116.

The obtained result will be coordinated well with the fact that there
does not exist final dispersion for the derived phase of interference
(S 2.8). As already mentioned earlier, these phenomena on the
research of V. I. Tikhonov [2.4, 2.9, 2.10] are explained by the
"migrations/jumps” of phase to the integer 2rx. The expansion of the
spectrum of derived phase will be coordinated also with the

assumptions about the presence of the rapid fluctuations of phase.

§ 2.10. Fundamental statistical characteristics of jamming

frequency. Above vere examined the statistical characteristics of
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phase and its derivative. These characteristics make it possible to
consider interference effect in the receiving and measuring

device/equipment with the direct measurement of phase.

; If meter is constructed according to the frequency principle,

& then it measures derivative of phase, but value, which characterizes

frequency, i.e., a number of periods per unit time (second).
Interference is random process and in connection with it it is
possible to speak about the medium frequency and the current

frequency. The frequency of selective interference is random process

and is determined by a number of ejections per unit time. If we

compute an average number of ejections in the large time interval, 1

g then this will correspond to medium frequency. Medium frequency is

the simplest statistical characteristic of random frequency.

PR —

‘.e,- s v{,\_ )LQJ@'-» --::{‘.‘L,}‘-_,g‘.




DOC = 83022904 race B9 ;

(1) Nonomumensnsie 5

) Swibpocu i

| W a4

N
4 1 2 o (20muemnu nepexoda
AWy vepes Ny

asr

Fig. 2.9.4. Fig. 2.10.1.

Fig. 2.9.4. Energy spectrum of fluctuation of amplitude, phase and

derived phase; dimgnsionless form,

Fig. 2.10.1. Transitions of random process through zero.

Key: (1). Positive ejections. (2). Marks of transition through zerc.
Page 117.

Since the iﬂterfgrence is’ random process with the zero average,
it is obvious that by frequency it is necessary to understand a
number of positive (or negative) ejections above the zero level. But
then a number of ejections corresponds to a number of transitions of
the random process through zero or briefly "number of zeros". The

sense of these determinations is clarified by Fig. 2.10.1.
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Thus, in the frequency measurements must be realized the
calculation of a number of blips for the unit of time (or be
determined the average duration of ejection) or the calculation of
number of zeros (or to be determined the average duration of the

interval between zero).

The technical realization of the meters, which realize these
operations, does not produce fundamental difficulties. It is possible
to use counters of a number of ejections (or the marking pulses of
zeros) and to carry the results of calculation to the time or to use
a measurement of the time interval between the
impulses/momenta/pulses - marks of zeros and to determine the average
value of this interval. Without examining in detail questions of the
technical realization of such meters, let us note that on this basis
it is possible to construct frequency meters and phasemeters. If we
are be congruent/equate the measured frequency with the standard
frequency and to integrate a difference in the frequencies, then the

obtained value will correspond to an increase in the initial phase.

It is of interest to consider the action of interferences on the
meter, constructed according to the frequency principle, and to
compare with the results, which are obtained for the meter,

constructed according to the principle of the direct measurement of

phase.
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Fig. 2.10.2. Function of the distribution of derived'phase and

probability p{e<<w,).
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For this it is necessary to find the distribution functioné,
average/mean value, dispersion, correlation function for the jamming
frequency, considered not as the derivative of phase, but as a number
of ejections or "periods” per unit time. It is most expedient to
begin the solution of this problem from the distribution function. In
this case, as we shall see further on, there is greatest interest in
the determination of the average/mean value of frequency and its
comparison with the average/mean value of derived phase. For the
determination of average it is possible to function by two methods:
the first method - to find the distribution function for the
frequency and from it to obtain average/mean value, and the second
method - to directly find medium frequency, after finding an average

number of "ejections", or "zero". Let us begin from the determination |
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of expression for the function of allocation of frequencies. For this

we will use the function.of the distribution of derived phase. In the

examination of the function of the distribution of derived phase
above it was noted, that from it escape/ensues the noticeable
probability of the considerable divergences of the instantaneous
values of derived phase from the average/mean value. Is very

substantial in this case the fact that the probability of values Pu
exceeding w,, is not equal to zero, i.e., there is final probability
that at the separate moments of time a change of the instantaneous

x] jamming frequency will exceed the value of carrier. In this case ¢

will be negative. ' ?

Fig. 2.10.2 shows the distribution function for w(¢,), from which
evident that there is final probability that w—<0. For obtaining
this probability it is necessary to find the integral

P < — “o)=TW(¢-) d’.lv
-
Bearing in mind that with
bo>bn, wlhe) gl (),
ve will obtain

Pt~ -.)-}g';(‘i-)'dém
]

L e e
"T.}’. =g - Q.10.1)
-

Page 119.
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For example, with §w=50+2%, w,=500+2x
PP < —u)=0Q mm 10],

In connection with the finite probability of negative values
must be observed such phenomenon, when the radius-vector, which
| reflects oscillation, dwells on short period and begins to move to

the reverse side.

1f we approach the analysis of this phenomenon from the phase
positions, then this will mean that the average speed of the rotation

of vector decreases. To the equal degree there can be the instants,

when ¢u proves to be considerable positive value and the speed of
rotation of vector, which reflects oscillations, substantially will
increase. On the average as this was shown earlier, the derivative of q
phase will be equal to zero, i.e., the average jamming frequency,

determined through the derivative of phase, is equal to w,.

But if we approach the analysis from the frequency positions,
then position in the principle is changed. Negative value wo+eu
indicates the decrease of average/mean rate of change in the phase

and corresponds seemingly negative frequency.

But the devices/equipment, which react to the frequency, do not
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accept the sign of frequency and negative frequencies will be
accepted just as positive. In other words, the more rapid at the
separate moments of time is turned back the vector, which reflects
oscillations, the more it reduces average/mean rate of change in the
phase, but in this case occurs a larger value of negative frequency
and a larger increase in the average/mean value of frequency. It is
obvious that under these conditions the function of allocation.of
frequencies must differ from the velocity distribution function of a

change in the phase.

The function of the distribution of derivative of phase was *
obtained above ) .
™ (o) = o
(...""l

Page 120.

Then the function of the distribution of instantaneous frequency
wvhich can be defined as
ou =0, 1|y,

it can be found from the following considerations:

e lmll 9 = (o — wy)* ngl — < P < 0,

=g — “ﬁ ,.:8('%"".)' “g <o,

Key: (1). or.
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Graphically obtaining w(ws) is represented on Fig. 2.10.3.

From the fiqure one can see that average/mean value wx cannot be
equal to average/mean value - w,. For obtaining the average/mean
value of jamming frequency owuep it is necessary, knowing the function
of distribution w(wx), to find mathematical expectation from ow

Wy ;. =j o,w(wy) de,,

After computing integrals, it is possible to obtain

O o1 == l/l_-?-_(if;yz -.[1 + -;-(‘5.-)'] (2.10.3)




- -('* . ‘“ﬁ

wfwh - [ B
‘lh () ]

\\-“f:===----

Wy Wyg Vu, e

Fig. 2.10.3. Function of allocation of frequencies of interference.
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For example, for perfect filter u-ﬁ, then

...‘.=..[1+-,’T(‘-:—:)' ] -. (2.10.4)
Consequently, the average/mean value of jamming frequency is greater

than the medium frequency of filter, for value

oucr=an 1 (50) - (2.10.5)

For the perfect filter
e (5 =57 (2)

1f process is very narrov-band, i.e., Au, e, then Suy ¢, =0 and

enor.*®, Thus, interference will differently function on the receiving

and measuring device/equipment, depending on that, on which principle

is based the meter. This is substantial, since the concepts of phase

and frequency are connected and the values of frequency can be

obtained, differentiating the measured phase, or the value of phase

can be obtained, integrating the measured value of frequency. For the

narrov-band random process this relationship/ratio is approximate.
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As is evident, the distribution functions for derived initial

phase ¢, and for le,smey—e, (frequency deviation from the medium
frequency of filter - w,) differ little and difference is reduced to
the small difference in the average/mean values. Correlation function
and the energy spectra of derived phase and divergence of jamming
frequency can be considered virtually identical. Small difference in
the average/mean values can substantially change the action of
interferences on the meter. If is realized the direct measurement of
phase, then with the ideal equipment interference with any intensity

cannot give systematic error, it will produce only the fluctuations

of readings/indications of meter. If is realized the measurement of
phase displacement through the integration of a difference in the
frequencies, then interference will create the divergence, which

systematically increases proportional to time.

‘ Page 122.

Average/mean initial phase will "run” with a speed of

a...,,g....;_(a./.,)- radian per second. For example, for w,=6°10" and
Aug =600 B, ,,:=2.10-* rad/s. In the presence of weak noise signal must
not give further systematic errors in the direct phase measurements

and can cause large errors in the frequency measurements. Thus, in
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all cases where it is possible, it is necessary to use direct phase

measurements.

Let us determine now average jamming frequency directly
according to an average number of ejections (zero) per unit time and
will coﬁpare it with the results, obtained from the analysis of the

function of allocation of frequencies.

For the solution of this problem it is necessary to find an

F‘* average number of intersections with the interference of some level

n, and then, after eguating n,=0, to find a number of positive

ejections or number of zeros.

An average number of ejections for the unit of time above the
level n, can be computed, if will be found probability p.(n) of the
intersection with the interference of this level upward in a small

“ interval of time 7.

Then
fo () ma 2222

with sufficiently small r or, it is more precise, with r-+0,

3 Por obtaining p,(m,) it is possible to find probability that at

moment/torque t n(t) <m,+An/2, and at moment/torque t-r mn(t-r)

s AR R SR e B
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>n,-An/2. This case is depicted in Fig. 2.10.4.

This probability can be found from such condition that the
random function must be in the limits from n,-An/2 to n.,+An/2 and
simultaneously it must have only positive (or only negative)

derivative.




DOC = 83022904 race ABO

Fig. 2.10.4. Transition n(t) through the level n,.

Page 123.

For calculating this probability it is necessary to use
two-dimensional, joint probability density of random function and by
the Qerivative w(n, n). Probability that the random function is
within the limits from n,-An/2 to n,+An/2, can be found from the
relationship/ratio

P n.—‘-;'—< n< n.+£;—)-

ey} ) -
= S w(n, n)du=w(n,, 0)An, (2.10.6)
PuLvy

Probability that the random function at all positive values of
derivative will be found within these limits, can be found from the

following relationship/ratio:
p.(n)==p(n~F-<n<n+

+5 i:>0)-}!(m.ﬁ)6a¢'i- - @.10.7)
then )

[ ] [ ] .
I-(n.)--':-‘f-(n.. ﬁ)hdﬁ-sv(n.. n) da,
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since n=An/r - rate of change in the random function (derivative).

Thus, for calculation fs(M) it is necessary to find w(m,, n), for
which it is necessary to obtain expression for w(n).
Let us recall that the function of the distribution of

derivative can be obtained from the function of the distribution of X

difference An. For this it is necessary the function of the
distribution of difference to relate to the interval of time r, for

which it is found, and to carry out a passage to the limit with r-+0.

1f there is random process n(t) and its known two-dimensional
function of distribution w(n,, n,, 7), then can be found

autocorrelation coefficient R(7).
Page 124.

For a difference in two values of this process An=n,-n, is
retained the normal law of distribution, i.e., it is possible to

write for it
ant

An

W(Aﬂ)‘:—v—ﬁlce ,

vhere ¢ — dispersion of difference.
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It is known that the dispersion of a difference in two random

variables is equal to

%= Gt o, — 2R () ms0

vhere ¢! and o — dispersion of random variables; R(r) - the

correlation coefficient.

In this case, for a difference in values of one and the same
random process o/ =o' = then 4, =2¢X [1-R(r)] and the expression

for w(An) will take the form

n?

‘ ) TadapoR(

As one would expect, the function of the distribution of difference
4n depends also on the time 7, in which is computed this difference.

After obtaining w(An), let us find now the distribution function for

an/r.

Using‘the known rule of the replacement of variable/alternating

in the distribution functions, we will obtain
(%)~
o)
t Ve, V2{1 — R(%)
. . An
= =) 10,11
(i) &To(‘) 2.10.11)

As is evident, with 7-0 both the numerator and denominator are

.

. (2.10.10)

sl gt - M T e i ) ) ] . - NENED v
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converted into zero and, therefore, is obtained

uncertainty/indeterminacy.

Page 125.

For eliminating the uncertainty/indeterminacy let us expand R(7) near
the point r=0 in series/row according to degrees r. Since R(7) -
symmetrical function and the terms of the expansion higher than

second can be disregarded/neglected,

R =1+2R0 M%'-. (2.10.12)
Since with r=0 is a maximum of functions R(7), then
d*R (%)
- =00 < O'
let us designate ' s
RO Lt (2.10.13)
9% lew0 1 N

The physical sense of this designation will be clear from the

following.
1—R()=! 3
Then
—h.
. e
and Al ol

Let us switch over to relative variable/alternating ﬁ-{%

w(u)= WL“‘—e .. (2.10.1‘)
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For obtaining w(n, n) we will use the fact that the random function

and its derivative are independent at the coinciding moments of time.

Page 125.

Then w(n, n)=w(n)w(n),
- []

»
. =1 i
w(n, ﬁ)=2~.:.~.° '( ‘) (2.10.15)

or, passing to the relative variable/alternating,

L e+ E)

w(u' l‘¢)=-2'—“-e * .
Let us find nowv the frequency of "ejections"™ or "zero" above level u,
G o —
- ] _—'; o
N 1 3 1 ¢ e
f-(“o)=SU(“.. u)udu=ﬁ-e se udu,
0 0

It is realized the replacement of the variable/élternating
'.il=“n du= o, du,,

then

—-—le ¥, (2.10.16)

Since in this case of basic interest is the average jamming

frequency, i.e., average number of ejections above the zero level per
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unit time or average number of zeros per unit time, u,=0.

In this case
In Q)= 5=, (21017
Thus, an average number of ejections is determined by the value which

can be obtained from the relationship/ratio

3 ___dR()
"= T 1-.0'

Page 127.

For determining connection/communication [,(0) with other

characteristics of initial random process let us return to the

expression for w, and will consider it in more detail.

For the narrow-band random process
R ('} = RO (" CO8 &3,

then '
o -_-.—‘.‘.’}‘,QL_-_ o +"7‘?§-§-'2L. (2.10.18)

As is evident, the medium frequency of ejections, i.e., the average
jamming frequency, detected in the frequency measurements, differs

from the medium frequency of the spectrum of selective interference

|

This expression wvas obtained earlier during the determination of the

w, by value

correlation function of derived phase and carrier deviation of
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interference.

Earlier was introduced the designation

_OR ')l -l "o .o
"l‘ . ¢
then '

o] et (2.10.19)

or o= V T;('__:TT (2.10.20)

Thus, calculation of average jamming frequency as an average number
of ejections gave the same result, as during the determination of the
average/mean value of the function of allocation of frequencies

Average jamming frequency differs from the midband frequency of
the transmission of filter w, by value pju =dwuc

LAY )
Page 128.

In [2.2] frequency oi=wucp was named "root-mean-square frequency" and
it is shown that o
oy =0y o b= —:;-5.‘0. (@)de.

Howvever, on the basis of the physical sense, is better to call

wi=wxcp average jamming frequency in contrast to w, - medium

frequency of filter.
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Let us consider the physical explanation of the obtained

results. Narrow-band random process has a resemblance to the harmonic

oscillation, initial phase and amplitude of which are random

functions.

Amplitude changes occur slowly. The energy spectrum of the
fluctuations of phase in essence is concentrated in the low-frequency
region, but there are noticeable high~frequency components, i.e.,

the together with the slow fluctuations phase completes rapid

3 fluctuations. Due to the limited width of the spectrum the value of

‘ . initial random process cannot be changed rapidly. But with small
& amplitudes a small change in the instantaneous value of process can
;~# be accompanied by considerable short-term changes in the phase and
its derivative without the presence of corresponding components in
the interference spectrum. Fig. 2.10.5 shows the realization of

narrov-band random process. Solid line corresponds to the case when

2

1

g, ; phase is changed so slowly as amplitude. On this line are given

§ broken sections 1, 2, 3, in which a small change in the instantaneous
g value of process led to considerable changes in the instantaneous

f phase and frequency without the effect on the amplitude. Ejection 1
1 gives further transition through zero, which leads to an increase in

the medium frequency, determined from a number of transitions through

{% oy zero.
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Fig. 2.10.5. To the explanation of a change in the medium frequency. 3
Page 129.

If meter is constructed on the principle of the measurement of
phase, then occurs the averaging of accelerations and retardations of
a change of the phase, also, on the average these rapid fluctuations
as slow, they give average/mean value for the phase and it to
derivative, equal to zero. If meter is constructed on the principle

of the measurement of frequency, then it determines a number of )

"ejections"™ or "zero" per unit time, they count further ejections or

zero, show the value of frequency overstated relative to w,.

§ 2.11. Fundamental statistical characteristics of the phase of
interference in the presence of limiter. In all previous paragraphs
it provided that the interference passes through the linear
narrov-band radio channel and it enters the meters and the
cascades/stages of ARU. Therefore during the study of the action of
interference on the different meters basic model was model in the

form of harmonic oscillation with the random amplitude and the phase

(or frequency).
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In the real receiving and measuring devices/equipment is always
required the guarantee of small changes in the signal amplitude,
supplied to the meter with its considerable changes at the entrance
of receiver. For these purposes can be used ARU whose presence
affects also the passage of interference through the receiving and
measuring device/equipment and what action it proves to be to the

meters.

However, in the phase systems, in which the information is

embedded during the phase of signal, ARU sometimes proves to be not
necessary and the guarantee of constancy of signal amplitude,
suppiied to the meter, can be achieved/reached with the help of the
limiter. In certain cases, for example, when useful information is
embedded during the phase of the oscillation, which modulates basic
carrier in the amplitude, the inclusion/connection of limiter is not

admissible.

Therefore during the study of the action of interferences in the
receiving and measuring devices/equipment of phase systems it is
necessary to consider the case vhen interference passes through the
limiter. Limiter is nonlinear element; therefore it changes the

function of the distribution of the instantaneous values of random
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process (interference) and the previously model of interference

accepted requires refinement.

Page 130.

Since the limiter is nonlinear element and in transit through it
simultaneously several signals and interferences can appear nonlinear
transformations and mutual impositions, more expediently to include
it at the output of the radio channel before the supply of signal to
the meter. Then it is necessary to study such case when selective

interference functions on the limiter, and, after coming to

light/detecting/exposing the characteristics of the phase of the
process, which is obtained at its output, to consider interference

effect in this receiving and measuring device/equipment.

As the simplest model of limiter it is possible to take the
"ideal limiter" whose characteristic is given in Fig. 2.11.1 and it

is analytically vwritten/recorded as follows: y=f(x), f(x)=a, with x20

and

[(¥)=0 with x<0. (2.11.1)

If we to this limiter "supply" the narrow-band random process

(interference), then at its output will be also random process in the
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form of square pulses the random ones duration and the moment/torque
of emergence. Graphically this is represented in Fig. 2.11.2. From

the figure one can see that the impulses/momenta/pulses at the output
of limiter appear at the moments/torques, which correspond to zero |
initial random process, and have a duration, which corresponds to the %
duration of ejections. Thus, limiter reveals/detects the position of |

zero initial random processes.

Some statistical characteristics of this random process, namely

average/mean value of number of zeros per unit time (average jamming

frequency), were obtained earlier. Are of interest also such

statistical characteristics, as: the function of distribution of
zeros, autocorrelation function and energy spectrum of zeros. Let us

consider these characteristics.,
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y

3
Fig. 2.11.1. Characteristic of ideal limiter.

Page 131.

The function of distribution of 2eros must show the probability
density of transition through zero (for example, with the positive

derivative) at specific moment/torque 7T, in the range of time from

o] mT, to (m+1)T,, where T,=2%/w,.

Fig. 2.11.3 gives the relative attitude of zero interferences. )
Is obvious that since the phase of interference can be any from 0 to

2z (from -7 to +r) and w(e)=1/2x, the interval of time T, can be any

from 0 to T,.
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Fig. 2.11.2. Interference at the output of limiter.

t
L V]
i |
by ~t
I |
Jy ) ¢ 4

Fig. 2.11.3. Relative attitude of zero interferences: a) realization

of interference; b) zero interferences; c) zero oscillations with

frequency w, and with phase, relative to which is conducted reading

of phase of interference or transition of interference through zero.

-
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Page 132.
The distribution function for 1; will take the form

wl)=7 since T =7 e (2112)

-

During conclusion/output (2.11.2) it was assumed that the
interference its very narrow-band and medium frequency was equal to
the medium frequency of filter. Above it was shown that they differ.
I1f we count off T, relative to points with period T,=2x/w,, then

w(T)=5=2F (2.11.3)
will be coordinated with (3.9.12) when g.,=0. Since w,/w, is usually
close to 1, subsequently we will have in mind (2.11.2). Consequently,

time interval, which characterizes position of zeros relative to zero

reference voltage, has uniform even distribution.
The position of transitions through zero fluctuates.

A change in interval T, of that reflecting phase, occurs with

the specific transient nature; this transient nature is reflected in
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the autocorrelation function and the energy spectrum. Correlation
function B,(s) must show, as are connected statistically the durations
of segments T, those isolated from each other by the range of time r.
Since T, maps phase ¢, then in the first approximation, it is
possible to consider.that the function of correlation B,(x) and energy
spectrum G, (») will be similar A (z) and G, (s), being characterized by

only constant coefficient. Using expression (2.7.17), we obtain

B, () =18 [0,5R, (+)+ 0.08R} (+) + 0,428 (4},

R, (%)=0,R, (%) + 0,08R; () + 0,42R2 (¢) (2.11.4)
and '

G, (w)=4 :f o;Rr (<) cos wads,
Page 133.

Keeping in mind the given earlier results of calculations B,(+)
and G (+) and using- them during the analysis B&,(s) and G,(s), possible to
note that interval T, is changed slowly. In essence these changes
have a period greater than x‘—:.—-ﬂ.. wvhere T.=-;.2l' (for the perfect
filter), i.e., much larger than T,. Consequently, as a rule intervals
T,in the adjacent periods are almost identical. Hovever, the
fum;tion of correlation B,(s) contains factors R,(r) to the third
degree (in precise expression and to the higher degree), to wvhich
correspond the high-frequency components in the energy spectrum:

consequently, can be observed rapid changes T,, leading to their

N e
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difference in two adjacent periods. Example of this change T, is seen

in Fig. 2.10.5.

Let us consider the now statistical characteristics of the
period of transitionsAthrough zero. The distribution function for
instantaneous frequency w. is given by expression (2.10.2). If we
consider that the instantaneous frequency is connected Qith the
current period of oscillations T, through r.-%; and the current
oscillatory period is expressed in the interval between adjacent
zero, then expression (2.10,2) describes the function of the
distribution of the value, reciprocal 7,.2a Let us recall that the
distribution function for dex=wx—en» is close to the distribution
function for ¢ and difference in essence is exhibited in the

average/mean values.

Average for ¢, is equal to zero, while average for 3, is equal
]
“. g"g—i- Gy (9-::) .

Correlation function and energy spectrum for 4w, and ¢u can be
accepted analogous. Energy spectrum 06«0 and, therefore, Gk_(a)
sufficiently wide, therefore, must be observed comparatively rapid
changes T, or e This can oe explained by the presence of the
"migrations/jumps” of phase on 2x [2.4, 2.9, 2.10]. The wide energy

spectrum of the divergences of transition frequency through zero will (:)‘
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be coordinated also with the presence of rapid changes T,
Page 134.

The measurement of phase or, it is more precise, phase
displacement this is, in fact, the process of measuring of the time
interval between the points, which have identical phase, which belong
to two oscillations. If we take the most typical compensative and
digital phasemeters, then in the first by change the phases of
reference voltage attain such situation, when the average/mean value
of the product of the stress/voltage of the measured signal and
reference voltage is equal to zero, and the second (digital) phase
displacement is measured by calculating the number of céunt pulses,
which are placed in the time interval between zero of reference

voltage and zero processes whose phase is measured.

Let us consider qualitatively the work of such meters under the
influence on them of the interference, which passed through the

limiter.

With the compensative meter of fluctuation of the phases of

interferences they lead to the fact that the position of the
moments/torques of the emergence of impulses/momenta/pulses
(1
3 { fluctuates - it is changed according to the random law. The phase of
e AT . e Y
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reference voltage is changed, following these fluctuations. The
changed phase of reference voltage is the useful result of

measurement.

In the case of application of the compensative phasemeter, which
works from the interferences, the rapid fluctuations, which appear
due to the high-frequency part of energy spectrum; easily are removed
as a result of the inertness of meter. During the use/applicatioﬂ of
a limiter and digital meter the position is changed.

Rapid fluctuations produce further transitions through zero

(further zero) and further impulses/momenta/pulses.

With the digital meter phase displacement is determined by a
number of count pulses, which are placed in the time interval from
"zero" of supporting/reference oscillation to first "zero"

oscillation whose phase is measured.

Hence it follows that a change in the time interval, in which is
determined phase displacement, occurs in essence toward its decrease.
It is obvious that the average/mean value of a number of count pulses
can have the ene-side& divergence which is equivalent to the

distortion of phase displacement.
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Thus, the use/application of digital phase meters on the high

interference levels is accompanied by further error.

§ 2.12, Special features/peculiarities of phase distribution of
interferente in multichannel systems. Noise characteristics examined
earlier related to the single-channel phase systems, in which is
measured the phase of signal with respect to the phase of reference
voltage in the presence only of one interference (absence of signal).
I1ts effect on the meter was determined above-examined statistical ‘
characteristics of phase and its derivative. On other function the
interferences in multichannel systems. The simplest example of this
system is the two-channel system, depicted in Fig. 1.8.4. Useful
result in such systems is usually the measured difference (sum) in
the phases of signals, which passed along two independent channels.
In the absence of signal along the channels (receivers) are passed
only the interferences and the behavior of meter depends on the
statistical characteristics of a phase difference of interferences,

which function in each of the channels.

During the analysis of the statistical characteristics of a

difference (sum) in the initial phases of interferences it is

necessary to have in mind the diverse variants. Receivers can have
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identical bands, medium frequency of filter and amplification and can
have different characteristics indicatéd. The interferences, which
appear at the output, can be the result of amplificatién and
selection of internally-produced noise in each of the channels; then
they prove to be not dependent on each other, but interference can be
created by the external common source, which functions for two
channels; then between the interferences, that are at the outputs,
appears correlation. The analysis of the statistical properties of
the phase of interferences and mixture of signal with the
interference in multichannel systems in general form is complicated
in&ependent problem. In the presence of sufficiently strong signal as
this will be shown further, the functions of phase distribution and
its derivative become close to the normal ones and then the
calculation of the functions of distribution and other statistical
characteristics of a difference (sum) in the phases substantially is
simplified, since the function of the distribution of a difference

(sum) in the normal values remains normal.
Page 136.

In the presence of weak signal or its absence the functions of
phase distribution and their derivatives are not subordinated to
normal lav, the calculation of statistical characteristics is

complicated and they can differ significantly from the
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characteristics of phase in each of the channels.

Without examining these questions in detail, let us find the

function of the distribution of a phase difference in multichannel
i systems under the assumption of the identity of channels and

independence of interferences.

In the presence of some interferences

D(tm) =7 8N —3<im< ¥,

where k - number of channel.

‘ For obtaining w(p,) it is necessary to find the function of the
distribution of sum to the values of those distributed evenly. With

two channels the solution is comparatively simple, with the use of

oo Ao AR ey

characteristic functions.

Lowvering transformations, let us give the final result

(2
wie,)=| 0 npnyp,<—2r

90— __ .
_(‘_2_._)_._ <l <0

“‘:-_m_': 09, <2,

0 o>2

Key: (1). with.

()
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With a larger number of channels the solution becomes bulky.
Hovever, is important the fact that with k>¢-5 the distribution
function becomes close to the normal, with the dispersion

o; == (2%)* T'f
Since the interferences in each of the channels are independent, the
distribution function will be identical for difference and sum of
phases at the output. However, these results need correcting. The
values of phase ¢, greatér ¥ are smaller -x, cannot be counted off in

viev of the cyclic character phases.
Page 137.

Consequently,.probability densities, for example, for ¢, from x to 2«
must be related to angles from -x to 0. As a result, if we with the
reading of phase displacement do not consider cycles, then the
distribution function is returned to the uniform. Analogous result is
obtained also with k>2. Root-mean-square divergence turns out to be
large x. This also leads té the fact that the distribution for ¢,

that counted off in the limits 2x, proves to be uniform.
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Chapter 3.

STATISTICAL CHARACTERISTICS OF THE PHASE OF THE MIXTURE OF SIGNAL AND

INTERFERENCE.

§ 3.1. Function of the distribution of mixture. Let us examine

the statistical properties of the mixture of interference and signal.

Interference we will as before consider as the random process, which

has normal distribution with the zero average and dispersion o!. The

4(1 mixture of signal and interference takes the form
y(&)=c(t)+n(s).
In order to find the fundamental characteristics of random
process y(t{, we will use the rules obtained in the theory of the

determination of the function of the distribution of the sum of two

5| random variables the functions of distribution of which are known.

These results can be spread to the sum of two random processes,
‘ if wve examine the one-dimensional law of random number distribution,
which characterizes the values of random process at the specific

moment of time.
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For the mixture of éignal and interference we will obtain

+%
®,(y, )= { ®,0(0)0,c (y—0)do=
-

= +S.w.. (0) 8]y —"c (t) —v] dv,
w

since

By (c) = qc—c(t)]
wvhere ®y— function of the distribution of interference; @ —
function of the distribution of signal; v - variable/alternating of

integration.

Delta-function at all points, except zero, is equal to zero,

then as a result of integration we obtain

wiy, )=waly—c(@)], @1
.§' For example, if
: ia (1) = ‘ ‘
w (n) = (n) = Y Ime, ¢

and is signal c(t), on

-‘%ﬁf‘
w(y, ‘)3‘?%::. L% . . (8.1.2)

LN

This result escape/ensues also from the physical representations. If

i s

RS T

the chance of total process is determined only by interference, then

it is obvious that for the difference between the mixture (signal and

w-ﬁggf'w*




s Caa e SR LIS Py
’

e

“%

2=

D et

T e Rt Sy

e gr e

g

3
§
;} ?

DOC = 83022905 PAGE A5

interference) and the signal will be correct the distribution,

inherent in interference.

Consequently, with the addition of random stationary process and
determined signal is obtained unsteady random process, since its
one-dimensional distribution function depends on time, since signal
is the function of time. Interference can be considered as
oscillation with the random ones by amplitude and the phase. The
mixture of signal and interference also can be considered as

oscillation with the random ones by amplitude and the phase.

The representation of mixture, i.e., total random process in the
form of oscillation with the random amplitude and phase, is very
convenient for the solution of many problems by the study of the
passage of the mixture of signal and noise through the receiving and

measuring device/equipment.
Page 140.

The functions of amplitude distribution give representation about the
function of the distribution of output potential of the idealized
detector, while the functions of phase distribution - about the
probability of those or other significance of a deviation of the

phase of signal under the effect of interferences. Latter/last

PHE e e et i
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distribution is of special interest for the phase systems. The study
of the lavs of phase distribution in the mixture of signal and noise
makes it possible to come to light/detect/expose many important
properties and special features/peculiarities of phase systems and

must be carried out in sufficient detail. .

Let us consider now the methodology of obtaining the

distribution functions for the amplitude and the phases of mixture. :

Let us represent narrow-band noise in the form of sinusoidal

oscillation with random amplitude and phase . d

() = An(f) C0S@x () COS gt - Ag (¢)Sin Pg (f) sin W) = -
= Dy (f) COswgt 4 En (f)sin w0y,

where @y(t) and Ea(t)— narrow-band slow, random normal processes with
the dispersion, equal to the dispersion of process op(t). Their

distribution functions are given in €hapter 2.

Signal so can be represented as the sinusoid, modulated on the

amplitude and the phase ’
¢ (t)= Ac (t)con st + 4 (0] |

and to also break down into two orthogonal components, in which are

5-;.
X

modulated only the amplitudes
c(t)= Do (t) cos wyt + Ec (£) sinegt,

i

vhere

- o
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D (1) = Ac () cos e (2);
Eq(t)= Ac (t)singc (2): (3.1.3)

A )=V B O+ E ¢ty
?¢'e) = aretg B2
Both the interference and signal individually and their mixture

also they can be expanded to two orthogonal components.

Page 141.

The functions of time, which characterize the amplitudes of
orthogonal components of migture, can be expressed through the
functions, which characterize the amplitudes of orthogonal components
of signal and interference:

y)y=n(t)+c(t)= A, (t)cos[wt + 9, ()] =
=D, (t)cosmt 4 Ey (t) sinagt;

Dy (t)=DBe (1)+ Da(t), Dy(t)=Ay(t)cose, (1),

E,()=Ec(t)+Ea(t), E,(t)=A,(t)sing, (¢).
Knowing the distribution functions for ®a(f) and E(f), it is possible
to obtain the distribution functions for ®,(t) and £,(t) and then to
switch over to the functions of amplitude distribution and phase of

total random process (mixture).

Since @,(t) and E,(r) are functions of time, orthogonal random
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processes @,(t) and £,(f) in the general case will be unsteady.
1f random processes ®,(f) and E,(f) are unsteady, then the

expressed as them random processes, which characterize amplitude and

phase of mixture, it will be also unsteady.

However, in contrast to the distribution function for the

instantaneous values of the mixture where any, even simplest radio

signal caused transiency, since its instantaneous value was changed
on the time, for the functions of amplitude distribution and phase of

mixtures the simplest harmonic signal with the the noted for

amplitude, by frequency and by initial phase easily it can be taken
into consideration; in this case for obtaining @&,(f) or E,(f), which
they are used for obtaining A,(f) and (!, to the value of orthogonal
component of interference is supplemented constant value Agcosqs or

A.singe respectively.

S

b -

B i

AN

.& %
¥

Because of the action of signal in orthogonal components of

mixture is changed only average/mean value.

Page 142.
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In such a case, vhen as a result of modulation of signal on amplitude

and phase values A. and ¢ are changed, then, after finding the
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functions of amplitude distribution and phase of mixture for given
value A4, and ¢, it is possible to come to light/detect/expose laws
governing the change in the unknown function of amplitude

distribution or phase of mixture. In this case mathematical

transformations substantially are simplified. The basic reason for

the possibility of simplification in the mathematical transformations
lies in the fact that upon transfer to the distributions of
orthogonal components, and also amplitude and phase of mixture
succeeds in to deal only concerning the slow random processes and

avoiding "high-frequency nature”. We will use that presented in order

. to determine the sequence of the transformations, implemented with

obtainings of the distribution functions.

We will use the short recording

G ,
N e P T LR

00=Ae c“,cv zl and E°=A08iﬂ,f. Elv

understanding by Ac and 9. a constant value or the function of time,

& ﬁ_‘.‘-‘_ﬂ ﬂ!.:%“twa . i i ul -
> " = W

then
D,= Ao cos9c + Dy, E,= Aosinge + Eu.

Since for the interference is accepted the normal distribution with

m Rt 1% _“"
- nuiii i S

the zero average and dispersion o!, the one-dimensional distribution

for @, and £, is known.
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Then distribution for the components of mixture will be

X ! --’-:,—ID, A €08 9,)*
w(ﬂ,)= 72=.'—.—C . ’ (3.1.4)
| - 2:2 (E.—A. sin g, )®
W(E,)‘——-—V—?‘_—.;e " . (3,‘,5)

Knowing »(®,) and w®(£,),it is possible to find their joint
distribution, i.e., to find the probability density of one or the

other combination of values.,

Page 143.

Since orthogonal components of mixture are independent,

w, (D, E,)=w(@,)w(E,)=

( _’lz— “”'—A' cos ,g""(,' —-Ae 8in .GH
a

= py- e K (3.1.6)

w(A,, 9,) can be found from w(®,, £,) with the help of the rules of the

functional transformations of the distribution functions.

The functions of distribution w(A,) and w(y,) are obtained by

integration w(A,. 9,).

The analogous sequence of transformations can be used for
obtaining the multidimensional functions of distribution

w,(A,,, Ay, ), ®,(9, P4 ®) aNd combined functions of distribution
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w,(A,, A,) and w,(?y, ?,). The basic factor, which covers obtaining
results, is the fact that the interference can be described by the .
normal functions of distribution and function of the distribution of

its orthogonal components are also normal.

The two-dimensional distribution functions for orthogonal

components of mixture take the form

w, (D, Do V)= ' ' J

X
23 /1 - R (%)
- (Q"-A.eu',)'+lbn—A,MJ—W‘lﬂn-le"J”n':‘c‘. %)
2¢3 (=202 (1l
x‘ ] %

| 3.1.7) l

@, (Eyis Epg, ¥)= mx

(B —Asin o P+(B, —A, 8in P N—IRANE, —A, 8in Q,ll‘l:A. sln @)
- - A3l o
e
(3.1.8)

vhere R,(r) - the low-frequency factor of the correlation function of

interference.

Using the independence of orthogonal components, it is possible
to obtain the four-dimensional function of the distribution
w, (0,,. ’no Eyn En)"
=2 Wy (Dyy, Bys, 8) W (Eyy, Egyy ). (3.1.9)

Page 144.

For the transition to the four-dimensional function of amplitude

distribution and phases w, (A, Ay, ®1.% %) it is necessary to use the
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rules of the functional transformations of the distribution
functions. For obtaining w,(A,,, A,, %) and w,(9,, ?.. ¥) it is necessary

to fulfill integrations.

Method presented above worked out by V. I. Bunimovich [2.2], has
that positive side, which gives single approach to the solution of
y many problems of obtaining the distribution functions for the
) amplitude and phases of the mixture of signal and interference and
their derivatives. In the case of one interference it is possible to
YM; obtain the expressions in the completed analytiéal form, suitable for

4 “ﬂ the calculations. In the case of the presence of signal and

interference during the integration frequently appear considerable /

difficulties and it is impossible usually to obtain such expressions.
At conclusion of this paragraph let us find the function of
joint distribution w,(A,, 9,). The function of joint distribution

w,(®,, £,) vas obtained earlier. H

For the transition to w,(A,,9,) it is necessary to use the rules

of the functional transformations of the function of the distribution
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m (A, o) =34 X

- (A cos g —A comy PHA sine —A, sine P

o)
Xe . =
Az +A2 ALA
L oy, -
AI * ':
= 2,..2 e ¢ . (3.1.10)

After designating ¢, —¢.=4Ap, where Ap,— divergence of the phase of
mixture from the phase of signal, we finally obtain distribution for
the amplitude and divergences of the phase of the mixture of signal

and noise from the phase of the signal

®,(A,, Ap,)=-—2L e e @3.0.11)

2m3
Page 14S5.

In certain cases is convenient another form of recording; since the
distribution function for ¢, depends only on the divergence of the
phase of mixture from the phase of signal, is convenient to conduct

the reading of the phase of mixture from the phase of signal and to

assume ¢.=0. Then
Al Al

w,(A,, 9.)=3—‘::-;e e .

As can be seen from result, distribution for the amplitude of mixture

and divergence of the phase of mixture from the phase of signal with
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the constant signal amplitude does not depend on time, i.e., random
process for A¢y, is stationary for any law of change ¢. It is obvious
that the random process, which characterizes ¢,=¢.+4¢, iS unsteady,
if 9 varies in the time. This is important result, since it shows
that if we are interested not in the values of phase, to which is
laid the information, but by the divergences of the phase of mixture
from the value, determined by the phase of pure/clean signal, i.e.,
to examine a question about the distortions of the phase 6f signal,
caused by the presence of interference, then mathematical

relationships/ratios considerably are simplified.

§ 3.2. One-dimensional functions of amplitude distribution of
mixture and suppression during the detection. Let us consider now the
function of amplitude distribution. This function is of interest when
information is embedded during the phase of modulation, and also for
study of the action of ARU with the interferences. In the
idealization of detector the function of amplitude distribution will

correspond to the function of the distribution of output potential of

detector.

Page 146.

For obtaining the function of amplitude distribution it is

realized the integration

il oL . amraer an e
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9 }' : .
. -T
w(A )=‘ ©,(A,.9,)99, == A . aA,\ (3.2.1)
' o e -éLe L(-Er) '

since

1A
%% -} (-_L:2 )“"'—'.)

et

>

s S)1(4F)

(32.2)

where l.(f‘-.‘,—’)— function of zero-order Bessel (modified).
a

After switching over to relative values a,==—:-'- and a.-.i ve

will obtain
5
w(a,)=a, I,(a,a¢). (3.2.3)

The curves, constructed-according to this formula, are given in Fig.
3.2.1. The obtained distribution function is called the generalized

function of Rayleigh distribution.

For characteristic values a, it is possible to find the simpler L

asymptotic approximations/approaches of formula.

With ac=0 /,(0)=1,
3
w(a,)=a,e ,

-~

vhich corresponds to Rayleigh's function.

“ s
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When ¢, <1, i.e., for the low values of signal amplitude
o3 el

u(a,)za,e--zr- (140,250 a}). (3.24)
With g¢>»1
¥ ' _ta —acp —
| | cor=ge TRV E w29
#':4‘ Page 147.

Since vhen a:>»1 the probability density for a,«l is very small,

’ | formula can be simplified

| -l 3.2.6
w(a,)=—.'7-s—e _:’.""_ ( 2:6)
or
_A—a
A)=—m—c |
| A=y . a
Consequently, with the signal, which exceeds interference, amplitude :

distribution of mixture is close to the normal with the average/mean
value, equal to 4, (or A.),and by dispersion e,',- The average/mean value

of the amplitude of mixture or first-order moment/torque determines

DC voltage on the output of detector or result of the detection 1
- [ ]
mXA,) = ‘{A,-(A.)M,. _ 3.2.7)

Using the obtained expression for w(A,) and lowering mathematical
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transformations, we obtain

mtdw) 3 (1 ;"’T) (#)+

A\l ~
Hn@E) T e

.t.l..’:.
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w(ag)\ .
‘g'%'ﬂ
[ 2 | §

Fig. 3.2.1. The generalized function is Rayleigh distribution.

Page 148.

The calculation of integral (3.2.7) is given in [3.1]

wiwrm /[ )

a3

o p ()] 3.2.9)

TH\T)|® -
In this form the formula little is demonstrative. For obtaining the
formulas, more convenient for the calculations, let us consider the

cases of weak and strong signals.

When -f-:-—<l the formula can be simplified

mA)=ay = (1 + {‘?)g

=m, (A.)( 1+ %) (3.2.10)
R/a
With | Lmae>1

m(d)=A (1455 )= A 14+ 35} w21
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A change in the average/mean value of the amplitude of mixture in

comparison with the case of the presence of one interference, which

can be considered as the useful result of acting the signal in the

mixture, can be found from relationship/ratio Am,=m,(4,) —m,(4,). This

expression gives an incremental stress on the output of ideal

amplitude detector during the supplying of signal.

For the relative values of a change in the amplitude of mixture

or for the useful detected stress/voltage of formula they will take

the form

Page 149.

With

with

RtV =1V 5o
4':-4.)1

a2V T VT

3.2.12)

(32.19)

(3.2.14)
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with an increase in the signal Am, asymptotically it approaches

M= A, —o Y 3 (3.2.15)

The graph of the obtained law is given in Fig. 3.2.2. The given
results characterize suppressions in the detector of weak signal the
result of the detection of signal in the presence relative to strong
interference much less than in its absence. With the voltage of
signal larger than root-mean-square disturbing voltage on the

detector, suppression becomes insignificant.

For the practical calculations frequently they accept, that when

Ac>opOr —;‘-,->°- the suppression of signal in the amplitude ceases.
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Fig. 3.2.2.  Fig. 3.2.3.

Fig. 3.2.2. Dependence of useful result of detection on Ados

Fig. 3.2.3. Dependence of the fluctuation of the detected

stress/voltage from Ados
Page 150.

The fluctuations of the amplitude of mixture, caused by
interference, can be considered with the value of dispersion, i.e.,

by the central moment of the second order.

For the central moment of the second order it is possible to

register

M,(A)) = oy = my (A,) - m} (A,) =241+ A} — m (A,),
‘ (3.2.16)

since




m.(A,).=—.'-',.-e s :S' AL, (4._4,_)x

2
*s

Xe dA, =2+ A, (3.2.17)

The calculation of this integral see in [3.1].
£ <1, A:~0 and 2>1.

When -‘:';-<l m,(A,)) it is given (3.2.10), then

- 2y
c; o= 2c:+.4:-— o:"‘;'(l + -4’_3-) (3.2.18)
and 2 ¢ \2 /
=1 (0,43+o,2 L o1 -1:-)
* s
or
] A: A:
-;-'4' = VO,13+ 0.2 —.i- -— 0,‘—.—‘-.
L] ]
When A, 04, =043+ this corresponds to the results obtained
previously.
Page 151.

When _.4:_>| m,(A,) is given (3.2.11). Then
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.;=2¢:+A:—A:+-;‘§—.: =.:( --A-:-). (3.2.19)‘

A
with '5.'>1

The obtained dependence graphic is depicted in Fig. 3.2.3. From the
results it is evident that the appearance of a signal leads to an
increase in the fluctuations of the amplitude of mixture, i.e., to an
increase in the interference from the output of detector.

From the obtained results it follows that during the supplying

of signal to the entrance of the receiving and measuring

device/equipment, which contains detector, occur the complicated
processes of changing the interference level and signal at the output
of detector. With an increase in the intensity of signal to certain
level and the useful signal and interference at the output of
detector increase. According to reaching/achievement of the specific
level further increase in the jamming intensity ceases, and with an

increase in the signal at the entrance at the output occurs an

increase only in the useful signal. A change in the
relationship/ratio between the signal and the interference at the
entrance of detector and at its output will characterize the effect

of detectors in the diagram.
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Let us find the relation of useful signal and interference on
the output of detector and let us compare it with the analogous

relation to the detector.

The ratio of useful signal to the interference at the output of

detector will be determined by the formula

Am, my (Ay) — my (A4s) . (3.2.m) :
a v z'.i +A‘—:(A.)

In general form the expression is obtained sufficiently to bulky ones

and it is expedient to be bounded to its simplified versions. We will

obtain simplification in the formula and is expressed'%% through sL
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With
A
o <!
A
Am, | " -'? .
otV T T (3.2.21)
‘/ 0.43+0.2 5 ~0.1=
. % %
1
_'" With
: amy A o /T 1%
4 “-7'=-T(“ll/2+2 ) @2
!
8 With
»;: ;
& A!
; ‘ >l
l Am, A
e -;-A--:;:'
F" The obtained result shows that with the decrease of relation ';'S the
b %8 (]
ii ratio of signal to the interference at the output of detector,
. -,
¢ I
,.
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beginning from certain level, rapidly is reduced, which is
graphically represented in Fig. 3.2.4. Thus, in the detector occurs

the suppression of weak signal not only in its amplitude, but also

according to the relation signal/noise.
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1 L
5 1

2>

Fig. 3.2.4. Suppression of weak signal in the detector according to

the ratio signal/noise.
Page 153.

From Fig. 3.2.4. it is evident that when %f)-l the relationship/ratio
between the signal and noise at the input and output of the detector
of one order. When -‘:5.-~1+2 relationship/ratio the signal/noise at

the output of detector begins rapidly to deteriorate.

In the practical calculations it is possible to approximately
consider that vhen A.>0x there is no suppression and
relationship/ratio signal/noise in the detector barely is changed,

but when A:<ds begins suppression.

The obtained results have vital importance, since is determined

approach to the synthesis of systems and receiving and measuring
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devices/equipment. The use of modulation in the systems will cause
the presence of threshold, and it will not make possible to realize
efficient reception of the signals the power level of which on the

detector is equal or less than the power of interferences.

However, the given results yet completely do not characterize
the suppression of useful signal by interference, since is not
considered action of ARU.

§ 3.3. Statictical characteristics of output potential of
detector and the suppression of noise signal due to the action of J
ARU. For determining the effect of the mixture of signal and
interference on the detector of Agu.and th mode/conditions of the
receiving and measuring device/equipment we will use the same ’

idealization as during the analysis of effect on the detector ARU of

one noise. Let us consider ARU with the "delay" in the detector and

ARU with the "delay" after detection and averaging.

During the use of ARU with the delay in the detector the
stress/voltage of detector ARU can be considered as the average/mean
value of the amplitude of the mixture of signal and noise during the
use for the averaging of the values of the amplitude of mixture,

which exceed the specific threshold.
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The function of amplitude distribution of mixture is given by

expression (3.2.1).
Page 154.

The mathematical expectation for a difference in the amplitudes
of mixture and delay, which corresponds to average/mean value, and
the value of output potential of detector of ARU can be found from '

the following relationships/ratios:

®© < 2 _'ij"ic’
Am.=j(A,—A.)w(A,)dA,=5:}e X
A, . ¥

el
xl.(%\dA,—~)f—'-‘:—'-e *n ], (A4 \44,.
ll/ A, .I .I
3.3.1)
The obtained integrals are not expressed in the elementary functions;

therefore let us consider the approximate relationships/ratios.

With strong signals $>1 w(A,) it is given (3.2.6), then

1 P
Amy = j (A —A) Voo © dA, (332
A,

or

) -(. -‘.’ X .
dmmay [ Sl T T 4a,, 833
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wvhere
¢.=.£:-; :a.=.£.l; de =-.T-
Let us replace variable/alternating a,—ac=b, ay—a, =b,, then
© .
o ]
Amy = Yg‘;S(b—bl)e db=

Page 155.

1t is known that

be db=e 1,

o ¥
2

! e  db=1—F(by),

Y=

. S'
.s.

vhere F(b)—~ tabulated integral,

_.(o,'--,’ .
M.=¢' {—Y‘—gz.-e ' —

—(a.—ac)ll-—F(a.—a.)I]- (3.3.9)
According to the obtained formulas can be constructed the graphs,

vhich give the dependence of relative value of output potential of

detector of ARU % from the relationship/ratio between ,-‘:-‘ and ;‘_.'.

Fig. 3.3.1 gives the results of the calculations of value ‘.—‘:' in

function g‘;! for fT'-S; 321
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From the figure one can see that with the voltage of signal,
equal to the stress/voltage of delay, due to the presence of noise is

developed the noticeable detected stress/voltage, which activates ARU

and reduces the amplification of receiver to the level, on which 4,

will be less A,

Fig. 3.3.2 gives the results of calculations 9—.-'-"'- in function i

‘:T‘for "-—-.5 and 3. j
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Fig. 3.3.1. Fig. 3.3.2.
Fig. 3.3.1. Result of detection in detector of ARU.

Fig. 3.3.2. Result of detection in detector of ARUT

Page 156.

Prom these curves it also follows that with ideal ARU the voltage of
the signal, with which the detected stress/voltage virtually
vanishes, it becomes less than (U,1-+0,5)os approximately/exemplarily

to % less than the stress/voltage of delay.

In Fig. 3.3.3 (curve g) given change ‘,L_‘ in the dependence on

"',:' ". from vhich follovs that the detected stress/voltage becomes

insignificant when A",'.">l+l-5- With weak signals (g-::-a.<l) the

function of amplitude distribution takes the complicated form.
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Therefore for obtaining the simple calculated correlations it is
necessary to use the simplifying approximations. Knowing from (3.2.8)
and (3.2.18) dispersion and average for the mixture, it is possible

to take them as the parameters of the normal distribution, which

approximates a precise function.

With this simplification the formulas, used for the calculation

of the result of detection for the case of strong signal, can be used

also for the weak signal with the difference, however, that with the
strong signal the average/mean value of the function of the
distribution of mixture is defined only by signal, and dispersion -

only by noise, while for the weék signal and average/mean value, and

dispersion complicatedly they depend both on the signal and on noise.
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Fig. 3.3.4. .j

Fig. 3.3.3. Result of detection in detector of ARU. :

Fig. 3.3.4. Comparison of work of detector of ARU with interferences.

Page 157.

Then for each ‘:T“ it is possible to find values m,(4,) and o}

from the formulas of § 3.2 and then, after substituting into the

expressions for Am, to compute the result of detection and to

‘. construct dependence ™ on'gg and on 5
:
? : ;j 1 _"st —%.g"
%?Z Am.:—‘CA {ﬁe 3 —
~(aq—0,4)[1— F(a‘-aa):]}' (3.3.6)
vhere
A, 4.
%a=5yi fa= 0
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with
a.=0
ay "”"=1.Q62
and
(-..-l)'
Am.=c.{—v_‘-5—e- T -
~Ga ~DN—FEa=2] @37

The results of calculation according to this approximation
formula for special case (A.=0) are given in Pig. 3.3.4 (curve 1). 1Is
there given curved 2, constructed according to a precise formula,
obtained in Chapter 2 for one interference (i.e., for A.th and the

confirming admissibility of the adopted simplifications.

Using the approximation formula, for different values f—_‘<l it

is possible to obtain -‘-‘.".—- in function ‘g‘: or g‘;- Fig. 3.3.1 and 3.3.2
give the results of the calculations, curves and points for

gf'<l. from which is clearly evident functioning of ARU from the
interferences.

Page 158.

With the use of ARU with the delay on the detected
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stress/voltage after its averaging output potential of ARU will be
determined from
Am,=m,(A,)— As OF 2 =m,(a,)—a,. (3.3.8)

Expression for m,(A,) and m(a,) was obtained earlier [see (3.28),

(3.29)]. From them it is easy to obtain

/) (3
+51, (‘{-)] e'?é'z —a,. (3.3.9)

The graph/diagram of dependence Am,/s, On 4, is given in Fig. 3.3.2

dotted line for ‘,-‘_4=1; 3_ and 5. Is of interest also dependence

Am,(ox On a,—dc, which can be calculated by the obtained formulas and

graphically given in Fig. 3.3.3 dotted curves a):—:<1:b);‘_z=l;q).ﬁ>1,

From that given above it follows that with ARU with the delay on
the averaged detected stress/voltage the interference effect on the

result of work of ARU is substantially less.

Results show that the detected stress/voltage of ARU depends

substantially on the interferences. With a good quality ARU can have
small value for the noticeable decrease of amplification. This change
in the amplification decreases signal level at the output of

radio-frequency circuit and additionally to the suppression of signal




DOC = 83022906 PAGE A§7

by noise in the detector will cause the suppression of signal by

noise due to the work of ARU.

On the basis of the formulas given above and graphs let us
analyze the effect of the suppression of noise signal due to the

action of ARU.
Page 159.

Let us assume that in the receiver is a sufficient gain margin,
i.e., % with As and ARU commensurably works virtually ideally from
A—:"'.—=0.05. Then from the graph, depicted in Fig. 3.3.3, it follows
that ‘;""',"-:"-5 for the diagram with the delay on the detector and
'.1:-—:-;‘-=0.3 for the diagram with the delay on the averaged
stress/voltage. With that determined Acjon this equality can be
observed only because the amplification of receiver will be changed
because of the work of ARU. In this case Adda will not be changed,
since amplification to the identical degree will change signal, ané

noise, on will be changed AJox due to change

Let us consider the dependence of the voltage of signal on the
output of receiver with ARU from the voltage of signal on the

entrance of receiver at first for the diagram with the delay in the

detector. Let us designate changed value A, and the initial value
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‘i in the absence of ARU Aq, is analogous %apy and %m Then
A x5, (3.3.10)
q Saapy s

As a result of the presence of noises ARU will operate/wear on the
smaller signal level and the signal amplitude under the effect of ARU

of interferences will be less than in the caze of acting one signal

i without the interferences, i.e.

’Ac APY < Ao,

Since relation Ac/sn is not changed with the work of ARU,

Ac apy _Acy,
Saapy s

- . Page 160.

To more conveniently carry signal amplitude to delay factor, then

Ac apv/ds e apy
I‘/z: Sne
and

Oy APY Acy

A ppy[An= e

or

Acapy __ Ac, 1
—-,,-—-———(Z—_—_-*_—I-s—) 3.3.11)
After using these formulas and bearing in mind that the amplification
of receiver conservative, i.e., oA, it is possible to lead

calculations and to obtain the graphs, which characterize a change in

the signal amplitude at the output of radio channel with a change in

the signal ievel at the input, i.e., with change oo,
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Pig. 3.3.5 gives the results of calculations. Curve 1
corresponds to ideal work of ARU without the interferences. Curve 2
gives change Acapy/4s upon consideration of the action of

interferences. Curve 5 - dependence % ary/%m.

From the results it follows that the presence of interferences
substantially changes work of ARU, causing the noticeable decrease of

signal level at the output of receiver.

From that presented can be done the incorrect conclusion from
that that an increase is amplification of the receiver is undesirable
since it causes the operation of the ARU from interference.

If we decrease amplification, then this willl be reflected
in vhat will be increased AJos, and ARU from the interferences will

not operate/wear, but also signal level decreases.
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FPig. 3.3.5. Suppression of noise signal during the use/application of

ARU.
Page 161.

As an example in Fig. 3.3.5 are given curve 3 for the case of ideal
vork of ARU without the interferences with the decrease of
amplification to the level when AJow=3, and curve 4 under the same
conditions, but taking into account interferences. In order to
consider the effect of amplification, it is possible to construct
curve, given in Fig. 3.3.6, that characterizes changes in the signal

level with a change in the amplification, expressed in ow/A,

Consequently, during the use of ARU an increase in the initial

amplification of receiver barely is manifested at the level of weak

or strong signals at the output of radio channel. Hence

ensues/escapes/flows out the practical advisability of an increase in
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the amplification of receivers so that unavoidable during the
production and the operation considerable changes in the
amplification would not be manifested at the level of the signal,
supplied to the meters. In this case standard it is possible to
consider the mode/conditions during which the nominal amplification
of receiver creates the interference level, which causes functioning
of ARU. Anslogous calculations can be led, also, for ARU, which has
delay on the detected averaged stress/voltage. From previous it
follows that in this case the interferences will affect less.
Lowvering calculations, let us give in Pig. 3.3.5 (curve 6) dependence
A, y/As  for this case.

Thus, good ARU solves the problem of the constancy of

stress/voltage, supplied from the output of receiver to the meter and
the detectors, ‘but at the same timevare caused negative consequences,
basis of which consists of the suppression of weak noise signal

through ARU.
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7 5_‘..:
Fig. 3.3.6. BEffect of initial amplification on the signal during the
use/application of ARU.

Page 162.

1f receiving and measuring device/equipment according to one or
the other reasons has wide passband to the phasemeter, in which is
realized processing signal with the appropriate contraction of
passband, then the ratio of interference to the signal at the output
of radio-particular circuit it is possible to allow more than one,

since the subsequent selection will filter out interferences.

But in such ratios of interference to the signal occurs the
suppression of weak noise signal in ARU, as a result of which signal

level is reduced. ldeal phasemeter works with any signal amplitude

and for it the value of this relation does not have a value. In the

real phasemeters for the normal operation is required the specific

voltage of the signal wvhose decrease can cause

O

-
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disturbances/breakdowns, and, although the ratio of interference to
the signal remains permissible, the receiving and measuring
device/equipment will cease normally to work because the
interferences will "drive in" (suppress) signal on its level. This

"clogging” most substantially can be showed when %”<1-
20

1f useful information is laid into modulation of radio signal,
then suppression occurs both due to ARU and due to the detector.

Using the relationships/ratios obtained above, it is possible to
lead calculations for the specific cases. Examining together both
effects of suppression and multiplying ordinates in identical
relations Ac/os it is possible to obtain the resulting curve, which
characterizes suppression. Pig. 3.3.7 gives this curve for the
standard case in the case of the delay on the detector. In the case
of the delay on the detected stress/voltage the suppression will be

somevhat less.

From this curve it follows that when g-:-<2+3 signal level
sharply descends also wvhen -‘:.-‘-<l it becomes negligibly small,
composing altogether only 10-20% of the nominal level wvhen A¢> o
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Fig. 3.3.7. Combined action of interferences on the signal in the

presence of detector and ARU.
Page 163.

These results have important practical value, since it proves to be
that during the use of amplitude modulation, for example, in the X
phase systems, which work at the modulation frequency, the systems of
tracking with the conical scanning vhere the selectivity of measuring
(servo) devices can be very high and does not limit the possibility
of reducing the signal of lover than the interference level, this

lowering cannot be realized due to the suppression of noise signal.

$ 3.4. Functions of phase distribution in the mixture of signal

and interference. Let us begin now the study of the function of phase
distribution:
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. _‘
.(’l)-S-O(AU' 2)dA, = (ﬁr' -5:_‘ X
. a

A,
--:z-m" -
Xe dA,=ﬁ.-e e
- -Ec%g:&ﬁ A atony
de Ae dA,=_2Lr, - X
. » 3
3

X | Atacan)e ®aa, (8.4.1)

-‘.ﬂ"

vhere A,= A, — Ag cos 9,.

Page 164.

After representing integral in the form of the sum of two

integrals, we will obtain




DOC = 83022906 PAGE /§% - O

.I
: . :o.
.(’v)-‘;{‘ . X

- al A

- -

x[ S A‘e b dA' + ] A. cos ,. EJA.]-
ql.ﬂ." A '!

: Al
-—;—-wv, - am—— 08! @
- e M e ™ 4
al
—— tin%y

or L]

wlfu

we)=me <+
2

2B F(q, cm,,)e-?.w" . '(3.4.2)

Vs

vhere, as before ‘
' Qg = gz" H Pe =0,

When a.=0

w(?u)=g';- (3.4.3)
When ¢,=0

| - <
wo,=0)=gz¢ * +7cFl@) @44
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The obtained expression is quite bulky for the calculations and in
many instances proves to be more convenient to use the simplified

approximation formulas for 4.<! anda.>l.

When a.>1 the probability density for angles ¢, of those
o differing significantly from zero, is small. Therefore an
approximation can be realized for the limited range of angles and

b assumed not only 4.>!. but also a,cosg,>1.

Page 165.

2
. 2
; L. Then, disregarding term e ' and considering that
F(ascos®y) = 1,

we obtain

w(p,)== lﬁ, e—-"i- , TA® c:--i:---.!- (3.4.9)

with an increase in the level of signal ¢-=":—:"*°° and ¢} -0, i.e.,
the distribution function approaches the delta-function,
characteristic for phase distribution of the harmonic oscillation

vhen is possible only one value of phase. Consequently, when a.>!

phase distribution is subordinated to normal law vith the dispersion
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" When a,<! the expression caa be expanded in series/rov
according to degrees ¢ ‘then we obtain (see (2.1])

o=t S o St o

=i (1+e) jour+F wom—

_ V= alsla® gy cosgy + ... \
Y% /
8.4.9) ‘
Use with &<l the distribution function in the form, given by ‘

expression (3.4.6), can cause some objections, since from the point

of view of physics of process it is difficult to explain increase )

(with an increase 4) in the role of term with factor a}. which causes

undershoots in the probability density of the phase of mixture at

angles ¥ of close ones to tx/2.

Page 166.

| Since the account of terms with the higher than o', by degrees ac. is
i made itself expression bulky, can be recommended to use the

approximation/approach, which considers only &..

In this case the expression is easily obtained directly from
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(3.5.2), since vhen a:. <!

)
&
e Tax), TN I,

f e

F (ae Cos p) 0,5.

Then ‘ .
w(p,)= f%"l"%"

or

W(’.)=2l.,<l +ac V;CG,,). (34.7)

The dispersion of the fluctuations of phase with the weak signal is
computed from the expression

G=F-VIi
When Ac=0, i.e., for one interference,

a:=;-'.
Consequently, when a.<! the function of phase distribution
corresponds to cosine curve with the constant component 1/2x. Fig.
3.4.1 gives the functions of phase distribution for different values
8. There by dotted line is shown approximation by normal law. When
.32 the coincidence in effect complete, when a.=1 is certain
disagreement. For a.=05 the form of the function of distribution in

practice does not differ from cosine curve.

The standard deviation of phase increases with the decrease of

relation -,4-: The graph of change s, is given in Pig. 3.4.2.
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Page 167.

The comparison of combined amplitude distribution and phase and
one-dimensional distributions for the amplitude and the phase in the
mixture shows that since w(A,.9,)7%w(Ad,)w(?,) that the phase and the
amplitude of mixture are not statistically independent variables.
Statistical independence the times and amplitude at the coinciding

moments of time occurs only in the absence of signal.

Of certain interest is also the integral function of phase
distribution of mixture 2(9y<@ymr) =P (Pyam)e With weak signals @ (Pyme)
will be close to the straight line, passing through point 0.5 when
¢vr=0. With strong signals ?(mmm) it wiil be close to the curve of
the integral normal law of distribution. In the practical problems
essential interest presents probability that the divergences of the
phase of mixture will not exceed specific value *omp i.e.,

P(lo<lwpl). which also can be found with integration w(¢,) and limits

% Puop-

i,
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Fig. 3.4.1. Functions of phase distribution.

Page 168.

With the reading of the phase of mixture relative to the phase of

signal, after assuming %=0, we will obtain

+%0ep

Haep
PUpy | <|Puopl) = f w(¢,) o, =2 af w(9,)d,=

ey

2
o
w=leore 7+}—,25-5'- Scosq,ﬁ(a.co",)e 1 dg,.

This integral is not expressed as known functions. In work [2.1] it
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was given approximately to the expression which makes it possible to

express P(l#|<|Popl) in the form of the following relationship/ratio:

P (19,1 <|¥wop])=2F (3, 3in puop) — 1 4
2

“
4 l8 e -’-( 1— _'i"’_w_“m) (3.4.8)

w4, a3 cos® ppep

For strong signals a.>1

p”,'l<l,.°pl)=2’:(aﬁ’nr~)—182F (!5_:_!)_1'
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Flg. 3.4.2:'ﬁoot¥mean—square phase deviation depending on A./os

Page 169.

This result is clear, since with the strong signal the
distribution of the divergences of phase is subordinated to normal
lav with dispersion d«-;&- For the normal law the probability is

expressed as the tabulated integral.

For the'weak signals
P”?vl<!?non|)=‘r'?+%sin Puop.

Pig. 3.4.3 gives curved functions P(';;I{I?.opl_)v for different values
Qe.

§:3.5. Four~-dimensional function of amplitude distribution and

phase of mixture. The analysis of the one~dimensional functions of

amplitude distribution and phase of mixture made it possible to
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explain the series/row of the special features/peculiarities of its
action on the receiving and measuring device/equipment. However,
these functions do not give representation about the transient nature
of random processes A,(/) and @ (f). Consequently, the results
obtained above are valid only for the conditions that the ideal
phasemeter is inertia-free and reacts to all fluctuations of the
phase of mixture - not to radio frequency or to modulation frequency.
In this case the function of the distribution of the instantaneous
single readings of phase, taken/removed from this phasemeter, will

coincide with the distribution function in the mixture.

However, real phasemeter possesses final inertness. In many
instances for the purpose of an increase in the accuracy of the
measurement of phase the phasemeter is obtained satisfaction with

knowingly inertia with the narrow band of transmission.
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Page 170.
In order to consider the action of interferences in the systems with
1

the narrow-band phasemeter, it is convenient to use the energy

spectrum of the fluctuations of phase and amplitude..

The energy spectrum of fluctuations can be found through the

correlation function. Correlation function can be obtained from the

twvo-dimensional distribution function.

The two-dimensional function of amplitude distribution or phase

can be obtained from the four-dimensional function of amplitude

distribution and phase ®,(A,. A,, 9,,,9,s.%), which, in turn, by functional

conversions can be obtained from w,(®,,8,,E,, £,,9).

According to general/common/total expression for the functions
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of the distribution of stationary normal processes it is possible to

register

uou- o '5"—"“===='—"--'l
# O B ) T=VioRe

1Dy~ HD PRI D, ~4H D, ~4)

- ‘ [
> e g (10 (s

@ (Eyys Eig ¥) =

i
)/ 1-R(v) X

B =PI Rt PIRYIAE_ =N t)
P J s '

Xe

vhere
d==AgCOBP; €= Ac Sin’e.

By(v)= o: Ry(z)cos i.c. )

Then the four-dimensional joint distribution of components is

registered in the form

1
By B By Eve )= o= R <
_ "n“”'”u"_"'*"n""*“n“""“"
a0t — K3 (0
e ]

KDy, ~8) (D~ ) (& =) a0 @5.1)

Page 171.

For obtaining (A, Aw®s®m® it is necessary to switch over

from O,, 0, £,, and £,, to their expressions through 4, and ¢,
i.e. |
0, A, c0n9,, DymA,Cco8 Py

Eym Ay sing,, Eym Apsing,,
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and to find the so-called jacobian of conversion which in this case
is equal to A, A, then

w, (Ayu Ano ’UIO P ‘) ==

=AAn®, (A €089, Ay COS Py A,ine,,, An“n?w' t)=

X

AA, 1
-(2u2)'|| g ;cg(s)] exp { 23t — R} (%))

X (A, €082, — Ac 08 Pe)* + (A4 COBP,q — Ag CO3 4)’ 4
4- (A, sing,, — Agsing,)' - (Ansing,, — Assing,)* —
— 2Ry (1) ((A,,€089,, — Aq CO8Pc) (Ayy COBPy, — Aq COBPs) 4
(A sing,, — Assinga) (A, sin e — A sinpe)])-

§ 3.6. Tvo-dimensional distribution function, the function of
correlation and the energy spectrum of amplitude. For obtaining the
tvo-dimensional function of amplitude distribution it is necessary to

fulfill the integration

b

9, (Ay Ay t)m= S S W (Ayse A g P10 Pyes V) A0y A9
(3.6.1)

This integral was obtained earlier (for the case of the absence
of signal). In the presence of signal the integration is connected

with bulky conversions which wve are forced to drop/omit.

Page 172,
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Por the case of harmonic signal with the constant amplitude is

obtained the following expression:

A ’A }] = .
w, (Ays A, %) 1 —-R=) X
_Aptan A

X e P T T I

El ng-’-(%fﬁ)x

: + AcAy, AA .
i x"'(-!u +n.(c)1) = (3’_111"5731) 862

Ea=lwith m=0 and E,.=?2 with m>0. For obtaining the autocorrelation

function and energy spectrum, most convenient for the practical use,

it is necessary to fulfill the conversions
o oy
B, (= I § Ao (A A )42, 44, 3.63)
@ .
G, (w)= 4({ B, (+)coswsdv, (3.6.4)

These conversions are characterized' by considerable complexity;
therefore ve will be bounded to the fact that let us give expression

in the final form

2
AC

B,() =281 — R} (=) ™

- .
XE (2m!) (27 ;l'-).l)!!l' X

™" () —R (‘)] X
m +R(®)

xF.(u om—2, n41, — .,,;.-,)-
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Page 173.

Derivation of (3.6.5) is in [2.1]). The complexity of expressions,
difficulty of simplification for the specific cases is made its

barely suitable for practical use and obtaining G.(w).

The difficulties of obtaining the expressions for the

autocorrelation function and energy spectrum can be partially

reduced, if we use an approximation of detector in the form of the

short-circuited nonlinear element with the quadratic amplitude

characteristic. The solutions for this case can be obtained in the

analytical form (see [2.1]). However, this approximation less

accurately reproduces real detector, than accepted in this wvork

(idealized detector). Is useful at least to qualitatively determine

the form of energy spectrum G.(e) with different A.o.. Earlier were

obtained the distribution function, dispersion and energy spectrum of

the amplitude of interference.

Upon the appearance of a signal the one-dimensional function of

amplitude distribution, the dispersion of the fluctuations of
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amplitude and energy spectrum are changed. For dispersion ¢; and
one-dimensional distribution function were obtained expressions
(3.2.1) and (3.2.16), that make it possible produce calculations in
any relations Ac/ose. Since autocorrelation function and energy

spectrum for the envelope of mixture to accurately compute

difficultly, let us attempt from the physical considerations to find
the approximate relationships/ratios. With the relatively strong
signal the fluctuations of envelope will depend on beatings between
the signal and the components by interferences. Then the spectrum of
the fluctuations of envelope must approach an initial interference

spectrum (to its form of relatively carrier). With the simplest

uniform high-frequency spectrum it must also approach uniform. In E
this case the power density will comprise
o
G, (=2,

since in this case the dispersion of fluctuations -'4==¢:._

: Page 174.

f
‘g § Thus, the spectrum of amplitude, being gradually changed with an
.év increase in the signal, passes from the ';riangular' to the

"rectangular”™ with the narrower band with an increase of the

dispersion 2.5 times and an increase in the power density at the low

frequencies approximately/exemplarily 2.5 times. It is possible to

assume that a change in the form of the spectrum is connected with a "

.
o TR By e v
L YT ST AR v DR e
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change in the form of the one-dimensional distribution function. The
nearer it is to to the normal with the average, precisely equal to
signal amplitude, the nearer the spectrum to uniform. With an
increase in the signal the power density of the high~frequency
fluctuations between the compcnents of interfefences is not changed
and the dispersion of fluctuations increases due to the beatings
between the interference and the signal, i.e., at frequencies less
than Aws/2. With strong signal (4e>0x) proceeds the effect of
suppression by the signal of the detection of the high-frequency
components of beatings (i.e., beatings with the frequency from Aw/2
to Awy), therefore with an increase in the signal power density at
frequencies above Awn/2 must be reduced, and at frequencies within

the limits from 0 t0o Aww/2— increase.

Since wvhen ;‘_1>5 ajaic: and the average/mean value of the
distribution function becomes close to A, it is possible to assume
that in this case the spectrum of the amplitude of mixture will be

converted virtually into the uniform (for the ideal radio filter).
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Pig. 3.6.1. The energy spectrum of amplitude.

-,

Page 178.

Fig. 3.6.1 gives the spectra for the different ones Acos moOTeoOVer
their area, i.e., the dispersioh.of fluctuation, are obtained at a
rate of formula (3.2.18) and (3.2.19), and form is constructed on the
basis of the gqualitative considerations, presented above.

Prom the obtained results it follows that the difficulties of
obtaining precise relationships/ratios for- 04(0) and Ba(t) depend,
probably, by the complicated form of the spectrum of low-frequency
fluctuations, even with the simplest, uniform spectrum of

high-frequency interferences.

It is possible to note that for the engineering calculations a
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precise calculation of the form of energy spectrum is not compulsory
according to the following reasons., If measuring device is

inertia~free, then on it functions entire spectrum of fluctuations.

In this case it is possible to use the dispersion of fluctuations
which is computed accurately. 1f measuring device is narrow-band,
then in it, as a rule, is used the frequency band near from zero and
its work does not affect the complicated form of energy spectrum. For

the determination of the dependence of power density at the low

] frequencies on the value of signal it is possible to use the fact
that with a change in the signal in essence varies the spectrum in

the limits from 0 to Aw/2 growving more or less evenly in entire this

-~

frequency range.

Then in the first approximation, with an increase in the signal
change G,(s) ' will be the same as increase ¢,» which can be calculated

o3
accurately. Pig. 3.6.2 gives dependence 1f on gf. calculated
s [ ]

according to the formulas § 3.5. On the assumption accepted the same

0
dependence reflects change 7;5-:-‘7((7):7. wvhere 0,(0cc— power density with

the gtrong signal. Energy spectra examined earlier completely do not

reflect that the complicated processes which occur in the phase
receiving and measuring device/equipment with modulation of signal,

since in their obtaining was taken into consideration only carrier.

Under the actual conditions functions not one carrier, but whole

r spectrum of modulated signal. In the simplest case it is necessary to

e g————— e - e eem

P SN ;'S.,A,,l:«.g-..,‘;_\,,. iy rae —— - ] ‘~‘ u‘ AR
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consider carrying and two sidebands.
Page 176,

Obtaining precise analytical expressions for this general case is
connected with the great mathematical difficulties. In the first
approximation, also with modulation of noise signal can be considered

by the characteristics, obtained earlier for one carrier.

Let us consider now the properties of the phase system, in which
is used modulation. Block diagram and diagrams/curves of the spectra
of signal and interference take the form, depicted in Fig. 3.6.3. At
the output of low pass filter will be selective interference and the
signal at the modulation frequency. For a blend of signal and noise the
statistical characteristics were obtained earlier. Moreover it was
established/installed, that they depend on the ratio of signal to the

interference.

In this case they must be determined by relation '%f-. Let us
establish the relationships/ratios between f& and -?_i Assuming
that modulation frequency low, we can approximatel} consider that the
jamming density near the modulation frequency is close to the powver

dengity at the zero frequency.

Por the weak signal the dispersion of interference in the narrow
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band of filter AFw will be equal to
4
e =Ca(0)8F,¢=08 g 80,p.  (3.6.6)
The detected voltage of signal taking into account suppression in the
detector can be obtained from expression (3.2.15)
- ‘/ ® A

B

ah

N e

R 3

o
‘l? ¥,

T kg,
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Fig. 3.6.2. Power density at the zero frequencies.
l Key: (1). or.
Page 177.

{ The ratio of sighal to the interference at the output of detector (in

the narrow band of filter —AF., or A0)

A A \* /[ Bes

(%) V e mos (38.7)
For the strong signal:

A“=A3M.

3
ola=G, (0) AF g = g 20044,

In the system without the ratio detector is equal to Ao Using

the obtained formulas, it is possible to find the relationship/ratio
between the signal and the interference in the systems with

modulation and without it.

With the strong signals

bt it w
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Ao A
=y ugs M. (3.6.8)

The depth of modulation M can have a value, close to one. Let us

assume that the band is limited only to the spectrum of

communication/report, which has highest frequency 8 then

A% 20,, 3and AQy =0

1
2o

¥~

*

2
£
o
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re A ne "o

Fig. 3.6.3. The block diagram of the receiving and measuring
# device/equipment, in which is used the modulated signal: P® -
? radio-frequency filter; 1 - detector; H® - low pass filter; Ud -

meter of phase.

- Page 178.

Accepting that Aw,=2Q., we consider that the contraction of

band on the radio frequency is possible. During more precise
calculations it is necessary to consider the effect of narrow band on
the radio frequency to the instrument/tool accuracy. It is obvious

that if we assume M=1, then
A.—‘“ia%- (3.6.9)

Thus, with the strong signals the use of modulation does not change
f relationship/ratio signal/noise. Hovever, it is necessary to have in
k mind that in this case scale is changed 9/w, times and somevhat are
reduced the instrument errors, expressed in the angular values.

Therefore the accuracy of ranging or rates is changed, deteriorating

upon transfer to the systems with modulation.




DOC = 83022907 race X 9

With the weak signals

Ag A A [ Ta, A\,
otV 03M=05(7) (3.5.10)
Thus, with the weak signals of system with modulation they give

considerable loss according to the relation signal/noise.

§ 3.7. Two-dimensional distribution function, autocorrelation
function and the energy spectrum of phase. for obtaining the
two-dimensional function of phase distribution it is necessary to
carry out twofold integration for the amplitude of the

four-dimensional function of phase distribution and amplitude
0, (P01, Pory V)=
«ae .
=55'¢ (Aus Ay 0410 P4 V) A, dA,,  (3.7.1)
The execution of integration is connected with the bulky mathematical

conversions which wve lower (see [2.1]).

Page 179.

As a result of integration is obtained the expression
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4
'l('.ll Poes ‘)"l—:ER'l‘). L !(‘I X
-A.V'l—-'-T.E_)-m' _ A, VIR -t
X e IS AT ". 4210 "x

X 2 2R, (t) cos (9y; — )™ é‘x
Y

x()n (-5 + SR )]+
P R
X[ SR e (BF) £ (5. -
-4 SRR e e (1) X
X(-5f o SR ) a2
vhere ,F, - the hypergeometric function:

lFl(.|1| x)’l‘*"‘:—l-*-%% -‘;—+

cs(e41)(a 4 2)s*
1D+ +...

Resulting expression is characterized by large unwvieldiness and is

not useful for the practical calculations.

Page 180.

Expression for the two-dimensional function of phase distribution has
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high value, since must make it possible to obtain the correlation
function of phase and the spectrum of the fluctuations of phase in
the mixture of signal and interference. It is expedient to separately

and approximately consider the cases of very weak and strong signals.

With the weak signal when its presence still little affects
phase distribution, it is possible to expect that the spectrum of the
fluctuation of phase'will be close to that which occurs with one
interference. This spectrum was obtained earlier. Let us recall the
special feature/peculiarity of this spectrum. In essence the
fluctuations of phase are concentrated in the frequency region from 0
to Aws/2, but there are high-frequency fluctuations in portion of
wvhich fall about 15% of "total power". This part of the fluctuations
has high value for the understanding of some complicated processes,
connected with the frequency of fluctuations or derived phase of
fluctuations; however, during the analysis of the effect of the
fluctuations of phase on phasemeter with the limited passband they
will not have an essential effect, since usually they are located out

of its passband.

Por the high signal level the distribution functions and the
spectrum of fluctuations must radically be changed. For the purpose
of obtaining the relationships/ratios, which characterize the

correlation function and the spectrum of the fluctuations of phase,
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let us derive approximation formula ws(eym. #v» t) for the strong signal.
For this let us turn to expressions (3.5.2), (3.7.1) let us lead in

them the series/row of simplifications.

Let us assume that the reading of phase is conducted relative to

the phase of signal. Then it is possible to count ¢.=0, and

_ i ©0©
@, (Pyrs Purr )= froes YT ) (‘”élJAvn A X

X ew{—m Ay cos 9y, — Aq)' 4
+ A:.Sin' Pt (A c089,, — Ac)' + A’,.sm. P
— 2Ry (%) ((Ays €089y — Ac) (A COSPyy — Ac) -
-+ AU: $in9,,A,, sin Vn)l} dA,,dA,,. (3.17.3)

Page 181.
In the presence of signal and when A.>0x the probability of the

large divergences of the phase of mixture from the phase of signal,

as this follows from the one-dimensional function of phase

distribution it is insignificant.

Then it is possible to assume:
AUI c“’.lz Ano

Apcose,=A,,

A, sing,, x Ay, 3.7.4)
ALsing, A0, O
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expression will take the form

1 Tt
W (,U" ’Ull ‘) = (2“.!” “ — (‘)ls 5 AunAnX
]

X exp { - m (Ays— Ad)*+ A9y, +
g HAU—AP A8 — 2R () [(Ays — Ac) (A — As) +
h +An‘4ua?m?n"} dA, dA,,

or

- 1 -]
_ 1
wl (’Uu 70” ‘) —'(2”:)' [' — m‘)! 55 AmA“ x

Ay APy A, _Uyy—Agps A:,_in
A I . 3 1—AT ()

Xe
~ 2R (3) Ady_ " =2 (1) (A, ~ =
Xe entn —IA,,-A) 4, ")dAmdAn- @.1.5)

In those terms in which A,, and A, participate in the form of

factors, in the first approximation, it is possible to suppose that

A, =A, and A=A, since the probability of the large divergences of

amplitude from A. is small.
Page 182.

Then
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W, (Puas Pons V) 'mx

‘: (o, o0, ~3Re(M1v,,9,4

e 23 (1A (u] %

\

X m:VI—E(t\ X

(A =ASHA A PR (%) (A Ao (Ay—A
w2 (1—83 (i

xafe X

X dA, dA,. (3.1.6)

Since the double integral expresses total probability, it is possible

to place it equal to one.

yo ; ] L 4
U.( [ L “. V' —e( )

A 2103, 403y el 0, 0,5

-2 a-’ u'
=)
xXe ( . 3.7.7)

]
)

Barlier vas introduced designation -3=g¢,, in this case
3.

: 0, (P51, P40 )= ﬁ X

g . -&N %1%

»l
¢ X e ’ 3.7.8)
é ‘rvo-dimensional distribution for the phase of the mixture of signal
’ ; and interference corresponds to the distribution of the instantaneous
é values for the mixture under the condition for the transfer of

spectrum (w,=0) into the region of low frequencies; R,(r) -

lov-frequency factor in the coefficient of correlation of narrow-band
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random process.
Page 183.

In this case the dispersion of the fluctuations of phase is

determined by the relationship/ratio

o:a{'-.
In connection with this there is no necessity specially to compute
B,(s) and G, (w), since they correspond R,(r) and G*(w), taking into

account factor eJJA] for the fluctuations of phase.

After using these results, it is possible to construct the
energy spectra of the fluctuation of phase'with the strong signal.
For example, for the mixture of signal and interference with the
uniform spectrum with the band from ..-‘-1;-'- to u.+—‘;'- and by
dispersion o’ we will obtain the uniform spectrum of the
fluctuations of phase with the band 4«2, by dispersion J/A! and a

spectral density of
) 3 .
0'(0)-1-;-'% -2% tl’;.
Any
G,(w)=0 vith-)—','—.

Pig. 3.7.1 gives the spectrum of the fluctuations of the phase of

signal when %-7'1-
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Fig. 3.7.1. The energy spectrum of phase.

Page 184.

There for comparison is given the spectrum of the fluctuations of the

phase of one interference. As can be seen from figure, with

considerable changes in the relation the signal/noise the form of the
spectrum is changed little, if we disregard/neglect the
e high-frequency part of the spectrum of fluctuations, which appears

with the weak signal or in the absence of signal.

With change A.o. is changed the dispersion of fluctuations
according to the law which was established/installed earlier. Since
the width of the spectrum of fluctuations remains in the first
approximation, of constant/invariable, powver density (energ}
spectrum), including at frequencies, close to zero, can be found from
the relationship/ratio
a,(0)=2r'é.

. I, ¢
. T e
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§ 3.8. Suppression of weak noise signal with the demodulation of

phase. In many phase systems the information is laid during the phase

of high-frequency oscillation. Then the extraction of useful

information from the signal, i.e., the demodulation of phase, is

3 reduced to the measurement of the phase of the mixture of signal and
interference. For an increase in the accuracy of the measurement of
phase in the presence of interference it is possible to narrow band
before and after demodulator-phasemeter. In certain cases it is
desirable to realize reworking of the results of phase measurements.
The simplest form of this working/treatment is the contraction of

band after phasemeter, which simply can be realized by the start of

inertia component/link or low-~pass filter.

With the strong signal when <A,

G N,Afa
C:=7§=-7§L»' (3.8.1)

where Afs— complete band in the high frequency.

Page 185.

If filter after phasemeter passes narrow band AF, then

c:“=a'(0)AF.
& but .
& G (0).=2{f=2"-;-
44 Y L -
2% .
%g S and for the ideal phasemeter
B
AE

< SRR AR

L ® sy
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Narrowing the filter pass band, connected after phasemeter, it is
possible with given one OVA: to attain very low values oL,. Let us
consider in more detail the work of system with the narrow-band
filter, connected after phasemeter in small ratios of signal to the

interference.

With the weak signal phase distribution becomes uniform, the
dispersion of fluctuation of phase approaches #?/3, and the energy
spectrum of fluctuations in the first approximation, can be
considered uniform with a power density of

G,0=2 32,

vhere -Afx— band of interference to the phasemeter.

If on this phasemeter functions one interference, then during
the contraction of band AF would seem must occur the decrease of the
dispersion of the fluctuation of phase in accordance with the
relationship/ratio

dup =257 OF, (3.82)
However, very average/mean value of the phase of interference is
indefinite or any value of initial phase is equiprobable. Thus,

during the contraction of band after phasemeter the rapid

!
]
?
i
;
i
1
1
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fluctuations of phase cease to affect result, the value of reading
can be almost constant, but very value of phase can be any.
Consequently, in this case exp?ession (3.8.2) becomes meaningless and
the work of phasemeter with the filter connected at its output on the

high interference level requires special examination.

Page 186.

In the ratio of interference to signal %>l.5+2 the

distribution function takes the form, close to the normal law with

the average/mean value, to proper phase of signal, and by dispersion
. -

c’,=i';- with the in effect zero probability of the divergences, close

to tx. For the confirmation of this Fig. 3.8.1 gives the

graph/diagram of the dependence

w(9=::t)=-‘—e-T-—v.¢L' [t — F(ao)].

2= 2

Consequently, when a,=15+2 it is possible to consider that the

average/mean value of the phase of mixture will correspond precisely
to the phase of signal, the probability of the divergences, close to
tx, i; negligibly small and the contraction of band after phasemeter

will reduce the fluctuations of phase.

When a,<1,6+2 the probability of the large divergences of

phase becomes noticeable and the distribution function differs from
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normal.

In order to explain the effect of filtration after phasemeter 1
with the weak signal, let us use the following method. 1f
interference has high value, then it is possible to present it in the
form of the sum of two components: one - n,, the giving fluctuation
phase of mixture relative to the phase of signal, and two- nm,, that
gives equiprobable phase distribution then

':=‘:|+‘:a
and

SV r e (3.8.3)

» nl

F o
o

1nulpy2v)
f -]
LY

.9
-

E

Fig. 3.8.1. Probability density with Ae=tx.
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Page 187.

The part of the interference, which causes the fluctuations of the
+x
phase of signal, not exceedingkand undergoing averaging, is located

in a certain proportion with A
Por it is correct i

23<o.5-.-o.75 (see Fig. 3.8.1). (3.8.4)

Let us designate the permissible relation by symbol k

of, == k'A%, (3.8.5)
then

°:2 = :: - k'A:=-_ c: (l —k —:‘;-). (3.8.6)

component n, can have any initial phase, and filtration after
phasemeter cannot influence the distribution function and the
digpersion of the fluctuations of phase, caused by this component.
wWith any band it will remain equal to »?/3. Thus, the fluctuations of
phase at the output of the filter, connected after phasemeter, will

be determined by two components: by the component, called m,, with

A
2ot e e,

ey
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the dispersion

“
W=2gged0sgl @A)

and the component, called n,, with the dispersion, which does not

depend on the band.

Let us determine the dispersion of the divergences of phase,
called component n,. Having the uniform distribution function, this
component will cause the divergences of the phase of signal,

determined by relationship between A, and n,.
Page 188.

It is possible to assume that the dispersion of these divergences to
be determined from (3.4.5) depending on the relationship/ratio

between A, and on; and with the substitution into formula Ac/ce

or

& =F—VE X (3.818)

At the output of filter the resulting dispersion of the divergences
of phase from a precise value, determined by the phase of signal,
will be equal to

%=+ .

Using formulas (3.8.6), (3.8.7), (3.8.8) and (3.8.9), it is possible
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to find a:, with any -;3:-.40 and 4w, after assigning k (usuvally it is

possible to take k=0.7). In order to come to light/detect/expose the

basic law, characteristic to filtration after phasemeter, let us

o it

consider the limiting case of the very narrow-band filter when

becomes negligible value in comparison with o, Fig. 3.8.2 gives

graphs obtained at a rate of the given above formulas, for AQ-+0;

figure gives the following designations: s, — root-mean-square phase

error with the maximally narrow band of filter; o,—
root-mean-square significance of a deviation of the phase of the

2 mixture of signal As and interference with dispersion o
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Fig. 3.8.2. Maximum fluctuation of phase.

Page 1889.

From the results it follows that by the contraction of passband

after phasemeter it is possible to improve the accuracy of phase

measurements only when A,>(05+1)as When A< (05+1)of the contraction of

passband after phasemeter cannot give accurate results in the
measurement of phase. Thus, with the demodulation of phase, just as
with the demodulation of amplitude, there is a threshold relation

Ac/on, with which it occurs the suppression of weak noise signal, and
the subsequent filtration cannot give such results as provide the

contraction of the passband of demodulator - phasemeter.

§ 3.9. Function of the distribution of "zero" mixture of signal
and interference. In the phase systems for the reading of phase
sometimes is used the time interval between "zeros"™ of the

oscillation of mixture and supporting/reference oscillation. This
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method of measuring the phase makes it possible to use digital
computer technology in the phasemeters, since time interval is

conveniently evaluated according to a number of count pulses placed

in it. In some diagrams are used the limiters. In this case basic
information about the signal proves to be concentrated at the moments
of the transition of the process through zero. On these and
series/row of other reasons, of known interest is the function of the
distribution of "zeros" and its connection/communication with the
function of phase distribution. The moment/torque of transition
through "zero" can be characterized by the interval of time 7,
between the moments/torgques of transition through "zero" of the

stress/voltage of mixture and reference voltage as this shown on Fig.

3.9.1. Then the function of the distribution of "zeros"™ will be
characterized by the function of timing 7,. For the solution of this
problem let us note that the transitional probability through level
Y., at some moment/torque t with the positive derivative can be
expressed through the joint probability density of random process and

its derivative [2.4, 3.4, 3.5, 3.6].

Page 190.
P(n—F<y<nt+F. F=i>0t)= |
Oh#f’l’ . J
w, (v, v, 1) dy dy, ,
-)‘H’n o0, 4, 1) dy dy (8.9.1)
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where y, - level the moment/torque of intersection of which is
counted off. Subsequently this value let us place equal to zero,
i.e., we will count off "zero", but for the generality let us thus
far leave designation y,. The interval Ay in value should be small,
then internalizations integral is computed simply, that as in this

case

et dy)2

wl (y' .‘.’o t) =
Yedyl2

=, (s, ¥, 1) By =y, (¥s, ¥, t) At (3.9.2) .

and 4 'y .
P(y. — 3 <y<u+F. §>0, t):..—

=u°Sbw. W, ¢, 1)dy. (3.9.3)

But the transitional probability through level y, at moment/torque

t-t+At can be expressed through the probability density and the

interval At, i.e.,

P — 8y <y<us yO0,0) ==
[ )
=w(y, 1)At= u} e 004y,  (3.94)
whence

w(t, y,) = 5#.(10.. v, t)dy. 3.9.5)
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Fig. 3.9.1. The time interval between the moments/torques of

transition through zero.
Page 191.

Consequently, for obtaining the unknown distribution function it is
necessary to find joint probability density w,(y, i, t) and then to
fulfill substitutions and integration. Interference has normal

2

distribution with dispersion 4, then the function of the

distribution of the mixture of interference with signal c(t) takes

.(yo t)=7§lr. .

the form

The derivative of interference also has normal distribution with
dispersion ¢, then the function of the distribution of the derived

mixture of interference with the signal will be

'(b, ()a #e s .

Since the values of interference and its derivative at the coinciding

i s e i il s
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moments of time are not dependent, the combined distribution function
can be registered in the form
L de(n)e .
. ~e(f .[I-T
. I -{mju_,_;_J_}
w(y, y, )= P Xe . " | 396

For the substitution in formula (3.9.5) it is necessary to take

y=y, and the moment/torque of time t=r, then
T @ .
'CMUJ==5-1;%§-)(
_fl=c(up +|'z-c'lgvm
Xe { " . }db. 3.9.0
7 - time, counted off from the moment/torque of the transition of the

pure/clean signal through y,.
Page 192.

h
wvnere (,)
c(t)=c(t) npu t=r-,

=) = i‘%;“—) lgi——.t,

Key: (1). with.

Let us take out as the integral sign the terms, which do not

depend on }.
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w(t, yo)= 2,,. F

-réigﬂt uu?

.y ';”)CN
X bf ve Tioay (3.9.8)

Integral, entering expression (3.9.8), is calculated in [3.3]

-""’E (%)

5ye " gy=

[I‘(l) F( L)

) ‘
+¢.(¢) 24} I‘(—) . (T' < _..L)>]. (39.9) *

It is known that:

=1, 7(3)-1E

£l
lFl(%' "‘g—n c;..'("-))""-"e 6

L e\
,F.( 1, 4, 32.1.‘2)_

£(n ¢

¥, .'T "{
‘ i _f e dt= g _fe at.ap(‘.f‘)-o.s
Page 193. v d ’

q

After substituting these expressions and after producing conversions,
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we will obtain

-'—’-.',
ﬂ. ” .
o T e
& (v)

=afr pet Ly F[f{l]}v (3.9.10)

After substituting in (3.9.8) and after assuming y.,=0, i.e., after
switching over to the function of distribution of zeros, we will

obtain

>

'(t.)=;—,‘_e—[%)+ﬂ¥]x

x{1+e%‘&?'—.‘;iv§:r [M_],= -
- (x [‘-""‘*""],,
P [E) g

For the determination of the function of the distribution of

(3.9.11)

divergence of zeros from those moments/torques which are observed
with the signal without the interferences, it is convenient to take
signal in the form of harmonic oscillation with intersection of zero

with 7,=0.

Page 194.
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Then
Clt)=Acsinedt, c(z) = Acsine, ¢,

c()=wAscos0y(t), ¢ (x)=®,A, cosw,t,

It is known that

After substituting in (3.9.11) and keeping in mind §}==%:.we will

obtain

+L”.T;- Q¢ COS w3, F (-:—: ac co8 a.‘t.) X
o

——sin ety

Xe ? . (3.9.12)

For the comparison with the function of phase distribution it is
convenient to switch over to the reading of time interval 7, in

angular units @, =w",.

Then
B (P, = ot 75 X

| o
g e con il (2 agconnn Yo T 30,13

From (3.9.13) it follows that the functions of distribution of

i
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zeros and function of phase distribution [see (3.5.2)) according to

their form although are analogous, they éfffer from each other.

Page 195.

Difference in essence is determined by the divergence of factor w,/w,

from one.

In the particular case (yery narrow-band process) w,/w.=1 and
.l

®(Py) = 'lg 0-++
o
+7'§- 85 COS P,uF (s cosp,e)e T P,
wvhich completely coincides with (3.4.2). Consequently, for the very
narrov-band processes in any ratio of signal to the interference with
the function of distribution of zeros and phases they coincide. Let

us consider the cases of strong and weak signals.

When a»1 - strong signal

]
Se¥s0

®(py0) 7‘%—5 v

Distribution function zero normal for any width of interference

spectrum with the same dispersion, as for the phase




DOC = 83022907 race 243

&=

]

&

When 4:<€1 - weak signal

)= w e

| [ )
! The function of distribution of zeros is close to the function of

phase distribution [see (3.4.7)], but since with the broad band of

interferences w, is noticeably more w,, it is more smoothed, i.e.,

with the less expressed maximum.
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Page 196.

The obtained results have high value. They show that the fluctuations
of the position o§ "zeros" under the action of interferences are the
same as the fluctuation of phase. With the signal with the changing
phase the obtained results are valid not for zeros, but for their
divergence from the positions, determined by pure/clean signal. In
the first approximation, it is possible to assume that the dispersion
of divergence of zeros, energy spectrum and others statistical of
characteristic are close to the appropriate characteristics of phase.
Consequently, the passage of the mixture of signal and interference
through the limiter does not affect the information, placed dQuring
the phase of signal, and is not changed interference effect on the
result of measurements. Thus, for the phase systems and for the
systems, in which the information about the special

features/peculiarities of signal is laid during its phase, for

example the phase-keyed signal, limiter appears as linear

device/equipment.

$3.10. Functions of phase distribution with determinate

interference, vhich has random phase. In the phase systems is
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encountered such case when, besides the useful signal whose phase
carries information, into the point of reception/procedure comes the
signal of the same frequency, but with another initial phase. The
phase of the resulting oscillation is changed and information, laying

during the phase, is distorted.

Let us consider the case, when useful and that mixes signals are

the harmonic oscillations:

C(t)= Accos(w +9.) - useful signal;

Corpll) = Aosp (@l +9orp) = interfering signal (reflected);

then € es ()= Ac pes COS (04t + Ppes) - resulting signal. (3.10.1)
Since in this case of interest is not the phase of the resulting
oscillation, but its divergence from the phase of useful signal, let
us place ¢.=0, the divergence of phase ¢u it will be random, since
phase oo, - random variable for which in the majority of the cases
can be accepted the even distribution. It is necessary to find

W(W). Fig. 3010.1 depiCtS m W'P' Ac. A"‘IP-

Page 197.
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Since w(gup) 1S known, then for obtaining w(ge) it is necessary to

find the functional connection between g and gosp.

Using relationships/ratios for oblique triangles, it is possible

to obtain:

Sing o= fifi sin(x — @ o0+ Pori.)r

b sitt goy v
Y o= T b= G.102)

? a=arctg TGl =B (Worp)  (3.10.3)

Let us find the inverse functional connection

COS Poyp = — -}- Sin" 9,00 - 08 Ppas VB —sin* $pas ,
Poe;. = ATC COS [— +dn' Pret
4059 o VB —sin' ¥, 00 ]= a(Pres).  (3.10.4)

Function a(ppes) is multiple-valued, since to one value of cosine

correspond, in the limits tx, two values of angle g,
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Fig. 3.10.1. Distortion of phase of signal.

Page 198.

It is known that

i w (Pres) = @ (Por u) l%f— ‘ +w (9.,‘,.)‘.-%— l,
| 3 (3.10.5) i

- derivatives for two values of angle g¢,, and

d9orpy dorp
deses ' d¥pes

vhere
Porrs "’(’°"')=‘2‘:-" After fulfilling differentiation of expression
(3.10.4) and after substituting in (3.10.5), after conversions wve

will obtain
W(Pes)= '—Y-...c:':—_.h_.—-&;—r—_— (3.10.6)

with b€l. Analogously we will obtain

O(en)= gt ——2B . (3.10,7)
vith b>1. ' =) B —iny.,

Fig. 3.10.2 gives the distribution functions for several values

of b. As can be seen from results, the functions of phase

R IO e L A o) 4 B o
SIS M I ey e v
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distribution of the mixture of useful signal with that mixing
strongly differ from the function of phase distribution of the
mixture of signal with the selective interference, although in both

cases the mixing process has the random evenly distributed phase. The

reason for this difference lies in the fact that in the case in

‘i question the amplitude has the specific value, and for the

interference it is also by chance.
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Fig. 3.10.2. Functions of distribution g,

Page 199.

In the particular case when A, Ae

w(vm)=-2—‘,-(1'+ 2—}‘-"—)

This coincides with (3.4.7), if we take

_‘raa. V——-;--

which is justified, since a._=7'5-,whi1e b=£.:-’.. Consequently, with the

z strong interfering signal the distribution function virtually
i coincides with the distribution function of phase in the mixture of
I

signal and interference. It is interesting to note that:

- with bsl the average/mean value of the digtribution function
coincides with the function of the phase of signal and averaging on

the set (or on the time, if g it is changed) can improve the
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result of measuring the phase:

- with b>1 we have component 1/2x, which then, as this was shown

in $3.8, with the averaging does not give an increase in the accuracy

of measurements. On these reasons with b>1 and with any averaging

will remain the error.

The dispersion of the divergences of phase can be calculated

according to the formula:

.

’ * e
o™ | W (B trm.
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FPig. 3.10.3. Dispersion of divergences of phase.

Page 200.

Lowering conversions, let us give the result of dependence 4»-

on 1/b (Pig. 3.10.3).

§3.11. Special features/peculiarities of the functions of phase ﬁ

distribution in the two-channel systems. In the two-channel systems

the information consists in a phase difference of two signals each of
vhich is accompanied by interferences. Despite the fact that study of
tvo-channel phase systems is independent problem, the obtained above
results can be used, also, for the analysis of some cases of

tvo-channel systems,

The mixture of signals and interferences in the channels let us

register in the form

n(O)=c(t,96,)+ M (t)= Ay, (£) cO8 [t 4 9, + 9, (£)]

and




-~
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ht)=c(t,9e)+n,(t)=

? Au(‘)“l"o"‘i‘?ﬂ""n(”l‘ (3'”'”

The useful result of the work of system is a phase difference.

Without interferences Ag,=9;, —%:.. In the presence of the

interferences
Ap, (t)= 9., —',u+9-m (t) —9u(?). (3.11.2)
}ﬂ; Consequently, useful result will be distorted by fluctuations

Avg(t)=9,(t) — 9, () and interference effect will be determined by the

distribution function and by the energy spectrum of random process

$’ Agx(t). In general form the solution of problem conjugated/combined

with many difficulties (see [3, 4]) is not the purpose of this work.
P In the case when interferences nm,(t) and n,(t) are not dependent,
?' ’ i.e., they are not created by one source, which functions on both
| channels, but they are determined by independent factors in each of

pa the channels (for example, internally-produced noise of receivers)

g and signals in the channels exceed interference, statistical

characteristics Aex can be found of that obtained above formulas. In

this case ¢,(f) and ¢,a(f) have normal distribution.

Page 201.
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Then the distribution function for Ae(f) also is normal, with

the dispersion

o
C:'=e:'+o:=7"‘—-{-%. 3.11.3)

Energy spectrum is the sum of the energy spectra of the fluctuations

of phase in each of the channels
Gyy(#)=G, (w) + Gy (). (3.11.4)

If channels are identical and the relationship/ratio between the

interference and the signal in them identical, then G, («)=2G,(w).

Consequently, all obtained above results are valid taking into

account (3.10.3) and (3.10.4), also, for the two-channel systems.
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Page 202.

Chapter 4.

THE ROLE OF PHASE IN THE DETECTION OF RADIO SIGNALS.

§4.1. Statistical approach to the detection problem of signal in
the interferences and the criterion of optimum detection. The
detection of radio signal against the background of interferences -
this is the operation, with which is realized the response/answer to
the question of whether there is a signal or not, or is there only

interference.

The detection of signal is the first operation with which begins

the functioning radio engineering of system.

With the discrete/digital methods of the transmission of
information the detection of‘radio signal is the basic problem of the
communication system. In the radar the target detection also is
reduced to the detection of radio signal. In the radio navigation and
in the trajectory measurements the work of system also begins from
the detection of signal. 1f signal is discovered, this shows that the

system functions and object entered into the zone of its action. In
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many phase systems are used pulse signals, then work begins from the

search for this signal, i.e., also, actuvally, from its detection.

High value has the optimization of the detection of signal
against the background of interferences, i.e., the determination of
this diagram and operating principle of receiving indicator or this
procedure either algorithm or rule of processing the mixture of
signal and interfe}ence wvhich are allowed optimally, i.e., in the

best way, to discover signal.
Page 203.

Interference is a random process, while the signal is a function of
time with the random parameters; therefore singularly correct
approach to the problem of detection is statistical, probabilistic

approach.
The problem of detection is examined usually from the positions
of the theory of checking or testing the statistical hypotheses and

it is the part of the general theory of statistical solutions.

Let us consider problem detection from these positions.

During the detection of signal it is assumed that the signal has
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final duration and reception indicator device/equipment realizes
certain time the observation of that process (mixture), which enters
the input of radio receiver; in this case are accumulated the

statistical evidence about this process.

In order to select hypothesis or to make a decision, in the
receiving indicator must by some form be realized processing the
statistical evidence, which acted on the input for the time of
observation. Rules, algorithm of processing must be built into the
reception indicator device/equipment, into its circuitry and

operating principle.

On the basis of obtained information it is necessary to select
one of the alternate hypotheses. One hypothesis - signal exists: let
us designate by its symbol I, Another hypothesis - there is no

signal; let us designate by its symbol TI,.

Since the reception of signal and the selection of hypotheses
occurs under the conditions of the presence of interference, making

of decision is accompanied by errors. Errors can be two kinds.

There can be the "passage of signal", i.e., such case when on
the basis of the observed effect at the output of receiver is

accepted solution - there is no signal, i.e., is accepted hypothesis (:)
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F,, although in actuality the signal at the input was, as a result of

the fact that it masked the interferences, at the output its

receiving indicator they could not discover.

*nere can be "false detection" or "false alarm", i.e., such case

when according to the resul;s of processing mixture is acceéted the
solution that the signal exists, those is accepted hypothesis [,
although in actuality there was no signal at the input, due to the
action of interferences effect at the output of receiving indicator

was such, as this had to be in the presence of signal.

Page 204.

With the automatic reception/procedure the solution about the
selection of hypotheses /. or I', must be accepted as reception
indicator itself (its diagram) can take the form of two different
output stresses/voltages - output signals. To each hypothesis
corresponds its signal at the output. Errors in this case are
expressed in the fact that the signal does not correspond to signal

at the input.‘

Let us consider now a question about the criterion of
optimality. Depending on the combination of the real state and the

solution accepted can occur the following different situations:
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1) signal wvas and was accepted solution about its presence,

i.e., is correctly accepted hypothesis [

2) signal was, but was accepted solution about its absence,

i.e., is erroneous accepted hypothesis T,.

3) there was no signal and was accepted solution about its

absence, i.e., is correctly accepted hypothesis I',.

4) there was no signal, but was accepted solution about its

presence, i.e., is erroneously accepted hypothesis r,.

Each of these situations has their probability of appearance.
Let us designate them respectively p,, P:, Pis P¢. Very on itself
probability of one or the other error yet completely does not
characterize the connected with it "harmful consequences®™. Errors of
different character can have different "in the harmfulness”

consequences.

To account for the special features/peculiarities of errors and
harmfaul consequences, connected with their appearance, let us

introduce concept "value (cost/value) of error" either "fee/pay/board
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for the e}ror', or "magnitude of losses".

It is obvious that the harmful consequences of error and the
real effect of error on the work of system can be considered most
fully, if we take into account both the probability of erroneous
solution and the value of error. This leads to the concept of "risk"
pi

P1=prq.

The average/mean risk, connected with the entire set of errors,

can be found as the sum of "risks"

i * P==>:.Pah.
1

It is obvious, the optimum procedure it is possible to consider such,

" which ensures the minimum of the negative consequences, connected

vith the presence of errors.

Page 205.

Thus, the optimum procedure of processing we can consider such, which

R MR e s S

engsures the minimum of average/mean risk. During the detection of

RS

radio signals erroneous situations can be two forms - passage of

Lareww

signal and false detection.

R

© -
R e
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Then
P= P+ P (4.1.1)
vhere r,, and 7. - value of the errors of the passage of signal and

false detection: p, and p, - probabilities of erroneous solutions.

The practical use of this criterion meets with some
difficulties. Let us consider their reasons. For using the
expression, which gives average/mean risk, it is necessary to know
rep 8nd 72, During the detection of signal in different systems the
values of errors are determined by different facts. In the
informational connected systems the signal and pause carry identical
information - the presence of signals it corresponds to one, and its
absence - zero (during the use of the binary code). Therefore the
passage of signal and false detection give identical consequences. It
is obvious that with this simpler anything to take the value of error

for one, since the concept of value conditionally, i.e., rp=ra=l.

In the radar systems of the consequence of the passage of
signal, i.e., passage of target, differ from the consequences of
false alarm. In the phase systems (among other things of radio
navigational ones) the passage of signal leads to the need of
repeating the search, false detection causes the delay of search. The
value of errors can be determined by time loss during the search.

Thus, with that or other accuracy and persuasiveness the values of
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errors in some systems can be determined, in other systems their

determination causes difficulties.

Probabilities p, and p, are the combined probabilities p, -

probability that will occur two events: will be transmitted signal

] and it will be passed
L h Py=p(c,T.).

4 p(c, T',) depends on the probability of the fact that the signal

was transmitted, let us designate its p(c), and from the conditional

probability of the fact that in the presence of signal it was passed

in connection with the interference of interferences; let us

designate this probability p(l,/c).
Page 206.

1 .

i p(c) does not depend on the procedure of processing mixture and
is determined by the special features/peculiarities of the

! communication used. This probability is frequently called a priori or

pre-experimental.

Prom the probability theory it is known that

Pe==p(c.T) = p(c) p(Tofc)

ERENE ST k%ﬂ W#ﬁ’f. ETSATREC P~ S (N SUNR T 3.2
ERe. S R T I s Stk »

TSy By e ot .
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analogously it is possible to obtain p,=p(0,lc)=p(0)p(T./0).
where p(0) - the a priori probability of the absence of signal;

p(lc0) - the conditional probability of accepting the hypothesis

about the presence of signal when there is no signal at the input.

Prequently in the literature p(r,/c) designate ps or (I—D), and
P(Te/0) —pay ~ Or F. However, in this case designation does not stress
the conditional character of these probabilities and therefore
subsequently presentation will be preserved the recording, which

accurately reflects the essence of concepts.

Now expression for the average/mean risk can be registered in

the expanded/scanned form

p=ru.p(c) p(Ts[c)+7aP (0) pIT/0). (4.1.2)

Let us consider the factors, which affect p(0) and p(c).

In the connected informational systems during the use of the
binary code the probability of transmission 1 or 0 on the average is
identical, and if to one corresponds the presence of signal, and zero
its absence, then

P(c)=p(0)=0.5,
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Probabilities p(0) and p(c) in the radar and radio-navigation
systems to consider complicatedly. Under the specific conditions, for
example in the radars, which work in the mode/conditions of the
attendant survey/coverige of airspace, probability j, can be small.
Under other conditions there can be the situation during which this
probability is close to one, and therefore selection p(0) and p(c) is
difficult. Thus, to use the criterion of the minimum of the
average/mean risk when optimality is considered by the guarantee of
the minimum p (see 4.1.2), in the radio navigation and the radar,
little it is convenient, since selection p(0), p(c) ry 2and 7es causes

many difficulties and frequently carries conditional character.
Page 207.

Simplification in the criterion of minimum average/mean risk can
be achieved when all errors are identical with respect to their

negative consequences.

After placing rep=ra=], it is possible expression (4.1.2) to

reduce to the form

= poale=plic) p(Tofc) 4+ 2(0)p(Te/0).  (4.1.3)

vhere psa:- ~ total probability of error.

e e i, s B
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In this case the criterion of the minimum of average/mean risk

passes into the criterion of the minimum of the total probability of

error. This criterion is called the criterion of ideal observer".

1f, furthermore, p{0)=p(c)=0.5, then
Pom=10.5[p(Tofc)+ 2 (Te/0)] 4.1.9

and the value of the total probability of error or average/mean risk

PP p—
v o)
el ST

very simply is expressed as p(I,/c) and p(l,0).

Under the conditions for the work of radar and radio-navigation

systems it proves to be possible and appropriate to be assigned by A

specific value p(lyJ0), i.e., by the specific conditional probability of

false alarm. ]

Basic reason lies in the fact that frequently operation of
s stations occurs under the conditions when or there is no signal or
unknown, what it will be intensity; therefore basic error in this

mode/conditions can be "false alarm". So that the false alarms would

not cause the disruptions of the work of system, it is useful to

assign specific value p(/J/0). This is possible to do, since p(l'v0)

S Sy e

depends on diagram and interference level and does not depend on

signal,
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1t is obvious that under these conditions of optimum it is
possible to count the diagram which with given one p(ly0) will
ensure the minimum probability of the passage of signal p(r,/c) or
the maximum probability of its correct detection p(lc/c). This makes it
possible to formulate the criterion of the optimization of detection,
vhich differs from the criterion of minimum average/mean risk. This

criterion was called Neumann-Pearson criterion.

§4.2, Statistical description of interference, signal and their
mixture., Statistical noise characteristics were examined earlier.

However, it is useful to do one explanation.

Page 208.

During the detection of signal the observation of the mixture of
signal and interference or one interference alone can be continued
the considerable time, substantially greater than the interval of the
correlation of interference. Then for describing the process it is

necessary to have not one (during the one-dimensional distribution)

and not two, divided by interval r (during the two-dimensional

distribution), but many points, theoretically (during the continuous

observation of mixture) - an infinite number of points. In this case
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the distribution function, which shows the probability density of one
or the other combination of values, that characterize random process,

must be infinite-dimensional.

In order to avoid the difficulties, connected with the
statistical description of the prolongedly functioning interference,
it is necessary from the continuous functions, which describe random
process of y(t), to pass to selections y,, Ya, ++., i.e., to use not
entire set of points characterizing the continuous function of time,
but their limited number, which reflects the value of the function
through the specific time intervals. According to the known theorem
of Kotelnikov the selection reflects all basic properties of the
function of time, if the interval of the selection

N=ﬁ=§p
where §, - highest frequency of the spectrum of the function: & -

the interval of correlation.

The values of random process, undertaken through the interval of
correlation, are not statistically virtually dependent between
themselves. This makes it possible to radically simplify the
mathematical description of random process as the functions of time.
Prom the infinite-dimensional function of the distribution of

continuous random process it is possible to switch over to the

m-dimensional distribution function for m values of selection. Here
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¢
m=_;"'

where /&« ~ time of observation during the detection: t, - the
interval of the correlation: the m~-dimensional distribution function
can be obtained by the simple multiplication of the one-dimensional

distribution functions, valid for each .of the points of selection.

Page 209.

With one interference the selection is determined only by it.

Then

©(Yy Yar ... [0)=w(n,n,...)= ﬁ w(ng).

[

After using this expression and keeping in mind the stationary random
process for which the distribution function does not depend on time,

ve will obtain

3 »4
T

'(n"ll.,,,,)s “7':‘7.—0 " =

o_"

==-(—2.—'|a-r7‘-e- 2= (4.3.1)
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Wy .. /n)s—m-e '

! - dispersion of interference.

vhere o,

As we see, the multidimensional distribution function it was

possible to obtain in the simple form what is very important result.
Page 210.

In certain cases it occurs more conveniently to switch over from
the sum to the integral

2 e —
but Tl-t_'?'- o g '

then g = S v

y

o -—{mt)a
Yo b . . /n)—‘we v (42.2)

. since ol=w,,.

The physical sense of function w(y,, y,, ...) lies in the fact

that it shows, which the probability density of one or the other
combination #. 4 ..., ym.

Let us nov move on to the statistical description of signal. 1If
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all parameters of signal are known, then the voltage (field, current)
of signal on the input of receiver is the function only of time -
c(t). However, this case in the practice is encountered rarely.
Usually any of the parameters of signal or several parameters are
unknowns. These parameters can be random variables or random
processes. In the first case the parameter can be considered
constant/invariable during entire interval of time when is realized
detection. In the second case the random parameter of signal
substantially is changed for the time .of observation during the

detection.

From theoretical and practical point of view these two cases
differ from each other. Subsequently we will assume that the signal
is a function of the time and random parameters. Briefly this signal
can be registered in the form

BB (4.2.3)
where p, - random parameters of signal.

In the radio engineering Systems the chance of the parameter it

is possible to play different role.

If system, functioning, realizes only detection of signal, the

random value of the parameter does not contain useful information,

and the more such random parameters in the signal, the vorse the
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results of its detection.

In some systems, for example radar and radio navigational, after
the detection of signal usually follows the measurement of its those
parameters, into which is laid useful information, for example:

frequencies - for measuring of radial velocity, delay and phase'- for

ranging, amplitude modulation or phase displacement - for measuring

the direction.

o Page 211.

In this case the chance of the parameter, impeding detection, as a
whole in the system plays positive role, since the measurement of
;ag this parameter makes it possible to determine coordinates and

+ elements of motion. In the signal, besides the random parameters,
which carry useful information, there can be the parasitic

parameters, which do not contain useful information.

It is necessary to find the methods of the analysis of the
optimum detection of radio signal in general form on the assumption

that the signal has the random parameters.

Now let us examine the statistical description of the mixture of

interference and signal.




DOC = 83022908 race 27/

We will analyze the case when interference functions together i
with the signal and does not affect its characteristics and
parameters. Such interferences are called additive. Besides the
additive interferences, are even multiplicative whose special
feature/peculiarity lies in the fact that they are superimposed on
the signal, changing its parameters. Multiplicative interferences
occur, for example, in the case when signal and interference pass
through nonlinear circuits. In the majority of the cases interference

can be considered as additive.

Then the mixture, which functions at the input of receiver, is

simply the sum of interference and signal

¥ =) 4c(t,bbu...). (4.2.4)

Since into mixture enters the interference (random process), mixture
is also random process and must be described by the distribution
function. If all parameters of signal are known, then the chance of
mixture depends only on interference. The distribution functions for
the interference were obtained earlier. In the presence of signal

this expression will describe the distribution function for the

mixture, if we instead of m; register p—e.
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Thus,

-\" rg—ty)®
v(y..y;:'.../c-nb-ﬁ.—:;;m—e -t R (.4.2.5) (

Page 212.

Upon transfer from the sum to the integral, we will obtain

‘I
1
' iy {Wa8) = c (e at

w(y.. Yy o« ./Cﬂhw e .

(4.2.6)

wvhere ny, yi, & - value of the selection of interference, mixture and
signal, the undertaken through the interval correlations.

1f signal has the random parameters B8,, B., ..., the chance of
the values, taken by the selection of mixture, depends on the fact
that the interference is random process, and fact that the signal has

p of the random parameters.

The distribution function, which statistically describes this

process (mixture), must be combined.

Direct obtaining of the combined distribution function causes
difficulties. To it is considerably simpler obtain the conditional

function of the distribution of mixture for some any combination of

the values of the random parameters B8,, B,.... It will take the form (:;7
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W(Ya¥se oo fBasBre ... CN)= X

]
(2mely™/?
'l
-T:‘s (t)y=ct, b pP* at
e

X 4.2.7)

Transition from the conditional distribution function to the

combined will be examined further.

In other words, the probability density of group or combination
of values of y,, ¥;, ... will be determined not only by the
combination of these values, but also by the combination of the

values of the random parameters of signal.

Thus, are obtained the expressions, which describe the

statistical properties of interference, signal and mixture.

§4.3. Optimum procedure of processing mixture and likelihood i
ratio. Let us now move on to the conclusion/output of the i

relationships/ratios, which reveal the optimum procedure of

processing mixture.

Page 213.

For obtaining the expanded/scanned expressions, which show those
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operations which must be fulfilled in the receiver with the mixture,
it is necessary to express entering the formula of average/mean risk
probabilities p(r/0) and p(r',/c) through the statistical

characteristics (éistribution function) of interference, signal and

mixture, to find conditions, with which p is minimized.

Let us assume that is obtained the realization, given by
selection y,, ¥a, ... it is neéessary to determine, to what it
corresponds. The probability (the exact differential of probability)
that that the values of mixture will prove to be within the limits:
from y, to y,+dy,: from y, to y,+dy, and so forth, it can be found

from the relationship/ratio
dp,.,=wy ... [cA)dy,dy,... (43.1)

It is analogous probability that the values only of one
interference will prove to be within the same limits (from y, to
y.*dy,; from y, to y,+dy,, etc.) it can be found from the
relationship/ratio

dpp=wW, Vs ... /M)y, dth ..., (4.3.2)
w(y,, Ya, +++/¢c-n) and w(y,, Y., .../n) - conditional probability
dengsities for the obtained combination of selections in the presence

of signal and interference and only one interference.

Por obtaining p(l's/0) and p(r,/c) it is necessary to carry out
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integration dp,, and dpx within certain limits:

w(y,, yn .+.Jen) and (Y Yoo - - .[‘ll)'

is m-dimensional distribution functions, therefore, they can be
depicted in the m-dimensional space. This space can be divided into
two regions uwe and v, Region v, (region of signal) - this is the

region, which corresponds to solution about the presence of signal.

Region ue (region interference) ~ this is the region, which
oy corresponds to solution about the absence of signal and the presence

only of one interference. Then it is obvious that p(lJ/0), i.e.

P
A

probability that in the absence of signal will be accepted the

solution about its presence, can be found with the m-fold integration

with the limits, which correspond to region oue, i.e.

§ e P(rc/0)=s S e So(y,. Yu ... /n)dy, dy‘ . (4.3.3)
z : -
%

. Page 214.

% i
& Analogously it is possible to obtain

g .

PUe)={ {... (@Wos...lcn)dydy,.... (43.4)
°ro

PUefe)=( ... (@it .. [cD)dy,dy,.... (4.8.5)
®re

I

i [

3‘ (" ~.= . p(r./(") ot j ‘ co, Iw(ylt yl' ) ./ll)dy. d”. ce (4-3.6’
‘ °ro .
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" "Let us recall that

and
P(efe)=1—p(FJjc) A p(Fy0)=1—p([[0).

After using these relationships/ratios, it is possible expression for

p to convert as follows:
P="rapP (€) — rapp (€) p(["s/c) -+ rap (0) p(I'o/0).

After substituting into this expression the relationships/ratios
obtained above for p(ldc) and P(7/0), after using the fact that these
probabilities are obtained due to the integration in the limits of
one and the same region of signal oy, we will obtain

p=rup(c)— S S e S‘p (c).r.,.w(y..'y.. .. fea)—

re

—rap 0) WYy, ¥y, . - /M)Ay, ds. 4.3.7)
Let us consider now the conditions of obtaining the minimum p. Value
rpP(c) does not depend on that how is realized the reception of
signal, but it is determined by a priori data. In order during the
selection of the solution "signal to eat" or the acceptance of the
hypothesis . p had minimum value, it is necessary that the integral
on region s, would have maximum value. Since p(c), p(0)

s, s W(Y1, ¥3) - positive values, for guaranteeing the maximum value of




4

DOC = 83022908 PAGE ”7

integral it is necessary that the integrand would alwayi remain

positive.

Page 215.

In other words, the guaiantco of obtaining the minimum p during the

selection of hypothesis /; can be achieved/reached with satisfaction

of the condition

PC)ra® U Yo . . /D) 2P Q) W(Yy, oo .. .f0) *
or '

12® ' 43

During the acceptance of solution I', it is necessary to carry out
integration for region v, From these concepts, and also directly
from (4.3.8) it follows that the minimum average/mean risk also is

ensured, if during the selection of hypothesis I', is observed the

condition
o (0 8y . - fc0) rap (0)
(¥ N, . ./0) < -p'ﬁﬁ')-' ) (‘.3.9)

Relation (4.3.8) plays large role in the theory of the detection of
radio signals. It is named "likelihood ratio” and it is designated
I(Y2, Yar o) or I(y).

The principle of optimum detection lies in the fact that the
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reception indicator device/equipment must compute likelihood ratio

t{(y) and compare it with the threshold

rap (0
== ';' a3

If it proves to be that /(y)>N,, must be chosen hypothesis I,

"signal exists".

I1f it proves to be that I/(y)<N,, must be chosen hypothesis T,

there is no "signal". [

The relationships/ratios obtained above can be used when there
is an expression for w(y,, Y., .../c-n). It simply is obtained from
distribution functions for the interference when all parameters of
signal are known. Since, as a rule, the signal contains these or

other random parameters, necessarily in more detail to stop at "the

methodology of obtaining i(y).

Let us assume that the signal has the random parameters 8,, B.,

seees The fﬁnction of the distribution of mixture takes form (4.2.7).
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Page 216.

For the transition to w(y,, Y., .../c~n) we will use product rule for
probabilities or probability densities
WY Yar. . ..Bu B .. feo0) =
=®Wu .. fen)wBub. .. [Vt ..)=
=w0,0...)0 0w Ys.../BBy...), (43.10)
wvhere w(y,, ¥,s .../c~n) - the probability density of combination the
values of the random parameters of signal at the condition of the

presenée of signal;

w(Bi, Bas oee/¥1+ Y3+ ++.) - the conditional probability density
of one or the other combination of the random parameters of signal at
the condition of the fact that the mixture is characterized by the
realization, refiected in the specific combination, the values of

selection ¥., ¥Yas eeei

w(B,, Bss ++.) - the joint probability density of different

combinations of the values of the random parameters of signal;
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w(y.s Yas ooo/B:s B2, +++) - the conditional probability of the

specific combination of the values of selection y,, ¥,, ... under the

condition of the specific combination of the random parameters of

signal B8,, B,.

After multiplying all parts of equality (4.3.10) to d48,, 48,,
. .+, we will obtain the differential of probability. After carrying
| out then k-multiple integration for variable/alternating B Bsn ..., B

and so forth and after taking integral within the limits of all

possible values B,, B,, ..., Wwe will obtain

[0 . opn.. femo@.b.. s )dB d,...=
& pas

e I LR SRR N

& pas

(4.3.11)

Page 217.

®u(, ys ..Jc-n) — according to the sense itself as the probability

density of the random process, caused only on the interference and

A

the presence of signal, and not depending on the random parameters of
§' signal - is constant value for the variable 8,, B,, ... and can be
carried out as the integral sign;

S S ...IW@.-Pn-o ,”u”n)dpldp!-"-l:f'- |

since the conditional probability (for some realization y,, y,) of
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all possible values B8,, B, is equal to 1, since it exhausts their all

-

possible combinations. Then .

@ (U Fr oo ofM) =
=S S v SU@H B . )W (¥ Vs - - N[ W RY X - T
& pas ] '
(4.3.12)

The obtained expression is of great interest, since it shows that for
{ the signal with the random parameters the function of distribution

| w(y,, Ya, «../c-n), necessary for calculating the relation of
plausibility, can be obtained by integration, if are known the

function of the joint distribution of the random parameters w(g,,

B....) and conditional probability density the combinations of the

values of selection under the condition of some value of the random

parameters. As it will be shown further, in many instances these
functions can be found and obtaining w(y,, Y., .../c-n) for these
signals proves to be possible. Expression (4.3.12) can be used for

the purpose of obtaining likelihood ratio for the signal with the

. random parameters. After substituting (4.3.12) into the expression
;:f f for i(y) and remembering that in the absence of signal the
% ; distribution function depends only on interference and can be

introduced under the integral sign, we will obtain

! (y) == SS ...II(?--P---.-).
&pes

the relation
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is likelihood ratio for the specific combinations of values B8,, B,,
i.e., conditional likelihood ratio, then
'(y)=S S e S"(ﬁuﬁw--)‘(vnv.;.../9..9.. )X
spas

XdB,dB,... 4.3.14)
Page 218.

Since usually the random parameters of signal are mutually
independent,
e
U(pxl-pn-.-)=“”(p£)- [ ee .

* il

'it(y)=gg e [PEIBEY - Wt BB ) X
] .
S X dp, dB,. .. (4.3.15)

1f random parameter is one, then expression is simplified

I(y)= }‘w ® ! (Ws bhr - - [BYB. (4.3.16)

It is necessary to focus attention on the fact that the optimum
receiver does not fulfill the function of the amplification of
signal, but is realized only selection. Virtually always the signal,

accepted by antenna, is very weak and must be intensified. In this

.

case together with the signal are reinforced the interferences.
Amplifier stages can possess the selectivity which must be taken into
consideration. However, usually the selectivity of the

cascades/stages, which realize amplification, is sufficient only for

the preliminary selection of signal and is distant from the optimum.
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Reception indicator device/equipment consists of: antenna,
amplifier stages and the cascades/stages, which realize optimum
working/treatment of mixture. The study of antennas and amplifier
stages of receivers is independent theme and cannot change
fundamental posing of the question about the optimum detection.
Therefore in the following presentation by term reception indicator
device/equipment will be understood only that part of the equipment,

which realizes isolation/liberation of signal from the interferences.

Page 219.

It will be considered that mixture y(t) is sufficiently intensified
for the work of the end devices of receiver-indicator. Having used
the obtained above general/common/total expressions, let us consider
the role of phase in the detection of radio signals. For this it is
convenient to take the models of signals characterized by the
statistical characteristics only of phase (;ignal with the known, the
random and fluctuating phases and the known remaining parameters).
Certainly, important role in the detection plays the chance of other _
parameters of signal - amplitude, delay, frequency; however, into our
problem does not enter the comprehensive analysis of detection. It it

is possible to find in [4.1, 4.2].
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§$ 4.4. Optimum detection of signal with the known parameters.

Using theory presented above, let us find the procedure of optimum
working/treatment or the diagram of optimum reception/procedure
during the detection of the signal whose all parameters are known, at
this y(t)=c(t)+n(t) in the presence of signal and interference and

y(t)=n(t) in the presence of one interference.

The function of the distribution cf interference is given by
expression (4.2.1). The function of the distribution of mixture in
the presence of signal is given by expression (4.2.5). Signal has

duration ..

Likelihood ratio

=e .I-Ie 8wl . (4".1)

After noting that ol =N/ x M=3;-.—. in the manner that Afe==x,,
vhere f4a— band of interference; N, - jamming density, we will
obtain, observing signal entire possible time, i.e., taking ¢=¢,,’

~AE 4 £ e
lgy=e ™ o = (4.4.2)
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Bearing in mind that addition m of terms is similar to integration in

the limits from 0 to ¢, where

it is possible from the sums to switch over to integrals.
Simultaneously we will use the fact that c:At is energy of the
elements/cells of signal into which it is divided/marked off upon
transfer to the selection. Then

Y ar=a.,

=l

where &.—. energy of signal.

Upon transfer from the sums to the integrals, wve will obtain

[J

_.%': '!ﬂ:m“m‘
I)=e e @ : (4.4.3)
let us find the logarithm
e . 2f
Inl(p)=—F—+5 (ye@ar. “.4.4)
e

Writing/recording limits from 0 to /., we assume that signal delay is

equal to zero, since it is congidered known.

Page 221.
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Is chosen hypothesis "signal is", if

l..
lnl(y)=—-ﬁ-'.-+-ﬂ’;-5c(t)y(t)dt>lnlI,

or
t,
5M0ﬂ0ﬂ=2>n“ (4.4.5)
and hypothesis there is "no signal®, if
‘G
{y@ett=2<0, (4.4.6)
p o
M=l tan, 44 (4.4.7)
with I, =1
n,= _;_

The obtained relationships/ratios are shown, which optimum procedure
or the algorithm of working/treatment of mixture or which the optimum
diagram of reception/procedure during the detection of signal with
the known parameters. As can be seen from formulas, in the optimum
diagram the mixture, supplied to the entrance of receiving indicator,
must be multiplied to the signal (more precisely saying, to the copy
of signal), i.e., in the receiving indicator should be created copy
of signal, then after integration result is supplied to threshold or
comparator, wvhich has threshold M. 1f value at the output of
integrator exceeds threshold, wve consider that the signal exists
(hypothesis /), if it does not reach threshold, then we consider that
there is no :igndl (hypothos{s r'.). The diagram, which realizes
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optimum procedure, is given in Pig. 4.4.1.

The combination of multiplier and integrator is frequently
called "correlator”, and integral j.y(t)c(t)dt is called "“correlation
integral®. The diagram, which realizes optimum detection, consists of
the elements/cells which can be simply realized. As the multiplier it
can be simply realized. As the multiplier can be used, for example,
phase discriminator. It is known that the output stress/voltage of
phase discriminator is proportional to the product of reference
voltage (here the copy of signal) and input voltage (here mixture).
As the integrator can be used, for example, chain/network RC with the

slow response.
Page 222.

As the being congruent/equating cascade/stage can be used, for
example, closed diode. Cutoff voltage (threshold) must be supplied
from the external source. From the output is put out direct voltage,
when receiver-indicator accepted the solution about the presence of
signal by the entrance, and is put out no stress/voltage, if
receiving indicator accepted the solution about the absence of signal
on the entrance. The stress/voltage, removed from the output, can be
used for the recording and the subsequent decoding or for the feed
into the logical and computers. The greatest difficulties can arise
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with the generator of the copy of signal (GKS). However, in the
principle, since all parameters of signal are knowﬁ, the copy of
signal it can be formed analogously how is formed/shaped signal
itself at the transmitting end/lead. Thus, it is possible to arrive
at the important conclusion about the fact that the theoretically
obtained diagram of the optimum detection of the signal whose
parameters are known, can be realized. The optimum diagram of the
detection of signal according to the essence is constructed on the
determination of the mutual correlation between the copy of signal
and the mixture. In other words, optimum receiver is constructed on
the principle of mutual correlation, or realizes the

mutual-correlation method of reception/procedure.

In the implementation of mutual-correlation optimum receiving
indicator must be used the generator of copy; therefore fréquently
such diagrams of the detection of signal in the interferences are
called the diagrams of active filtration in contrast to the diagrams
of the passive filtration, in which are used the matched filters.

During the creation of practical diagrams appears the need for their
addition.

The theoretical diagram, shown in Pig. ¢4.4.1, is the diagram of
one-time action, i.e., if are known the parameters of signal, then

after including/connecting this diagram at the moment of the time
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wvhen can be begun signal, after observation for a period of time,
which corresponds to the duration of signal, at the moment of the
termination of its action is accepted the solution about presence or
absence of signal on the entrance of receiver. For the reception of
the following signal the diagram is not suitable, since accumulating
due to the action of interferences or signal and interferences at the

output of correlator stress/voltage is not equal to zero.

On the basis of the assumption about the ideality of integrator, f
it is possible to expect that this stress/voltage will be retained

how conveniently for long.
Page 223.

For guaranteeing the reception of the following signal it is
necessary diagram to return into the initial state, for which is
necessary value at the output of integrator to lead to zero.
Consequently, for the continuous functioning of diagram it must be
supplemented by the key/wrench, vhich closes the output of integrator
to the earth after each operation of the detection of signal.
Purthermore, diagram requires one more addition. It was previously
noted that the comparison of value at the output of correlator with
the threshold must be realized at the specific moment of time, namel

at the moment of the termination of the action of signal.
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Furthermore, diagram requires one more addition. It was previously
noted that the comparison of value at the output of correlator with
the threshold must be realized at the specific moment of time, namely
at the moment of the termination of the action of signal.
Consequently, stress/voltage from the output of correlator must be
supplied to the threshold device/equipment not continuously, but
during the short time interval (at moment/torque t¢={). This role in
the diagram can fulfill the key/wrench, which is closed at
moment/torque' t=t,. The diagram of optimum detection taking into
account these additions is given in Fig. 4.4.2. It is obvious that
the obtained diagram in the equal degree is suitable for the simple,
serrated and noise-like signals. The more complicated the signal, the
more complicated its copy and the more complicatedly must be the
generator of the copy of signal. In this case it is necessary to note
that the copy must be reproduced with the high accuracy in all
parameters of the signal: to amplitude, law of its change, to delay,
lav of a change in the phase, to initial phase and to frequency.

. Especially great difficulties appear during the reproduction in the
copy of the phase of signal. To ensure this frequency stability so
that phase displacement qf independently wvorkers of transmitter and
generator of copy during would be preserved for a long time, proves

to be very difficult problem.
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Fig. 4.4.1. Diagram of optimum Qecéiéiéhwa signal with known
parameters: x - multiplier; f~ integrator; GKS - generator of copy

of signals; a,— threshold device/equipment.
Page 224.

Therefore, even if it is possible to claim that the phase of signal
is known, the technical difficulties of the realization of a precise
copy of signal on the phase make it necessary in the practical
diagrams to use phase synchronization with the help of the

narrow-band servo all-pass filters.

Let us consider nov the processes, which occur in the diagram
under the influence on it of the mixture of signal and interference
or only one interference. Knowing the processes, which occur at the
output of correlator, it is possible to explain many special

features/peculiarities of the work of diagram.

Let us consider the work of diagram under the effect only of one

interference. Let us designate process at the output of correlator by i
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symbol Z.

In the presence only of interference we will obtain

2y == S‘ n(f)c(f)dt. (4.4.8)

Let us pass from integral to the sum, for vhich we will use the

selection, undertaken through the interval of correlation. Then at

the moment of the termination of the action of signal (t=¢,)

»
z--xﬂlllu-
1]

2
T
-

ot

o L

Fig. 4.4.2. The diagram of optimum reception/procedure with the

further devices/equipment: x- multipler; J= integrator; =n,-

threshold device/equipment; GKS - generator of the copy of signals.

()
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Page 225.

At other moments of time '(t={,<t,)

[
z...-zc.nlu.
-l

vhere ¢;—~the selection of signal; n,— selection of interference;
- .-—“'-‘-8 l-—h—.

As is evident, value Z,, for any value ¢=¢, is the random
variable, which is obtained as a result of the addition of random
variables cinf. It is known that with the addition of the random
variasbles, wvhich have normal distribution, the function of the
distribution of sum remains normal, and the dispersion of sum is

equal to the sum of dispersions.

. 1t d—dispersion of interference, then the dispersion of each
member of sum will be omde’clan,

The dispersion of value 2, is equal to

O {-E.q:.

Bk b i I YT T P T
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‘ » ’ ' .
but ;.c:u-&—'- energy of signal; :
- M-T.
»

Then o:--;}&‘ or e,

449

In the absence of amplitude modulation, i.e., for the simple and

noise-like signals, & =pefs and
dmtpts,
s 2

Corisequently, when, at the entrance, the optimum receiver of

When (=, <t

interference is present, at the output of correlator appears

’

interference 2 having normal distribution and dispersion,

proportional to energy of signal, and within the limits of the time

of action of signal proportional to the time, calculated off its

b’ginning.

Page 226.

The distribution function for value 2 will take the form:

= S (44.10)

“tmgpoe |
Let us consider the work of diagram during the supplying on the
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entrance only of signal. In this case for the moment/torque ¢=/

‘C
Ze -..—.5 et () dt = Be: (4.4.11)

at the intermediate moments of time (=4

Zex= Be.x-
For the signals, which do not have amplitude modulation &= Pel»,
moreover 5#<!{, and time is counted off from the beginning of signal.
It is important to emphasize that no other parameters of signal,
including width of the spectrum of signal, connected with the

presence of any modulation, affects the output of correlator.

Let us consider the work of diagram during the supplying to the

mixture of interference and signal.

In this case for t={,
1, t
z,= S et (1) dt + 5 n(t)e(r)de. (4.4.12)

At intermediate points will be changed limit :¢=¢{, The obtained
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integrals were in detail examined earlier. It is obvious that
Z,=2.+2,. Consequently, value z,_is a sum of determined value 2z, and

random variable z.

Then 2z, can be considered as random variable with the nonzero
average/mean value and the one-dimensional function of distribution

will take the form

_(3 —&)!
w(z,)=-’-,—;=-ite S (4.4.13)

Page 227.

I1f we examine not one point, but entire time interval during which
can function the expected signal, then z will be the random process,

unsteady, with the changing average/mean value and the dispersion.

From the given formulas it is possible to find the ratio of the
voltage of signal to the rms value of interference at the output of

-

correlator, at moment/torque f=f,

e y’—.*NZ..- (4.4.14)

At the moment of the termination of the action of signal this

relation reaches maximum.

Consequently, on the output of correlator the ratio of the
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voltage of signal to disturbing voltage depends only on energy of

signal and jamming density.

Fig. 4.4.3 gives the curves, which characterize the work of
diagram, under the effect of one interference in the cases: a -
interference at the entrance; b- the copy of signal (for simplicity
of image_the expected signal - simple pulse and it is undertaken the
corresponding to it copy); ¢ and @ - output potential of correlator.
From the figure one can see that with the unfavorable confluence of

the facts interference can exceed the level of (threshold 4).
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Fig. 4.4.3. Processes in diagram of correlator under effect of
interference.
Page 228.

Then value at the output of optimum receiver will correspond to
hypothesis Fo—*5%ignal exists" although at the entrance signal it
is absent. Fig. 4.4.4 gives the curves, which characterize the work
of diagram under the effect of one signal in the cases: a - simple
signal and its copy; b - value at the output of correlator; c -
serrated signal, which consists of five impulses/momenta/pulses and
its copy; d - value at the output of correlator; e - noise-like
signal and its copy (for an example is undertaken five-impulse Barker

code); £ - value at the output of correlator.

Por convenience in the comparison all signals are undertaken
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equal pover and equal energies. At the moment of the termination of
all three signals, at the output of correlator there will be one and
the same value of value 2, i.e., the stress/voltage, removed from the

correlator, will be identical.

With the correctly selected threshold,-which considers energy of’
signal and a priori data, the stress/voltage from one signal on the
output of correlator will compulsorily exceed threshold and will

occur correct detection. .
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[ .F‘)
Fig. 4.4.4. Processes in diagram of correlator under effect of

signal.

Page 229.

Fig. 4.4.5 gives the curves, which characterize the work of
diagram under the effect of the mixture of signal and interference.

Por simplicity of image the signal detected is undertaken simple

pulse. The curves a -~ the mixture of signal and interference; b -

| copy of signal; c and d - value at the output of correlator. It is

| obvious that with the unfavorable confluence of facts the
interference can so influence the output value of correlator, that it
will not achieve threshold (curve d), in spite of the presence of

siénal. Will occur error in detection, since signal there will be
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passed. Since the dispersion of value 3z, is determined by the
jamming density N, and does not depend on its dispersion o, and
value &, determined by signal, depends only on energy of signal, the
results of detection vill depend only on N, and §. Whatever wvas the
signal - simple, complicated, noise-like, result will be one and the
same, if their energy is identical. Consequently, from the point of
view of the detection of signal in the fluctuating interferences
there is no sense whatever to complicate signal, since this widens

its spectrum and complicates the generator of the copy of signal. ;
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Fig. 4.4.5. Processes in diagram of correlator under effect of

mixture of signal and interference.

Page 230.

In all cases for the best detection at the given value of N, it
is necessary to increase or the power of signal or its duration. The
equivalence of these measures is observed only with respect to the
natural fluctuatihg interferences. However, in the case of acting
electronic jamming different signals behave differently, and as a
regsult are obtained different resolutions and accuracies of

measurements.

It is possible to formulate important the conclusion that in the

necessary cases has the capability by any form to complicate the

signal, in this case (during the correct design of receiving
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indicator) the conditions of the detection of signal against the
background of natural fluctuating interferences do not deteriorate.
FPor the evaluation of the quality of the detection of signal by
optimum diagram it is necessary to find average/mean risk.

For the calculation p it is necessary to find p(r_,/b)' and
p(r,/c). For the determination of these probabilities it is
necessary, knowing distribution for values 2, and 2, to find the
probabilities of the fact that at the moment of the termination of
the agtion of signal value 2, will exceed threshold, but value gz,
will not achieve threshold.

»
p(T/0) @nd P(T'dc) can be found with integration w(z) within the limits
from the threshold to » and w(z) in the limits from - to the

threshold:
5
r =
P(Fo/0) =-7§‘-.—£ e T0dz,, (4415
n, - & —&e
i (]
PLdfe) == g So dz,. (4.4.16)
' —®

rig. 4.4.6 gives the functions of the distribution of values 2 and
z,, are shovn the threshold and areas, vhich give p(f/0) and p(r./c).

Page 231.
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Por obtaining the formulas, convenient for the numerical
calculations, let us switch over to dimensionless gquantities; let us !
designate:

Pt =l om0l g

or, bearing in mind that o' =%  ye obtain

b=/ Btal, + ) F |

After substituting dimensionless variable into expression (4.4.5), we

will obtain

e _ 1.,
P'(rc/0)=-';-;—;-£e : ‘ﬂ=l-—F(i.)=

=1 —F(}/g‘:-lnn.-i-}/?w{)- | 4.4.17)

vhere F(y)— tabulated integral;

ide
F(E‘)==—l—— e dt,

For the criterion of ideal observer and with p(0)=p(c)=0.5 N ,=1,
then

prio=1—r(y g=)  6a1m

After leading for p(r,/c) analogous conversions, we will obtain

purvam1—F(Y TV T mm) @am
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Fig. 4.4.6. Functions of distribution 2z, and 2z,

Page 232.

Por the criterion Jf ideal observer and with II,=1

p(Tye)=1 -F(;/ -}j) (4.4.20)

Most convenient in the radiolink systems .for the comparison with

other signals is the case'n,-l.

In this case

Pom=08[p(Iyfe)+p (o0 =1—~F(} ;’N.: ) (4.4.21)

The curves of depéndencc, which characterize the probability of

errors on relation E/N, are given in Fig. 4.4.7. As can be seen from
formulas, the probability of errors and minimum average/mean risk

during the use of an optimum diagram of detection are determined by

relation &/N,, Por using the obtained formulas it is necossafy to

know r,, rey, P(c) and p(0). As it was noted above, in many instances,
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for example in the radio navigation and the radar, determination or
selection of these values prove to be virtually impossible. Under
these conditions the calculation p or pem is also impossible, and
the quality of the work of diagram must be evaluated according to

another criterion.

From the relationships/ratios it follows that the a priori
values, i.e., II,, affect only the value of threshold. The wvork of the
remaining part of the diagram, namely correlator and the generator of
the copy of signals, in any way of them does not depend. Thus, with
uncertainty rmn 7a p(c) and p(0) cannot be realized the optimum
diagram, which ensures minimum average/mean risk, only due to the
uncertainty/indeterminacy of threshold. In this connection it is
necessary to recall those considerations which were given above on
Neumann-Pearson criterion. lnitial requirement for the diagram in

this case is the guarantee of given one p(ry).
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Pig. 4.4.7. Probability of errors for criterion of ideal observer.

Page 233. |

After using relationship/ratio (4.4.15), wve will obtain
p(l'./O)-l—F(!.:- -

=1-F(V;§.-:n,): (4.4.22)
further it is possible to obtain

=Y B ag Pl p(Fo0),  (4.4.29)

where argF designates inverse function; O, 4.n— threshold during the '

L]
use of Neumann-Pearson criterion on a priori data |[r,, re 2(), 2(c)]

does not depend.

Optimum diagram must provide maximum p(/,/c) or minimum p(r,/c)
vith assigned magnitude (/0. p(/,/c) it is possible to compute by

integration in the limits from threshold HN,,, to =, i.e.,
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( -0.)'

o«® o
1
P(Tofe) = g S « " s, (4A420)
Mg n-n SR
After fulfilling integration, we will obtain
p(ch)-l—p(r./c)-

=1 YT _ag Pl p(T O} U420)

Fig. 4.4.8. Probability of detection of signal for Neumann-Pearson

criterion.

- Thus, the probability of the correct detection of signal is
| determined only by relation &/N, and given value p(/./0).

The curves of dependence p(/¢/c) on @,/v, are given in Fig.
i 4.4.8. In the diagram where the threshold is determined on
Neumann-Pearson criterion, the minimum of average/mean risk is not
provided.
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Page 273.

zf;.a. Use of matched filters in the diagrams of the optimum
reception of signal with the random phase. Evaluation of the effect
of the chance of phase: It is of interest to consider the possibility
of replacing the two-channel correlator by matched filter. The
characteristics of matched filter, form and value of the ejection of
signal at its output do not depend on the phase of signal.
Consequently, matched filters in the random and known phase of signal
must be identical, but as a whole of diagram they must be
characterized essentially by the elements/cells, included after

filters.
Page 274.

Matched filter has that special feature/peculiarity, that at the
moment of time, which corresponds to the termination of the action of
signal, it is analogous to correlator and, therefore, value for its
output is also expressed by correlation integral. In the random phase

of signal the diagram must reveal/detect not the instantaneous value
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of output potential of matched filter, but its envelope. At the
output of matched filter is a stress/voltage of radio frequency whose
phase is unknown, since the phase of the signal, which functions on
the matched filter, is by chance. 1s obvious that under these
conditions is feasible only the one method of the
development/detection of envelope, namely the inclusion/connection of
ordinary detector. A synchronous detector cannot be used, since the
phase of signal is not known. Consequently, matched filter with the
detector can replace two-channel correlator. Iﬁ this case it is
necessary to have in mind which in the optimum correlation diagram,
depicted in Fig. 4.7.2, not only is revealed/detected the envelope B,
but with it are realized complicated nonlinear conversions, in

accordance with function ln 1,(2B/N,).

In this respect the diagram with the matched filter and detector
is convenient, since detector usually not only reveals/detects

envelope, but also realizes its nonlinear conversions.

Pig. 4.8.1 gives function 1n I,(x); as can be seen from figure,
in the initial section it is close to the parabola and with x>>1 is
close to the straight line. It is necessary to note that in many real
detectors the detected stress/voltage has analogous dependence on the

amplitude of subject to their entrance of the stress/voltage:

e ] ) o p e

!
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vhere b ~ coefficient, depending on detector; Au - detected

stress/voltage; 4x— amplitude or the envelope of alternating

voltage, subject on the detector.
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Fig. 4.8.1. Function 1ln I,(x).
Page 275.

If we consider B as envelope (at point {={) of radio-frequency
output potential of matched filter, then expression 2B/N, gives the
value of this stress/voltage, led to another scale. Then it is
obvious that has the capability this identification of the parameters
of detector and given envelope at the output of filter, so that

bu.==%%; in this case detector will not only realize its basic
function, but implement such nonlinear conversions which escape/ensue
from the algorithm of the optimum processing of signal with the
random phase. In this case the diagram of optimum reception/procedure
will take the form, depicted in Fig. 4.8.2. However, this precise
selection of the characteristics of detector and the values, supplied
to it stresses/voltages, is not necessary, because, as already
mentioned earlier, the indirect conversions of value B were necessary

80 that it would be possible during the detection with the minimum
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average/mean risk to produce its comparison with the simply specific
threshold. To the same results it leads another version of the
diagram in which the detector is taken by close one to the ideal,
i.e., it simply reveals/detects the envelope of B, without its
nonlinear conversions. But then threshold must be determined
according to the more complicated rules. The diagram, which
corresponds to this case, is given in Fig. 4.8.3. It is possible to
use detectors with any charaéteristics, results in this case will not
be changed, but will be changed the rule of the calculation of

threshold. Matched filters possible to use also in the systems with

the active pause.
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Fig. 4.8.2. Diagram with the matched filter for the optimum reception
of signal with the random phase: C® - matched filter; N - detector; N
- threshold device/equipment; 1n 1,(2B/N,) - the block of nonlinear

conversions.

Page 276.

The diagram of optimum recognition in this case will take the form,

depicted in Fig. 4.8.4.

Let us compare now the work of diagrams with the correlators and
the matched filters with the reception of signal with the random

phase.

Their basic difference lies in the fact that diagram with the
correlator computes one point of the autocorrelation function of
signal, and matched filter at its output reproduces entire

autocorrelation function on real time.

Single-channel correlator, as this follovs from (4.4.5), under

the effect of one signal will give
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. ‘G
z.=5 c(t)e(t)dt.

1f we create between the signal and its copy delay r, then

-

‘C
Zqws 5 c(t)c(t —)dt. (4.8.1)

Since the signal begins at moment/torque t=0 and ends at
moment/torque ?={, it is possible to change the limits
+e0
Zo= j c(t)c(t—v)dt. (4.8.2)
. - *
Expression (4.8.2) with an accuracy to constant factor corresponds to
expression for the autocorrelation function of signal. With the given

one r will be obtained one point of this function.
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8, T %

Fig. 4.8.3. Diagram vith by matched filter with threshold #, for the
optimum reception of signals with the random phase: C® - matched

filter; U0 - ideal detector; a,- threshold device/equipment.

Page 277.

For example, for the pulse signal, by changing r and by taking a
large number of readings, it is possible to obtain the curve,
analogous to that depicted in Fig. 2.2.1. In the two-channel
correlator phase displacement of signal and copy transposes to affect
result, and this diagram will reveal/detect the point of the

enveloping autocorrelation function of signal.

In connection with this the correlation diagram in question for
its functioning requires the knowvledge of the values of signal delay,
and output potential of diagram, preservable long time by constant,
require "reset”. The knowledge of signal delay in these diagrams is
necessary also in order to manage the moment/torque of taking the
reading - the acceptance by the diagram of solution. Since the delay
is usually unknown or is changed, then for it is necessary to realize

tracking with the help of the independent diagram (device/equipment).
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The work of diagram must begin from the search and the tracking. All
this complicates device/equipment and procedure of the start of

system.

Diagram with the matched filter functions differently. The
responses of matched filter to the signal it is described by the

known expression

[ 4
zo (t)= 'f w(t~T)c(T)dT. (4.8.3)

Since the signal c(t) begins at moment/torque t=0, i.e., for T<0

c(t)==0, lower limit can be changed on -e.
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Pig. 4.8.4. Diagram with the matched filter of the optimum

recognition of the signals: C® - matched filters; 1 - detectors.

i Page 278.

] Response to the elements/cells of signal during, that follows

after t=T, does not change the output stress/voltage, computed for

moment/torque t. This gives the possibility to change upper limit on

+o, then

+»
z2e(t)= 5‘ W(t—T)c(T)dT; (4.8.4)

but for the matched filter

Nc(t)=c(te—1)

or
Net—=T)=c(te —t+7).

Then

4
Zeol)= [ cte—t+T)eMat, (4.85)

-

t=t, we obtain
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<+
Zeg (t=1g)= [ c(T)c(T)dT, (4.8.6)

i.e., value 2z, when (={, corresponds to the value of the

autocorrelation function of signal with r=0, At the intermediate
moments of time from t=0 {(for t=0 is accepted the moment/torque of
the beginning of signal) to ¢=f: and when ¢>! it is necessary to use
general/common/total expression; however, it is more convenient to
this expression to give another form. We will realize a countdown

from t=t, for which let us introduce variable/alternating f;=¢—¢,.

Then the function, which describes a change in the response

(output) of matched filter under the effect of signal, will take

form,

+»
Zeo(t)) = S ¢(T—1t,)c(T)dt, (4.8.7)

-0

which coincides with the expression of the autocorrelation function
of signal. Hovever, in expression (4.8.7) t, - not fixed/recorded

delay time of copy relative to the signal [as it takes place for r in

the expression (4.8.2)]), but the current time, calculated off the

moment/torque, which corresponds to the end/lead of the signal.

Page 279.

Thus, the response of matched filter on real time reproduces the :
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autocorrelation function of signal.

At the output of the detector, connected after matched filter,
vhich corresponds to the diagram of the optimum detection of signal
wvith the random phase, will be revealed/detected the envelope of the

autocorrelation function of signai.

For the functioning of diagram with the matched filter and the
detector the knowledge of signal delay is not compulsory, but the
moment/torque of the maximum (peak) of signal will be changed in the
dependence on signal delay. Therefore for accepting solution (i.e.,
the acceptance of hypotheses s either I, lei or [l) it is necessary
to know signal delay and, using it, to manage the moment/torque of
the switching on of the "decisive” circuit. On the diagrams (Fig.
4.8.2, 4.8.3 and 4.8.4) this is represented in the form of the
key/wrench, which is closed at moment/torque /{=!(. Virtually
difference from the correlation diagrams lies in the fact that for

the beginning of the reception of signal is not required its search

on the delay:
interferences

the procedure

it will be accepted and isolated with filter from the
immediately, as soon as it will appear. This simplifies

of the introduction of system to action and it permits

implemention of tracking the delay on the signal, observed at the
output of matched filter, isolated from the interferences. For an

example in Pig. 4.8.5 for the simplest noise-like signal, formed on
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the Barker code, they are depicted: a - signal; b - output
stress/voltage on the matched filter with the detector, i.e., the
envelope of the autocorrelation function of signal; dotted line there
showed response with a change in signal delay on f; ¢ - output
stress/voltage on the two-channel correlator with r=0; @ - output
stress/voltage on the two-channel correlator wvhen v=f, From all that
has been previously stated, it follows that the matched filter
"compresses” signals, if they have an autocorrelation function,
characteristic for the noise-like signals (with one narrow main bang
Pipe), but it does not possess phase and time selection. If selection
is required, then it must be realized by the diagrams, connected

after filter.

Correlator does not "compress" signal, its output stress/voltage
increases smoothly and it depends on energy of signal, and not on its
autocorrelation function. Correlator possesses phase and

temporary/time selectivity.
Page 280.

With a change in signal delay the output stress/voltage of
two-channel correlator at the moment of the termination of the action
of reference signal (copy) will depend on the appropriate point of

the enveloping autocorrelation function. Consequently, diagrams with

k-
< e
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the matched filters and the correlators will give close in essence,

but results different in form.

The technical realization of filter and correlation diagrams

encounters different difficulties. Filtration and accumulation in the

> <
B P e

matched filter is realized on the radio frequency. If signal

~£‘ complicated (pulse packet or noise-like signal), then its spectrum -
amplitude-frequency or phase-frequency, and consequently, the
characteristics of filter prove to be complicated and the production
of such filters, especially with the large bases of signal, requires
such high accuracy and stabilities of the elements of the networks

vhich are ensured with the great technical difficulties or not at all

can be achieved/reached.
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=0

Fig. 4.8.5. Responses of matched filter and two-channel correlator to

the noise-like signal.

Page 281.

In the correlation diagrams the accumulation is realized in the
simply realizable device/equipment - the integrator, which functions
on the direct current. Basic difficulties are connected wvith the
creation of the copy of signal, it is more precise with the control
of its delay and of phase (if is used not two-channel, but
single-channel correlator), or with the search for signal on the

delay.
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In connection with the difficulties of the realization of

correlation and filter diagrams, especially for the cases of serrated

and noise-like signals, considerable attention is paid by that
combined - correlation-filtration diagrams. In these diagrams are

used multipliers with the reference signal and matched filters.

As an example let us give the following combinations which can

be used for the phase-keyed signal.

1. 1Is realized phase tracking of signal; on delay no search and
tracking. Then in the multiplier, to which are supplied the radio
code and continuoﬁs reference signal with the requiring phase, radio
code is converted into alternating video code or into the packet of
video pulses. Matched filter in this case with the use
video-frequency delay lines is realized considerably simpler than on

the radio frequency.

2. Is realized search and tracking on signal delay; on phase
there is no tracking. Then in the multiplier, to which are supplied

the radio code and alternating video code, radio code is converted

e

into the prolonged unmodulated signal with the random phase, which
can be treated in a comparatively simple "single-tooth"™ matched radio

i I filter.
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3. Search and tracking neither on delay ror on phase are

realized. Then signal can be fed to the quadrature multipliers whose

output stress/voltage will contain alternating video code or packet
of video pulses; the amplitude of video pulses in the quadrature
channels will be random and will be determined by random initial

phase.

In each of the channels video codes are treated in the matched :

filter, after which is realized quadrature addition. The diagram

- indicated is given in Fig. 4.8.6.

B Page 282.

s I As the matched filters for the alternating ones it is video

5 code, developed by quadrature multipliers, in it used the delay lines
i;é with the diversions/taps with which are connected the

. cascades/stages, which ensure the equality of the amplitudes of the

summarized video pulses and change in their signs in the specific

4 rule - code.

The authenticity of the detection of signal with the passive

';§ pause or the recognition of two nonzero orthogonal signals little is
% : changed in the dependence on that, is known the phase of signals or
o * I
2 . (it is by chance, i.e., it is not known, but it is constant. Loss in
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the energy of signal with the high authenticity, i.e., a small
probability of errors pss during the passive pause and the
use/application of a criterion of ideal observer, small probability
of false alarm p(/./0) during the use of a criterion of Neumann-Pearson
and small probability of the renaming of signals (pow) in the systems
with the active pause, proves to be small. An increase ?n the energy
of signal by 10-25% in the usually utilized modes/conditions makes it
possible to compensate for the deterioration in the authenticity,
caused by the chance of phase. The chance of phase is substantially
manifested only with weak signals (Ec<WN.). but these modes/conditions
are not usually of interest due to the insufficient apthenticity of

detection (recognition), which in this case occurs.

L
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Fig. 4.8.6. The correlation-filtration diagram: Mp - receiver; X -

multipliers; I'oH - reference generator; JI3 - delay line; ()* -

square-law function generators; + - adder.

Key: (1). Output.

E
*i‘ i
R
ﬂjf Page 283.
gi |
% The aforesaid directly escape/ensues from the curves, depicted in
:2 : Fig. 4.7.4 and 4.7.9. Consequently, basic effect on the detection of
£ ' signal in the noises proves to be the use of information about the
s constancy or known change in the phase of signal. Further information
%@ about the concrete/specific/actual value of phase does not give
g, essential improvements in the isolation/liberation of signal from the
:i; interferences.
¥
1%; Since the technical realization of correlation and filter
4 (
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diagrams substantially is simplified in the case of the failure of
the use of a concrete/specific/actual value of the phase of signal
and during the orientation for the chance, since in this case is not
required phase tracking, but deterioration of the quality of
reception/procedure is small, the greatest use/application have the

systems, in which are used the signals with the random phase.

However, to these signals in the radio communication are
characteristic some limitations. In the random phase of signal it is
not possible to create orthogonal signgls by phase displacement to
90° and opposite signals by phase displacement on 180°. Orthogonality
is achieved by shift/shear in the frequency, which widens the section
of frequency band, utilized by a system. Tendency to reduce this
limitation led to creation of systems with the active pause, and with
the relative phase manipulation (OFM or OFT - relative phase
telegraphy). In these systems phase manipulation is used also in the
random phase of signal. This is reached by the fact that during
transmission zero phase of message is not changed with relatively
with previous, but during the transmission of one occurs a change in
the phase. In the receiver occurs the comparison of the phases of two
adjacent messages. Systems with OFM received wide acceptance. The
properties of such systems are analyzed in the series/rov of works
[{1.2, 1.6], and therefore on them we will not dwell. It is necessary

to only note that since in these systems are used the signals with
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the random phase, the authenticity, ensured by these systems, will be
more badly than for the case of using the signals with the known
phase. Detailed analysis shows that during the use of the most
appropriate solutions of system with OFM give the results, close to
the results for the optimum systems of the recognition of signals

with the random phase.
Page 284.

S 4.9. Optimum detection of signal with the fluctuating phase.
Let us consider the now optimum detection of the signal, which has
the fluctuating phase. If the phase of signal in the process of
reception/procedure is changed or fluctuates, then the possibility of
its use for the detection of signal hinders. From the physical
considerations it is possible to assume that the more the
fluctuations of phase is observed in the process of the reception of
signal, the less the benefit in the detection of signal it can bring.
For the mathematical solution of problem it is necessary to proceed
from the fact that in this case the phase of signal is not random

variable, but random process or random function of time.

Let us consider signal c(t), with fluctuating phase ¢:(f). where
9 (!)— the random function of time. Other parameters we consider

knowvn. The random function of time is characterized by the
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distribution function and by autocorrelation function. Let us assume
that w(p)= is known B, (v) or energy spectrum G (s) they are
determined by the transient nature of random process, i.e., by nature
of those factors which cause the fluctuations of phase. Knowing

By (®). it is possible to find time or interval of correlation < The
values of phase, divided by this interval, can be considered

statistically independent variables.

If t <%, then we have case examined above in effect of

constant (for the time of action of signal) phase.

If t.>» %, then for the time of action of signal phase manages

to take a large number of independent random values.

In this case it is possible to use the following model of
signal: to consider that the signal consists of the sequence of the
elementary signals (for the brevity - elements/cells), each of which

has duration fi=+%, and random phase.

The total number of elements/cells will comprise k=tofv,, .

consequently N
clt.9e (Dl =c (2, 9es, 9e)= Y, Ascos(af+ocs)  (4.9.1)
i .
!
A; == const l‘:pu') b, <tI<(i+1)s,
and

MmO B iy, >t (D)
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Key: (1). with,
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Thus signal with the fluctuating phase can be considered as signal

with k by the random parameters.

The distribution function for the mixture of signal and
interference will take the form
WY1 Yas - - [901 Pagy oo s Cl1) =u
1 --5.-'5 [v(ﬂ-,é.ll.eﬂl(w-h..)]'ﬂ .
--7;;E7§re - (493

The function of the distribution of interference is known.

Likxelihood ratio (conditional) will be registered as
'C

s
\
-, 2 R ol
Ll S TI[‘."“ Nﬂ)]a .

2 “ L]
w.-{m [‘Ehe-w«.»la
Xe . (4.9.3)

The elements/cells of signal are orthogonal; therefore

o 'j’ [g-‘hmw+vu]'dc- "72“'52"

Correlation integral can be subjected to the conversions
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2 2
) fu(t) [z A em(q-}-,,,)] dfm
=) .

A
2
"rg {!'(‘Mcm(-.t+m)dt.
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it is obvious that

'0
5 (1) Ay cos (wt + 9o ) dt =

U41) vy

= [f y(t) A;cos(w,t 4 904)dt,
re

since A, differs from zero only by this time interval. Consequently,
each of the components/terms/addends of the sum to which is led
correlation integral, it is the correlation integral, which

corresponds to the reception/procedure of each of the elements/cells.

Thus, the optimum reception of signal with the fluctuating phase
leads to that, then preliminarily must be obtained correlation

integral for each of the elements/cells.

Each of the elements/cells is signal with the known parameters,

except phase, which is random variable.
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Correlation integral with the reception of this signal was

obtained earlier.

Therefore, lowering conversions, immediately let us register

U+,
) Y() Aqcos(wet 4 9q4) dt = By cos(9; — 9c;), (4.9.4)
v
here B.—=Ym; tt0s=-:i-.
4 vy
= yO)Asinata, (4.9.5)
Iy
U+)7ny
n= { y()Acosugat. (4.9.6)
{ oy |
[
Page 287.

Value B; can be obtained with the help of the two-channel correlator
with the quadrature channels or with the help of the filter, matched

with the element/cell of signal and detector.

After substituting the obtained expressions into equation

(4.9.3), we will obtain

§ -

; LW/ Pens . . )me X

R 34 :

= .,;:. P 8, co8 (8,405

Xe = : (4.9.7)

Iy .

* ( The obtained likelihood ratio is conditional, since it is correct for

sl Y
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aiara

B B some specific combination of phases 9a. ...

For obtaining the likelihood ratio, which does not depend on the

combination of phases, let us fulfill the integration

{y)= SS';.'.S‘”(’ON Posr-+2) X

X { (y/’cn Pons - - .) d’c.d’c. see

J. g

The phases of elements/cells are accepted by statistically

independent variables. Then

-- W (Pos, Pegs o )= (-—;;)..

0= Jfo [ H )

pas

3
: =c " [l4 (F): (4.9.8)
Page 288. (=]

For the conversions is used the fact that the integrand can be

represented in the form of product of exponential functions. In this

case the variable/alternating are divided.

Let us pass to the logarithm
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& .
lnl(y)-.-_-—%’:-]-z lnl, 2,9:_) (4.9.9)
= )

Detection conditions during the acceptance of the hypothesis of
signal will take the form

f}ln I, (‘%‘) >k, +§. (4.9.10)

im)
The obtained expression gives the optimum algorithm of processing
signal with the fluctuating phase and it makes it possible to compile
diagram of optimum reception/procedure. The diagram, shown on Fig.
4.9.1, consists of: computing device (B) (two-channel quadrature
correlator or matched with the element/cell of signal filter and
detector); the block of nonlinear conversions (1ln 1,); the summator
2, , which accumulates the results of the reception/procedure of each
of the elements/cells, and threshold device/equipment [1. Instead of
the ideal the detector, which ensures nonlinear conversion during the

detection.

Let us consider special cases of strong and weak signal.
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Fig. 4.9.1. The diagram of the optimum reception of signal with
fluctuating phase: <¢»,- matched filter; M1 - ideal detector; 1ln I,.-
block of nonlinear conversions; I - summator; I - threshold |

device/equipment.
Page 289.

For strong signal (Bi> No)
In/, %)z?ﬁ';. (4.9.11)
Then the condition of accepting tt,1e hypothesis /¢ will take the form
H=z.:8,>%tmn.+£;.=n.. (4.9.12)

Im)

When O,=1 n.-_-.-‘,;-, vhere II;— threshold.

The diagram, which corresponds to this algorithm and which contains

ideal detector, is given in Fig. 4.9.2.

For weak signal (Bi<¥N,)
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Using approximation/approach (4.9.13), we obtain the conditions of

accepting the hypothesis I'. upon consideration of term in the

brackets dnly in the average/mean value.

1]
(=~

J with N, =1 )
. ) | - 3,N.(1+o,s;‘7':.
For obtaining B:f it is possible to use a matched filter and the
square law detector. 4
("
4

mwawﬂ«'mwmn il

;’fh.!-.';"r R o e S AW,
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Fig. 4.9.2. The diagram of the optimum reception of signal with the
fluctuating phase for threshold 7: ¢*~- matched filter; U - ideal

detector; T - adder; B,- threshold.

Page 290.

The diagram, which realizes the algorithm of optimum detection

(4.9.14), is given in Fig. 4.9.3. The blocks, entering the diagrams
in Fig. 4.9.2 and 4.9.3, can be realized. Matched filter C% must
have the frequency characteristic of form #?: since envelope for
each element/cell is accepted rectangular. Virtually it is possible
to be satisfied by quasi-optimal filter, for example, with the
gaussian characteristic, having selected its passband. Detectors with
the characteristics, close to the quadratic or the ideal, are also
realized. The addition of discrete/digital values B, or B can be
obtained on the delay line with the diversions/taps. If signal with

the fluctuating phase is continuous, then addition can be substituted

by integration, with a change in the level of threshold.
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)

s

Fig. 4.9.3. Diagram of the optimum detector of a weak signal

”’ ¢

with a fluctuating phase: (% - matched filter; Awsemr~ quadrature

detectors - adder; ‘- threshold.
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Por the strong signal
‘C

[ ]
=1 g
25,.. ,"5 Bt dt.

iml

Conditions for the selecting of hypothesis I,

4

5 Bydt > pnm, 4 Sl 49.15)

For the weak signal

Y . tq
2 B= —‘;-5 B*(t)dt,

im)

Page 291.

The condition for the selecting of hypothesis [,

'C
g B (t)dt > N Inll, + BiteN, 40,58, (4.9.16)

[ ]

For the understanding of the processes, which occur in the
diagram, and the calculation of the probability of errors it is
necessary to find the distribution functions for that value which is
equal with the threshold. The distribution functions for the envelope
at the output of matched filter or for the value at the output of
quadrature correlator for the cases of the mixture of signal and
interference and one interference were obtained earlier. With one

interference distribution By is subordinate to Rayleigh's law.

In the presence of signal the function of distribution By is
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expressed by generalized Rayleigh's law i
8

w(Bu)=—"‘-il-I.(ﬁtfi)e ¥ 4.9.7)
l, .‘

wvhere &:— energy of the element/cell of signal;
=g
For obtaining the functions »f the distribution of the value,
been congruent/equated with the threshold, it is necessary to take
into account that B: undergoes nonlinear conversions and subsequent

addition.,

The conclusion/output of relationships in general form is

connected with cumbersome calculations. Therefore we will be bounded

to special cases of strong and weak signals.

with strong signal (8> ) the generalized function of Rayleigh

B

can be approximated by the normal distribution
(8P
™

w (B(.) = —ﬁl.‘— e : (4.9. 18)

e Ml il

In this case B,>»N. is correct expression (4.9.12). Consequently,

R——

addition undergoes directly value B,

Page 292.

—.

As is known with the addition of the statistically independent




SR Al T T

DOC = 83022910 PAGE 3"7/ U

normal random variables the normal law of distribution is retained.

In this case the dispersion and average/mean store/add up.

Then the function of the distribution of value H in the presence

of signal can be easily found

("I: &
1 Ny
L 4 (H ') Sm e ' (‘.9. 1 9) ‘
vhere i
:I‘h = b': = !#-'i# 1
and PR

In the absence of signal the distribution function for H. because of

the addition approaches normal. For the determination of average and
dispersion after addition we will use the fact that for the Rayleigh

distribution average mi(By)=1250; and dispersion o, =043.

Then with one interference the function of distribution H., will

take the form i

l”.“ w’
- )

e L
w(t)= e © o 4.9.20)
vhere

‘l’llg k‘:‘~m4!ol‘33’~ 2 '

m, (He) == km, (Big) & AIJSM ~ 841,25 VE

From the obtained results it follows that the function of the (:)-
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distribution of parameter H, its average/mean value and dispersion in

the presence of strong signal with the fluctuating phase the same as

for the signals with the known and random phase. This coincidence is

understandable.

Page 293.

I1f signal is strong (8> Ns). then B, >, detection occurs without

the suppression and does not have a value wvhere is realized

accumulation - before the detector or afterward. In the absence of

signal H, it is distributed according to the normal law with the

nonzero average. This strongly differs from distribution in the known
phase (normal law with the zero average) and the random phase

(Rayleigh's law).

with weak signal (8:<V, the generalized function of Rayleigh
is approximated by Rayleigh's function, i.e., it remains the same as
for one interference, but with the increased factor o. Then w(8,) has

the form

L4
w(By,)= " e U, (4.9.21)
’

c:'== c:-{-f;l-r- c:(l +%)- 0:(l+ 5%-). (4.9.22)

The used approximation/approach escape/ensues from the following. It |




DOC = 83022910 PAGE 9‘}’1‘/

'is known that when &, <N,

: & a8
- oy 8 _ 0y té
eyt o (2 R
]

- )"!a'e | X

x(1+—5—"f“? )~%(1-%)e-%(‘-%)-
Then o
cf'=¢:+-f'-.

with the weak signal occurs addition 8] or B&i.

Consequently, the function interesting us of the distribution of
the value, been congruent/equated with the threshold, can be found,
if we preliminarily obtain the distribution function for B:

(3
v

Page 294.

It is known that if any value has Rayleigh distribution, then the

square of this value has the exponential distribution

*

U(B:.)u—,‘ﬁ—e- ’
v

-

Known also that if the components/terms/addends of sum have

exponential distribution, then sum k of such components/terms/addends
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has x; a distribution, i.e., y?- distribution with 2k degrees of
freedom. The function of distribution x? with 2k degrees of freedom

takes the form

sk (8) = gt T (4.9.24)
With increase k x},- distribution approaches normal with the

nonzero average. For the demonstrative interpretation of results it
is more convenient not to resort to y*-distribution should be used
the approximation method, based on the approximation of this
distribution with normal. It is possible to consider that values H,
and H, will have the normal distribution whose parameters - average,

and dispersion can be found, if are known average and dispersion for

B}, and B}
For B}, from the exponential law of distribution it is possible
to obtain
e =455, m, (B}, )=2d], (4.9.25)
then
G = k5] - (8N,
m, (Hy) == 20} me NoSy. (4.9.26)
Page 295.

Analogously we find for the mixture of signal and interference
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'70‘ ": (l +ﬂ‘.&)'.

my ()= 286} (14 ¢, (4.9.27)

The relationship/ratio between the root-mean-square and average/mean

significance of a deviation will be

t’é‘,':)—z _",i (4.9.28)
Consequently, with large k average considerably exceeds standard

deviation. Upon the appearance of a weak signal change undergoes

average/mean value.

An increment in the average/mean value in the presence of signal

is equal to 8.8 and its relation to the average is equal to 5&’

amy = 884, (4.9.29)
The functions of the distribution of value H, been congruent/equated
with the threshold, are obtained earlier for the case when the

amplitude of copy or the amplification of matched filter are

4 determined with signal amplitude. This form of recording is
convenient for calculating the probability of errors. For the
examination of the processes, which occur in the diagram, it is more q’

correct to use distribution functions for the case of the

fixed/recorded amplitude of copy.

Let us give final results, after dropping/omitting the
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conclusions/outputs

Py

.(3..)-‘-'1,3. e (4.9.30)
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Page 296.
‘} Por the strong signal
;. | _('1.,"‘1:‘:)‘
(Biye) = —= *h (4.9.31)
i ,” w( ‘U.)_ Vﬁ.“ e ’ o
B m(Hpo) = 1256, )/ o= 1.2 Nfe,  (4.9.32)
”; &ﬂ'-'@uﬁ-
EARSLL O (4.9.33)
m,(Hyy) = 8sA, (4.9.34)
o} = 1fe; (4.9.35)

threshold M=% with N=1.

The functions of distribution H, for this case and their

comparison with the distribution functions for B, and Z, are given in
Pig. 4.9.4.

For the weak signal

A

» (Bls.) == &”e "” ’
Suye
average/mean with one interference

m, (Hgy) == N 8,; (4.9.36)
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average with the mixture

», (H,.)=N.3.(1+ “"') (4.9.37)

the threshold

n,,‘=1v.-s.< 1405 -‘-‘i') (4:9.38)

Page 297.

the standard deviation
Yo = Sy =77 oo (4.9.39)
an'igcrement in the average/mean upon the appearance signal
am = 8,484 = 8:8;

the relation of an increment in the average to the standard

deviation
‘ -—
Am,[:,,.aﬂ'.-‘/k H
the relation of increment to the average from the interference
A_ﬁill!\ “& &
() Ny N

The distribution functions for this case are given in Fig.

4.9.5; is there for the comparison given w (8,) and w(8,).
[4

From the obtained results it follows that in the fluctuating
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phase the functions of the distribution of the value, been
congruent/equated with the threshold, differ significantly from the
function of the distribution of the corresponding values in the known
and random phases, especially for the case of weak signal. In essence

this Qifference depends on the fact that the accumulation is produced

after detector on the direct current.
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Fig. 4.9.4. Functions of distribution H, with the strong signal.
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Accumulation or isolation/liberation of signal from the interferences
to the detector is limited to that time interval during which the

phase can be considered constant. For the signal with the fluctuating
phase the results strongly are changed in the dependence on the ratio
of energy of the element/cell of signal &, in the limits of duration
of which the phase can be considered constant, to the jamming density

N,.

With the strong signal when & >N, a basic effect on detection
has total energy of signal ¢, but authenticity must be somewhat worse
than for the signal with the known and random phases due to the
greater action of interferences, caused by accumulation after

detector.




DOC = 83022911 PAGE m ‘.

With weak signal 8:<N,, optimum diagram and function the
distributions of the value, been congruent/equated with the
threshold, are changed. In contrast to the signal with the random
phase the concept of strong and weak signals is connected not with
the energy of entire signal, but with the energy of the element/cell

in limits of which the fluctuating phase can be considered constant.

The work of diagram with the weak signal is determined not only
total energy of signal, but also by ratio &/N, or 8.AYN, 1s
substantial the fact that for small ones 8i/N, the increment in the
average, caused by the action of signal, in relative values is very
small and equal to 8N, or &,A)/N,; this means that the requirements
for the stability of the level of threshold prove to be very rigid.
The level of threshold is determined in essence by expression N,
with insignificant changes in amplification or interference level it
can occur its displacement/movement to the value, commensurate with

the "increment®,
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Fig. 4.9.5. Punctions of distribution H, with the weak signal.

Page 299.

Consequently, for the stability of the mode/conditions of diagram, to
its amplification factor and to. the interference level must be
presented stringent requirements, in many instances difficultly

feasible virtually.

It is obvious that the obtained distribution functions make it
possible to consider the work of diagram, also, during the use of the
fixed/recorded threshold (i.e. Neumann-Pearson criterion). In this
case the level of threshold is determined by permissible value
p(l./0) and during the fixed/recorded amplitude of copy or the
fixed/recorded amplification of matched filter on signal amplitude

does not depend (but it depends on its duration, i.e., #). Signals

with the fluctuating phase can be used also for the systems with the
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active pause; however, to stop on this question is impossible.

Let us consider now the probability of errors. Since the
distribution functions for the value, been congruent/equated with the

threshold, are found, the probabilities of errors can be obtained by

their iﬁtegration within the appropriate limits.

With the strong signal

% e-—;— =, (A

Pl e[0) = {V_;?' dhs, (4.9.40)
=i

wvhere

Ay = ".’71;:‘3 m, (hn) = l’{:'n;)ﬂ Vk;

Mpg=0, /3, npp I, =105= ’/%:.—o

The integral of a similar form was computed earlier, therefore,

lowering conversions, let us register the result

P(le[0)=1—F[Upg—m, (ha)];
with M,=1

pref0)=1—F () F—vF) o4
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Let us lead analogous conversions for p(/\jc)

R T . b P .
FHECeE ;w«rz# TS

¥




DOC = 83022911 race 388
n, ) (A ~ep
p(rye)y= [ Lo~ dh,,
wvhere j v ’
A = H — é. . I
4 ;,'," e_.—”,, bv='%:
rJje)=1—
PUTde)=1~F(e—m,,); (4.9.42)
with 0O = —_1_ Be
_.t 3 1 p(I‘,/c)_l F 2--__..
) For the case O,=1p.=05'[1—r/v/ & — . —
)r e =1pom=05[1 ’\l/w.- VE)|+
&
Hi~r(VRlF s
The probability of the passage of signal with the fluctuating

phase is close to the probability of the passage of signal with the
random phase and with the known phase. However, the probabilities of

false detection for such signals differ substantially. Therefore let

us consider in more detail p(l./0).

We convert (4.9.41), using that the fact that 8.=d&.k

p(F./0)=l—F[/F(V-§—}— 1)] (4.9.44)

then

Expression is correct for the strong signal, i.e., when &>2N,.
Increase k or &, entering the formula for the energy of signal,

causes the decrease of the probability of false reception/procedure,
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but it remains noticeably more than that value, which would take

place during the use of a signal with the random or known phase.

In connection with the larger probability of false detection
during the detection of signal with the fluctuating phase the total

probability of error proves to be more than for the signal random and

,'fﬁ; noted for phases.
Page 301.

Fig. 4.9.6 gives the graphs of total error with
O,=1: p(0)=p(c)=0.5.

The curves a, b and ¢ correspond to the cases, as in Fig. 4.9.6. The
results, given in the figure, correspond to the case when energy of

signal increases due to an increase in its duration.

For the weak signal
@ W=, (P

p(rj,/O),:m'.m " € i dHa (4.9.45)

ny

. l'l,! _(Il - (MNP
Plje)== o :L e wny dH,. (4.9.46)

e

Values o, m,(Hs), o, m,(H,) and O, are given by expressions (4.9.25),

(4.6.26), (4.9.29).
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Fig. 4.9.6. Errors of the detection of signal with the fluctuating
phase: a) signal with the known phase; b) signal with the random
phase; c) signal with the fluctuating phase with &swm=« d) signal with

the fluctuating phase when &N =+
Page 302.

The calculation of analogous integrals, was implemented earlier,
therefore, lovering conversions, let us give the resulting formula,

obtained with the use of the simplifying assumptions.

With N,=1

pon=1—F() F ). (4.9.47)

To formula (4.9.47) it is valid only vhen &< N, Being
congruent/equating it with the expression for the probability of




LT

DOC = 83022911 racE 38T

errors wvith the signal with the known phase, we see that due to the
fluctuations of phase equivalent energy is reduced, since 5dNL:<1-

For Neumann-Pearson criterion

pre)=1— F{!’_,f;"-‘ —arc F{lL— p(Fe/0)])- (4.9.48)

The time of observation ¢, for the detection with given ones 2(/,fc)

and p(/¢/0) will be equally

Vf—.=ﬁ"-:$:‘{“°”' —p(Ie/0)] +

+( 14 %‘.- arc F|1 — p(Fy/o)) } (4.9.49)

vwhere Af. - width of the spectrum of signal;

Afe = %'
Consequently, the fluctuations of phase with the weak signal
considerably worsen/impair authenticity. It is interesting to note
that the optimum diagram of the detection of weak signal with the
fluctuating phase is close to the optimum diagram of the detection
stochastic signal, i.e., the signal, similar to noise - those
fluctuating by amplitude and phase. Por stochastic signal the optimum
diagram of energy detector contains: square-lawv detector, summator

and threshold device/equipment.
Page 303.

Consequently, weak signal with the fluctuating phase is discovered in

e
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essence due to an increase in the total powver (energy) of mixture,

i.e., energy feeler is close to the optimum,

However, the detection stochastic signal has some special

features/peculiarities, which differ it from the detection of signal

with the fluctuating phase. |

§4.10. Evaluation of the effect of phase on the optimum
detection of radio signals. Results presented earlier show that the ;

characteristics of the phase of signal have a great effect on optimum

circuit in the sense of the difficulty of their technical

realization, and also on the authenticity of detection.

The best results on the authenticity occur in the known phase of

signal. Optimum diagram in this case (without taking into account

synchronization) is simple. Further energy gain of signal is achieved

in the radio communication upon transfer to the systems with the

active pause and the opposite signals. During the phase manipulation

it is possible to economically place the communication channels over

the frequency band. The complicatedly manipulated (noise-like)

signals can be treated on the simpler in the realization

videofilters. In this case is absent the threshold effect, the

authenticity of detection gradually increases, with an increase in

the energy of signal. In spite of positive sides indicated above of
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the detection of signal with the known phase, this version virtually
is encountered rarely. In the radio navigation and the radar its
use/application does not have a sense, since in these systems the
phase of signal, which is capable to carry useful information,
usually is not known. Before the measurements in these systems is
realized the search and the de;ection of signal, but it must be
considered as signal with the random or fluctuating phase. After
initial search in the random phase is then realized the measurement
of phase (for example, phase tracking), signal carried out becomes

"signal with the known phase".

In the radio communication the use of signals with the known
phase in the principle is possible; however, during the technical
realization of such systems appear many difficulties. Since the phase
of signal cannot be memorized for long, it must be tracked, which

complicates equipment.

Page 304.

In practice basic difficulty lies in the fact that the majority of
the signals, utilized in the discrete/digital communication systems
vith the phase manipulation, does not have clearly expressed carrier
and tracking its phase proves to be impossible. The difficulties
indicated could be surmounted, if in this there was technical need.
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Is very important the fact that the chance of phase (if it, being
random, it is constant or it is changed according to the known lawv at
the random, but constant value initial of phase) little
worsens/impairs autﬁenticity and is accompanied by the small energy
losses of signal. Thus, search and detection of signal in the radio
navigation little worsen/impair their parameters because is necessary
to realize this procedure in the unknown phase of signal. In the
radio communication during the orientation to the chance the phases
of diagram and their technical realization considerably are
simplified, moreover in this case it is possible to preserve some
advantages of phase manipulation, passing to OFM. The most essential
deficiency/lack proves to be the impossibility of the complete

utilization of a gain of energy, connected with the opposite signals.

By these considerations is explained the fact that the greatest
practical use/application obtained the systems, which realize optimum
detection or recognition of signals with the random phases. Virtually
the detection of signal with known phase can be important for the
special systems in which the phase carries useful information, and it
it is necessary to follow, and by the same channel must be
transmitted communications/reports. Such conditions oceur, for

exampie in the space systems.

Optimum diagrams and properties of systems radically are
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changed, if the phase of the utilized signal fluctuates. Pre-detected
processing either filtration or accumulation are limited here by that
time interval during which the phase can be considered constant.
Basic accumulation must be realized after the detector, in which the
information about the phase is destroyed. As it was shown earlier,
even with such strong signal with which at the output of preliminary
wide-band filter, i.e., on the detector, the signal is more than
interference, nevertheless occurs a noticeable deterioration in the

authenticity.

-
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However, the basic negative property of signals with the fluctuating
phase lies in the fact that their detection has clearly expressed
threshold properties. With the decrease of signal amplitude, from a
certain one of its levels, occurs a rapid deterioration in the
authenticity and it appears much worse than that which, other
conditions being equal, is observed with the signals with the random
phase. Howvever, use of diagrams, intended for the signals with the
fluctuating phase, gives the simplest technical solutions, it makes
it possible not to impose stringent requirements on frequency
stability, methods of shaping of signals, stability and accuracy of

the network elements. In connection with that presented is obvious

the advisability of using the signals with the random phase. However,
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the conditions for generati n, propagation and reflection of radio
waves create the series/row of limitations. .

The improvement of the methods of formation and generation of
signals mékes it possible to consider that the creation of signals
with the very slow fluctuations of phase is possible. Such>signals
usually completely can be considered as signals with the random, but

constant phase.

Basic limitations appear in connection with the conditions for
propagation and reflection of radio waves. In this case in the
special position proves to be the radar, in which ié discovered the
echo signal. The presence of the rapid fluctuations of the phase of
the echo signal, the need for using the impulses/momenta/pulses of
short duration for the distribution of targets with the guarantee of
large ratio of the power of signal (in the impulse/momentum/pulse) to
the power of interferences, wide application in the first stages of
the magnetron transmitters whose power to a considerable degree was
limited not to pulse, but average/mean powver they led to the fact
that by the basic method of detection in the radar proved to be
technical the simplest method of post-detector accumulation basic
form signal-signal, vhich consists of the pulse packet with the
random phases, i.e., signal with the fluctuating (in the package)

phase.
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The use/application of more efficient methods of detection with {
the use of a phase of signal is conjugated/combined with the !
considerable complication of equipment and the fundamental

limitations, connected with the spectrum of the fluctuations of

amplitude and phase of signal with reflection or, as is sometimes

said, with the spectrum of the "glimmer" of target.
Page 306.

With the diagrams of the detection, in which are used the
packages of coherent impulses/momenta/pulses, in the principle
possibly for the limited intervals of accumulation. This interval
must be less than the interval of phase correlation. Since for many
important targets this interval proves to be on the order of not more
than 0.1-0.05 s, the methods, in which is used the phase, they are

limited by the cases when storage time is substantially less.

The interval of the correlation of phase has important vaiue for
the noise-like signals. ShPS is formed/shaped in essence due to the
phase manipulation (modulation). Consequently, to form/shape this
signal is possible only for its duration, substantially less than the

interval of phase correlation. This limits the value of the phase of

o
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such signals in the radar. But theory and practice show that it can
be sufficiently large for guaranteeing the efficiency in the
use/application of ShPS. On the reﬁsons indicated in the contemporary
systems in which are used ShPS, are applied the complicated
devices/equipment, realizing processing of the mixture with the

random, but constant initial phase of signal.

The limitations of the use of a phase of signal for an
improvement in its isolation/liberation of the interferences in the
radio communication are considerably less than in the radar (besides
some specific cases). At the usual speeds of transmi;sion of the
information when each informational impulse/momentum/pulse is
continued not more than 10-?-10-¢ s, even signals, which extend by
the complicated paths (as a result of the reflection from the
ionosphere, the troposphere, the belt/zone of dipoles, etc.), it is
possible to consider which have a duration less than the interval of
the correlation of the phase of this signal. However, in the new
radiolink systems, in which are used the very small power of signals
and which ensure high authenticity due to a considerable increase in
the duration of signals, must be considered the limitations, assigned
on the set of functions of the autocorrelation of phase and by
interval of the correlation of phase, caused by the effect of
conditions of propagation and reflection of radio-will. As an example

of such systems can serve the information-carrying systems from deep




DOC = 83022911 race 3&l

space when it proves to be necessary to increase the duration of

informational signals up to tens of seconds and even several minutes.
Page 307.

It is obvious that the interval of the correlation of the
fluctuations of phase due to the passage of the ray/beam through the
ionosphere and the atmosphere will 1imi£ the appropriate duration of
-signal which it is optimally possible to develop to the detector. In
the radio navigation of the fluctuation of phase and its change

during the motion they can limit the time interval of observation

during the initial detection. Thus, the systems, which realize
detection with the use of a phase of signal, have limitations, caused
by nature of radiowave propagation; however, they provide the best
authenticity and minimum requirements for the power of transmitters,
in many instances they can be realized, although they are guished by

greater technical complexity, than the systems, in which is not used

the phase of signal.




DOC = 83022911 race 367
Page 308.

Chapter 5.

PHASE DETECTION.

§5.1. Special features/peculiarities of phase detection. Earlier
wvere examined basic laws governing the optimum detection of signal.
In this case optimally were used all parameters of the mixture of
signal and interference - namely both the phase and amplitude. It is
of interest to consider a question about the detection of signal with
the use of its phase and in the case of the failure of the use of
amplitude. Detection during the use of a phase of signal (phase
detection) is of interest from the point of view of the theoretical
determination of the role of phase and signal amplitude and

possibility of its practical use in the single systems.

In the implementation of this method of detection it is
necessary to assume that the creation of the devices/equipment, which
react only to the phase of mixture and which do not test/experience

the noticeable effect of the amplitude of the mixture of signal with

the interference on the possibility of measuring the phase, possibly.
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In this case it is assumed that occurs the effect of signal
amplitude on the fluctuation of phase from the interferences, i.e.,

its divergence from the value, determined by the phase of signal.

The posing of the question about the phase detection makes sense

in such a case, when real devices/equipment can be with some degree

of approximation approximated by ideal phasemeters. Some
phase-measuring devices/equipment, for example the phasemeter of the
servomechanism, measure phase displacement with amplitude change over

wide limits. Consequently, broad class by phasemeter.

Page 309.

This method does not assume the presence of any processing of the
mixture of signal and the interference, which preliminarily destroys
information about the amplitude, but it is thought that the
phasemeters utilized in the diagrams are ideal and

revealing/detecting the phase of mixture, they work at virtually any

values of amplitude. This assumption, in fact, indicates the use of

nonlinear processing of mixture in the phasemeter itself.

The independent work of phasemeter from the amplitude of mixture
can be obtained also during the use of ARU; then to the phasemeter is

supplied the stress/voltage of the mixture of constant amplitude, and

.
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it measures the phase of mixture, caused by the phase of signal and
by its divergences from the action of interferences. It is obvious
that ARU must be with sufficient speed. It is possible to visualize
such schemes or the procedure of processing mixtures, in which the
information about the amplitude preliminsrily "is destroyed". Let us
recall that the preliminary "decomposition®™ of the information,
placed during the phase, occurs in the amplitude methods of the
detection when detection makes it possible to come to
light/detect/expose the information, placed only into the amplitude,
and destroys the information, placed during the phase. This nonlinear
processing of mixture is used in the case when phase is equiprobable
and rapidly it is changed. The procedure of detection is in the
essence the nonlinear operation above the mixture of signal and
interference and technically very simply it makes it possible to come
to light/detect/expose only the amplitude of mixturevwithout any
effect of phase on the result. This causes technical simplicity of
the amplitude methods of detection. "Decomposition®™ of the
information about the signal, placed into the amplitude of mixture,
can be carried out, using nonlinear devices/equipment, the type of
limiters. Actually/really, if we pass the mixture through the ideal
limiter, then the process, obtained at its output, will not depend on
amplitude (if the threshold of limitation is selected correctly) and
instead of the sine voltage with the random ones by amplitude and the

phase will occur right-angled stresses/voltages with the random
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moments/torques of transition through zero. In this case already it
is not possible to use the distribution functions for the mixture of
signal and interference, obtained under the assumption of the absence
of any nonlinear processing of the mixture when the mixture of
selective interference and signal was considered as process the

random ones by amplitude and phase.
Page 310.

The distribution function for the amplitude during the ideal
limitation is converted into the delta-function, which gives infinite
probability density for the amplitudes, which correspond to the

threshold of limitation.

The distribution function for phases in this case passes into
the distribution function for the moments/torques of the transition
of the mixture through the zero level. This distribution function can

differ from the function of phase distripution.

Thus, for the phase detection it is possible also to use the
method which provides for diagram with the limiter. During the use of
this method processing undergoes not directly the phase of mixture,
but the connected with it group of "zeros" either the "transitions

through zero”, or "intersections of zero”. From fundamental and

‘:‘;",: e . r o -
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technical point of view the methods of the phase detection, in which

are used ideal phasemeter and limiter, differ from each other.

Taking into account the aforesaid, has sense to find the optimum
procedure of processing phase and the diagram of optimum phase feeler
corresponding to it and to determine the probabilities of errors. It
is possible to present also the simple (non-optimal) processing of

the mixture when is realized the measurement of phase and according

.to the observations of its value is accepted the solution about the

selection of hypothesis about presence or absence of signal in the

mixture.

At conclusion of this paragraph let us note that the phase
detection in this posing of the question cannot be considered as the
method, which optimizes processing mixture in any specific case, but
it can rather be considered as technical capability; therefore is of
interest its estimation in comparison with the optimum ones. Let us
consider now the special features/peculiarities method realization of
phase detection. During the analysis of phase detection let us
examine the cases of signal with the known phase also of signal with

the random phase.

§5.2. Simple phase detection. Let us consider the properties of

simple phase detection, i.e., this procedure of processing the
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mixture when the structure of feeler is assigned. Feeler contains
phasemeter and threshold device/equipment. Its diagram is given in

Fig. 5.2.1.

Page 311.

.
LD

Solution about presence or absence of signal is accepted on the basis

of the observation of measured phase displacement for a period of
time, which corresponds to the duration of signal. In this case it is
assumed that the basic parameters of the expected signal: phase, *

delay and duration - are known and can be used for the detection.

During the simple phase detection the duration of signal it is y
: possible to use two methods. It is possible to realize readings of
phase during entire time of action of signal and then to neutralize

them, using, for example, an inertness of phasemeter. It is possible

Nty

to compress the filter pass band, which stands to the phasemeter to ;

the degree to which the duration of signal allows this.

Taking into account that simple phase detection gives the very
limited possibilities and a difference in the results, obtained
during the use of these two methods, it is insignificant, let us
congider them, using some simplifying assumptions. Depending on the
duration of signal can be selected the filter pass band,
established/installed before the ideal phasemeter.




J e X e

© DOC = 83022911 PAGE 373

In the presence of signal the dispersion of the fluctuations of

phase is the less, the greater the relation A.o, where A, - signal
amplitude, supplied to the phagemeter; 6 - rms value of

fluctuations.

It is known that a matched filter gives the maximum ratio of
signal to the interference. At the moment of the termination of ’
signal at its input the ratio of signal amplitude at the output of

filter to the rms value of interference reaches maximum value and it

is determined from the known relationship/ratio

N2
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Pig. 5.2.1. The block diagram of the simple phase feeler: 00 -

optimum filter; MOM - ideal phase meter.
Key: (1). Signal exists. (2). There is no signal.
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Under these conditions the reading of phase, produced at the moment
of the termination of the action of the signal when its value at the
output of filter is maximum, will be accompanied by the smallest
error and it can serve as standard/criterion during the detection. If
the fixed/recorded value of phase is close to the known phase of the
expected signal, then can be done the conclusion that the signal
exists. If the measured value of phase proves to be that strongly
differing from the known phase of the expected signal, then must be
accepted hypothesis about the absence of signal. Consequently, in
this case also must be introduced the concept of the threshold by
vhich must be understood the sector of angles, which characterizes

the divergences of phase displacement, in vwhich is accepted one or

the other hypothesis. For determining the value of this sector it is

1
i
g
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possible to proceed from the criterion of minimum average/mean risk
or criterion of ideal observer and to use likelihood ratio. Since it
is assumed that the reading of phase displacement is realized for one
moment/torque of time (termination of signal), for obtaining the
likelihood ratio can be used the one-dimensional functions of phase
distribution of interference and mixture. These functions were

obtained in the 2nd and 3rd chapters.

In their relation, easily to obtain

. AC

I~

I(p,)=¢e +Lf:"—°cos9,x

X F ﬁ_cosv,)e- : (5.2.1)
wvhen {(p,)>1, is accepted the hypothesis "signal is"; when I(p)<I, is
accepted the hypothesis "signal is not". In the general/common/total

ides the solution of this equation is cumbersome; therefore let us

consider special cases - weak signal (g':-< l) and strong signal (':—:>l).

Page 313.

Case of the weak signal é
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o)=14} § & can,. (5.2.2)
Let us take for simplicity of calculations the case of ideal

observer and p(c)=p(0)=0.5, then M, =1.

Is accepted hypothesis "signal is"™ with

1+) Fxome>1 or £/ Zcup>0. (523)

According to the conditions during the simple phase detection is used
by that measured the value of phase displacement ¢ The obtained
expression for the development/detection of the procedure of
processing phase apply we will not be,'since during the .simple phase
detection is assumed the simple (straight/direct) use of results of
measuring phase displacement; it it is possible to use for the

determination of threshold value.

The threshold value of angle of displacement can be found from

the condition

%..'.' ’/"i" €08 Pymop =0,

which gives cosp,u,p=0, then

Pumop ==zt - (52.4)
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If the measured value of the phase angle of the mixture of signal and
interference is more than 90°, then must be accepted hypothesis there
is no "signal”", also, at an angle less than 90°, hypothesis "signal

exists”.

Let us compute the errors of the detection of the signal

+s/2
p(Fef0) = S o dp, =05, (52.5)

-8f3

p(Nje)=2 f (1 + -‘:-:-'V'-?ea,,) de,<0,5.

It is obvious that with such errors the detection becomes

meaningless.
Page 314.

Consequently, if after optimum filtration the ratio of signal
amplitude to the interference remains small, i.e., relation Ac/on at
the input of receiver of less than one or is close to it, then simple

phase detection is accompanied by large errors.

Let us consider now the case when at the input of phasemeter,

i.e., at the output of matched filter,

Zay B>,
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Then for ¢, can be accepted normal distribution with the dispersion

o
=i

In the absence of signal the distribution remains uniform. Then

likelihood ratio

v

2
lo)=F08 <R >, (5.2.6)
with
o 2
Infl(s,)]=In -';2-'—-2'.4;- >al,  (52.7)
4 .'

must be accepted the solution that the signal exists.

In the diagram, depicted in Fig. 5.2.1, is used ¢, hence we can

find the threshold value of the phase angle

tan=1/22100% vith I=1. (524
4

Since

o=V 2%

Punop = V%':- in ; -n-.-'-. (5.2.9)
lF:—'- VQ In ; 1”.4.

then
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Let us find the value 0of the errors

+e nOp k
P = | e dy, =t |
“yuop

=Ll P/ “;'-,'-lnl_/ w—i—“} : (5.2.10)

<

@ -
(Fyfe)=2 Lo ™ dp,=2[1—F(Lemer
pirio=2 § give S ammaior ()
8o
: but (6.2.11)
Agreo e,
] { Dot VAETTY VA0 (6.2.12)
j;’ I then
T r =2[1_ (l/ ﬁ)J
p(Iyc) F 2an-N.— . (5.2.13)
1- , and
Y : :
N po.=3'-[-,'.—l/zf1“ LA
wo _ 21 17 }
? +[l r(‘/ u?%)] (52.14)
é From the obtained relationships/ratios it follows that also the
?‘ threshold and the probability of errors during the simple phase
g; detection are defined only by the ratio of energy of signal to the
:

spectral noise density, as this occurred for the optimum methods of

("y detection the curve of dependence fom oOn ﬁ? is given in Pig. 5.2.2.
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Let us consider now the case when is used averaging after phasemeter.

Signal is supposéd strong, i.e., on the phasemeter we have A¢>o,.

Then the function of the distribution of the readings of phases

is normal with dispersion ojmdl/Al

J Page 316.

If passband up to the phasemeter Af and the duration of. signal

t, the values of the measured phase will contain m={Af the

4 independent readings. Neutralizing the values, which correspond to

j these readings, it is possible to decrease the dispersion of the )
b ¢ divergences of phase to m of times
' 2 1
°~=°:—;.-

The function of the distribution of the mixture of signal and
interference remains normal. The function of phase distribution under
the effect of one interference remains uniform with any band.
Consequently, the rule of the selection of threshold (5.2.8) during

the use of dispersion s}, will be preserved.

The errors of detection will be defined by the expressions whose

conclusion/output is analogous carried out earlier
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p(l‘dO)s#‘/ 20 X2 (5215
p(r./c)=2[1—r(|/2ln-’-’—§:"-:""‘—)]. (5.2.16)

and they can be given to the same form as (5.2.10) and (5.2.13). The

obtained formulas are valid when A:>0x Results obtained in this case
are analogous to those given in Fig. 5.2.2. Simple phase detection
considerably is inferior to optimum, examined in Chapter 4.
Consequently, simple observation of phase displacement during an
attempt at its use for the detection of signal gives poor results.
This can be explained by the fact that, for example, when &./Ny=4,
the greatest ratio of signal to the interference at the output of

matched filter (A.o,) Will compose 2.8.
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Pig. 5.2.2. Probability of errors during the simple phase detection.

Page 317.

In this ratio of energy of signal to the noise density the optimum

methods of the detection oflsignal with the known parameters will
give a probability of error less than 0.07, and the rms value of the

fluctuations of phase will be

L e o g b S e wrn e

]

l 0'_7‘—-0,35 rad or ~w.
1
!
ol With such large fluctuations of phase, naturally, is obtained the
i great probability of the output of reading beyond the limits of pore
sector, which leads to the great probability of false alarms.

§5.3. Optimum phase detection of weak signal with the known

parameters in the diagrams with the use of ideal phasemeter. Let us

consider now a question about the optimum phase detection. Problem in




¥
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this case lies in the fact that using only a phase of mixture, to
find the optimum procedure of its processing, i.e., to find those
actions by wvhich must undergo the measured value of phase, so thit
the results of detection would be obtained optimum [5.1].

By optimality of detection we will understand the guarantee of a

minimum average/mean risk.

For the solution of this problem it is necessary to find
likelihood ratio for the case of using only the functions of the

phase of mixture.

The one-dimensional function of phase distribution of one
interference is known. For obtaining the multidimensional function of
phase distribution of interference we will use the fact that the
random function of a change in the phase can be substituted by
selection. It is most convenient to realize a selection through the
interval of correlation, in this case through the interval of the

correlation of phase.

Barlier it was established/installed, vhat energy spectrum of
the fluctuations of the phase of interference in essence was
concentrated in the region from 0 to —‘;’4 (or -‘;'!). vhere Aw, Af, -

passband of the filter. Therefore in the first approximation, it is
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possible to allow the selection after time _Ats—’-‘-;m-—ﬁ;. wWith this ,‘
gelection of phase will be missed its rapid fluctuations, which must
not play the significant role with the method of detection in
question. Under these conditions of the value of phase in the
selection through At it is possible to consider it statistically

independent variables.
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Then the multidimensional function of phase distribution of i
interference for the selection from the values of the phase through
the intervals of time At, will take the form T

.

LW (Pm Pue ) =0(9y,, 9.,...../n)-(g;)‘. (5.3.1)

In the presence of useful signal the one-dimensional function of

phase distribution takes the form, depicted in Fig. 3.2.1.

For obtaining the multidimensional function again we will use
the selection of the phase through At-x;: Considering that at these
points the phases are statistically independent, we will obtain the
folloving expression for the multidimensional function of phase

distribution of the mixture: o
. ire: P

. -

'(’Ulo Pun .../¢°ll)== " {F‘ +

[}

A
=g tinte,,

| +-;:"E-cos?uﬁ (%;eo",a)e *a }. (532

vhere A(- values of signal amplitude at the input of receiver vith
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the i reading of phase} o - dispersion of interference at the input
of receiver; ¢, - divergence of the phase of mixture from the phase
of signal according to the data of reading. m - sample size, which is

determined by the duration of signal ¢:

M= =ty
Likelihood ratio
‘l
l(v.\==l'|{e Vm' YA cospyF X
. el :

X(—.‘f-cu’..) Il } (533 .
Page 319.

1s accepted solution abogtrgpg fact that the "gsignal exists", if
- Ue)>1,

Is accepted solution that, there is no *gignal®, if

lo)<m,.
1f we take the logarithm of expression for‘.‘A ‘l(,,). then ve obtain the
solution "there is a signal®, if |

tn i(p) > 1004,
and solution there is no "signal®, if

tal(p)< I,
It is obvious that

o N
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o | |
mt(,.)-pnn{e.;-f : @. Lo .

. Afuwe,

XewwuF(framde M) @y

The analysis of this expression in general form leads to the
cumbersome calculations, which is connected with the mathematical

difficulties.

Let us consider therefore the special case: the case of weak

signal (4.<0s) and the case of strong signal (A>an).

Examining the case of weak signal, it is necessary to keep in
mind that the term "weak signal™ determines the relation of the power
of signal and interference. In this case the ratio of energy of
signal to the jamming density, which determines the errors of optimum
detection, can be large and signal can be discovered with a small

probability of errors.
Page 320.

Likelihood ratio for this case can be simplified, using the fact
that
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w(Pye) T (‘ + VT —=C08 Py¢4-

+2 o2t )

L(p,)= “ (1 + ]/—5- —con,;+—,— coa,,.)..

(]

L — “ d
34V e
=[e . 638)
=]
= s
Inl(9,) =~ 2( 3 :;
iml o
| +Y Tl g (5.3.6)

Likelihood ratio is equal with the threshold NI, or the logarithm of
likelihood ratio is equal with the logarithm Mm,.

Page 321.

Is accepted the solution “"there is a signal® with

lﬂ‘(’v)”-z T—r+

imt
+z}/ - coayye>lall,
: =l

or

V; % “'.¢>lﬂn +g-:-§-'

=]
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- =?",-A;.S AL() demn e,
then

:Lg Acoay>)/ Lol 432/ X
or ' T |
w P> Ton ) T @an

from the sum let us switch over to the integral

'. .
5 Aa(t)conty () dt> 35X

x(V -.3_'1nn,+-,‘,5- -i- . (5.3.8)

For the simplest case vhen signal takes the form of sinusoidal

message, A,(f)=mA,, and if is used the criterion of ideal observer,
then

‘fhmvu(t)ﬂ>ﬁ;}/${i-
r=feur,a> oY T, @39
f

{ ‘[-.A.eav.(c)a>v T 6= 0838,. (5.3.10)

-
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Page 322.

The obtained expressions make it possible to come to

light/detect/expose the optimum procedure of processing the phase of

the mixture of signal and interference during the phase detection.

From these formulas it follows that for the optinum phase

detection it.is necessary, after measuring by ideal phasemeter phase

displacement of mixture relative to the phases of the expected

signal, to carry out then trigonouptric transformation of this angle
(to take the cosine of angle) and result to integrate for a period of

time, which corresponds to the duration of signal. Value at the
output of integrator is equal with the threshold vhich depends on the

ratio of the signal to interference A, o, and of the duration of

signal.

The diagram of optimum procedure is given in Pig. 5.3.1. The

obtained results and diagram need some explanations. It would seem

that the use of ideal phasemeter whose readings/indications do not

depend on the signal amplitude or mixture, must lead to the fact that

the parameters and the vork of the diagram of detection must not
depend on signal amplitude., However, the obtained result does not

AT B I A P et O Y e It ey o o .
Wy e v.1--~~“‘ TRVATTALINE] W ot ATt b
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correspond to this, since threshold depends on relation’lgi;i.e., on
the ratio of the power of signal to the power of interf;rencé and
from the duration of signal. This dependence is explained by the fact
that with a change in the signal-to-noise ratio is changed the
intensity of the fluctuations of phase and it is necessary to
establish another threshold whose level must depend on fluctuations.
I1f is changed simultaneously A4, and as for example, with a change of
amplifying the receiver, then threshold is not required to change,

but if is changed only interference or only signal, then threshold

must be changed.
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t} 20|
- L » <1 cos Sorcvny J 2 [ i
{ ¥ . - n

Fig. 5.3.1. The diagrams of the optimum phase feeler of the weak
signal: WO - ideal phase meter; | - integrator; N - threshold

device/equipment.

Page 323.

In this respect there is certain difference with the optimum
feelers; however, this difference does not give essential advantages
to phase feeler. The diagram of optimum phase feeler is fairly
complicated, it is substantially more complicated than the diagram of
the optimum amplitude-phase feeler of signal with the known
parameters. For the realization of phase feeler it is also necessary
to know all parameters of signal. In this connection is of interest
the detailed comparison of the procedure of processing signal in the
optimum amplitude-phase and phase feelers which is carried out

further.

$ 5.4. Errors during the phase detection of weak signal with the
known parameters. Let us consider now the errors, characteristic to

the optimum phase detection of weak signal.
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Errors will be determined by the fact that there is a finite

Tt
probability of excess by integral. j'unv.U)dl of threshold in the

absence of signal or its nonexcess in the presence of signal.

] For calculating this probabilit} it is necessary to find the {

distribution functions.

Let us pass from integral to the sum

‘, -
z= S cos 9, (¢) dt -1'}'.' ﬁ cosp,e.  (65.4.1)
0 =l

Consequently, distribution can be found, on the basis of the fact
that during any distribution for cosqy the distribution of sum
approaches normal with the average and the dispersion, with the equal

to the sum of averages and dispersions.

For the determination of the dispersion of value cospu let us

recall that in the absence of signal distribution ‘gu=ex_is uniform

from -x to +x. If is known distribution for ¢uw, the distribution for

-

cosgu can be found from the rules of the functional ones of the

convergsion of random variablei.

g,

Above it was obtained

e o o N s e

£
L
i
y
"
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The first moment/torque for this distribution is equal to zero.

.Second moment/torque or the dispersion

+!

2 1 {

) =m— | o8Py ———
cos ¢ L R ?"Yl—coc'y.

d cos ¢,.

We use limits from -1 to +1, since the values of function beyond the
limits $1 we consider identically equal to zero. After using
substitution .cos'9,=si.ix, ve will obtain

+e/3
o 1

= S (1 —cos2x)dr=—y,  (5.4.3)
-8/

consequently, dispersion for value zcos«p,,. will be equal to m/2, and
: . i=m) .
for value

A '

2, = 5 cosv,(t)dta-.-z‘ﬁg €08 Pas

i=\

digspersion will bé equal to

C.=m2 18 (54.4)
In the presence of signal the distribution for césq, is changeq,
since is changed the distribution for ¢,. With the weak signal the

distribution function for cosp, must be obtained according to the

cccadiaci
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rules of the functional conversions of random variables.

After conversions ve obtain the function of the distribution

weonrs) == (1+V ¥ *oup,) (6545)

Distribution becomes asymmetric and probability density for values
cos¢y. of close ones to +1, it increases, since increases the

probability of angles ¢,.0f close to zero ones.
Page 325.

Under these conditions average/mean value no longer is equal to

zerQ
since

For value ﬁ;zcamg z,, average/mean value there will be equally
=l .
Mo = =V T e

and the dispersion - “ 5.4.8
4;,=mi§!anizun (54.8)

Congequently, the obtained for value z'distribution functions are

RS L vprirermny SO
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P 4

analogous to the functions of the distribution of value z in the

amplitude~-phase feeler, namely normal distribution for the values of

this value in the absence of signal (with the zero average) and

°'% | normal distribution with the displaced average in the presence of
signal. The curves, which characterize distributions, are given in

E u‘ Fig. 5.4.1. The value of the threshold [see (5.3.9)] is equal to half

of average/mean value as in the optimum amplitude-phase feeler.




T

DOC = 83022912

signal.

Page 326.

For the determination the probability of errors it is necessary

to find the integrals

L

P(T[0)= é:w(z')d:-” ,{ V%. e Mz, (549

o

n £ 4
P (Cfc)= fo(z”)dz"==
' - sy —m (29 )
i

= —Y—ﬁ:;e 2". (5.4.10)

Analogous integrals were found eariier, therefore, lovéring

intermediate linings/calculations, let us register

T =1—F

pTj=1-F(T)

With N,=1

;ﬂ;\,...

-

»ny

/

(5.4.11)
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e Vi (6:4.12)
then - T
Pu=1—F(Y g 1) (5.4.13)

Let us recall that during the optimum amplitude-phase detection of

signal with the known parameters
p_=1—r(;/m_’~.).

The obtained result shows that optimum phase detection, if it can be

I

technically realized, gives somewhat worse results, than optimum

amplitude-phase detection. However, the obtained difference in the o

equivalent energy is not very great. During the phase detection

equivalent energy of signal is reduced 1.25 times.

Page 327.

In other words, the optimum use only of a phase of signal during the
detection as by 25% reduces the energy of signal. Consequently, with
the weak signal optimum phase detection gives the function of the
distribution of value 7, of that being congruent/equating with the
threshold, and authenticity, very close to the appropriate results {
for the optimum ampljitude-phase detection. The same result is

obtained during the use of Neumann-Pearson criterion, also, for the
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systems with the active pause. Thus basic information about the weak

signal is laid in the phase.

$ 5.5. Phase detection of strohg signal with the known

parameters. With strong signal A,>¢, then

-2

'(’v)=ﬁ70 .:.
' 3

Upon transfer to the selection with a volume of m=/,Af we will obtain
B %

(., 9....../c-n)-;‘a-n7"-e * . (5.5.1)

in the absence of the signal o
' .(,Ul- ’n' "'h)=('%)‘. (5.5.2)
Likelihood ratio )
. %
. [ -
» » o ofCell Y= # .
foumSte R IYR. %, Gay ‘.
U DR _
then -

lnl(v.)—g tu-l:;"'—-z -;'{3- (554

Page 328.

The conditions of making a decision about the presence of signal will

take the form

i
i
1
i
H
{
i
!

ki
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when Ae= const=A,

race 4400
2 s ‘2111-——-—[:111

]

A’ o< 3 n Y4 —la,,
n .’
29:'<%mln@
=i )

and N, =1.

(8.5.5)

(6.5.6)

After switching over from the sums to integrals, we will obtain

’.
27 0 5 A (09 (t)dt <

Tt

<Ai§ In VT4 (1) dt—lal,,
oy

(5.5.7)

For case A.=comst, during the use of a criterion of the ideal observer

(1n N,=0) we will obtam

or

—— -

Sf(t)dm[m mc.)] .

'.
zym 5 o ()dt <2ted In (K.?-).. o,

(5.5.8)

(5.5.9)

The diagram, which corresponds to the obtained optimum phase

processing with the strong signal, is given in Fig. 5.5.1.

e
b

)
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The work of diagram has the essential feature, consisting in the fact
that the response/ansver "signal exists” it is given when the result
of integration is less than the threshold (but not more, as it was in
all previous diagrams), and the response/answver there is no "signal”
- when threshold was exceeded. Physically this can be explained by
the fact that in the presence of strong signal the fluctuations of
the phase of mixture relative to the phase of signal become
insignificant, the standard deviation of phase and the integral of
squares have low value, and if they are iess than the specific level,
then this testifies about the presence of signal. In the absence of
signal the phase of mixture is equiprobable, standard deviation has
sometimes high values and integration of the square of the

fluctuation of the phase of mixture it gives high values.

Let us find the distribution functions for output potential of

integrator. Value ¢ is distributed either evenly with dispersion i}
in the absence of signal, or according to the normal law with

dispersion ¢} in the presence of signal.

Por obtaining the functions of distribution ¢* it is necessary

to use the rules of functional conversions.
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Fig. 5.5.1. The diagram of the optimum phase feeler of the strong
signal: W0U - ideal phase meter; ()* - square-law function generator;

§ - integrator; II ~ threshold device/equipment.

e Page 330.

With A o
.:(’I)"!Ho

+ @(9!) et o 5.5.10
I (‘ )

and during the normal distribution for ¢,

| 3 |
w(9§)=vgfh e ;% (5.5.11)
y [ ]

In the case in question of basic interest is not distribution
function itself, but its average and dispersion, since at the output
of diagram functions the sum of a large number of random variables,
the function of distribution of which can be accepted by the normal
with the average, equal to the sum of averages, and dispersion, equal

to the sum of digpersions. Let us find averages and dispersion for
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the cases of absence and presence of signal.

In the absence of signal the average

m.(vf) 5 L Ldgl et (5.5.12)

the dispersion

- et

= S — lV.,?[Q:—m(Q:)]'dtp?s%:‘. (5.5.13)
]

In the presence of signal the average
' 7

| m, (v} -7%5-!:-:;?49:—

A: S (5.5.14)

=°’=

the dispersion

) .
Page 331.

Then in the absence of the gignal

m,(z,) ==ty -','.-.;',.';'. (8.5.16)

W‘o

5.5.17)

o -mr‘:‘?"

. [ ]
= VT.S‘(” J)'T,-?;—’a,'-ze (5515).

1
z,
i
i
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In the presence of thg signgl._‘

m, (z“) =/, T’S to¢: -‘5' ’.': ’ (5.5.18)

vy ™ 1.22--200‘ (5.5.19) |

The dxstributxon functions for the value with the output of

integrator will be registered in the form

| -(z,,)gv‘-g!.:e - (55.20)

without the signal " R - -

i gy
w(s L, "R (5.5.21)
™

wvith the signal.

Por determining the errors it is necessary to find the integrals

)
P (Tef0)m= ‘f w(2,)dz,, (6.5.22)
p(l'./c)-lz-(z,,) dz,,. . (6523)

Pig. 5.5.2 gives the image of the distribution function for z, and
w 804 thresholdir, The areas, which correspond p(r./m?\?}(r./c, are
shaded.

Page 332.
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During the calculation of errors we will be bounded to the case

wvhen II,=1, then
| £ } 4
n. = 2{00: in .—’= 2¢: min ﬁ!. (5.5.24)

n./cm—-y;—-‘-; O: VEIR %E.
/o, =V Zm 1.,!1.2.}.

The probability of errors does not depend on whether is used in the
diagram addition or integration. The integrals, analogous (5.5.22)

and (5.5.23), repeatedly were computed earlier, and therefore,

-lowering conversions, we give the final result:

pro=1—r(y/ gm_y’_:.:..:m»:_f-}
L4

=1—F [;‘/ﬁ(l.m—o.sn: m‘f_’_")J.

p(CJe)=1—F [yg;; In (%ﬁ_%)] (65.25)

P =0,5[p(Fc/0)+ p(T,fc)]. (5.5.26)
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wiey)

100 200 /1y
olle/c) o(re/0)

300

Fig. 5.5.2. Function of distribution., with the strong signal.
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Formulas (5.5.25) and (5.526) can be simplified for the assigned

relation
1
o . Aofon ==,
: '
¢ 3 '
For Acfoa=1,5
: P(Te/0)=1—F(0,74y/m), (5.5.27)

P(Tjc)ms 1 —F (1,05 m).

§ For Ac/o=10
¢
¥

P(Te/O)=1—F(1,1¥ m). (5.5.28)
)
P(Tfc)=1—F(4Vm),
1
b8 If formula (4.4.18) for the probability of the errors of optimum
Al O
%g
g
Ly
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amplitude-phase feeler is converted, using the fact that
. . ' 8o=A'AtmO,S,
then we will obtain

Pa=[p 0+ pTN0S=1—F (052 y7).

When ‘A,/s,=1,5 we will obtain expression, very close to (5.5.27).

From the results it follows that increase m is equally efficient

both with the optimum amplitude-phase and during the optimum phase

detection. An increase in the signal amplitude, i.e., increase A. o,
causes the rapid decrease of errors during the amplitude-phase
i detection and their comparatively slow decrease during the phase

¢ i_ degection.

When Ac/ox=~15, wvhen formulas (5.5.25) and (5.5.26) still can be
used, during the phase detection the authenticity is obtained
somewvhat more badly than during the optimum amplitude-phase

¥ detection.

When A.e,>5+10 during the phase detection are olitained the

noticeably greater probabilities of errors, than with the

amplitude-phase.

Page 334.

e e e e o
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§ 5.6. Comparison of the procedure of processing in the optimum
amplitude-phase and phase feelers of signal with the known phase. Let
us compare now the procedures of the optimum processings of mixture
(with the use of its amplitude and phase) and only its phase. The
diagram of the optimum amplitude-phase feeler of signal with the .
known parameters takes the form, depicted in Fig. 4.4.1. The diagrams
of optimum phase feelers are given in Fig. 5.3.1 and 5.5.1.
Comparison shows that in these diagrams are general/common/total
elements/cells, but there is the difference, which consists in
essence in the different procedure of obtaining the value, supplied
to the integrator. For the qomparison of the sections of diagrams,
connected to the integrator, let us decipher the operation of

multiplication, utilized in the optimum amplitude-phase feeler.

Let us assume that the signal detected is the segment of
sinusoid c(f)=A.coswe a8nd the copy of signal reproduces its amplitude.
In the presence of signal at the entrance to multiplier is supplied
the mixture, which can be represented as oscillation with the random
amplitude and the phase: o

YO =c)tnlt)= A, (Ocos ot + 9, (1),
vhere A, - amplitude of mixture; ¢, /) =~ divergence of the phase of

mixture from the phase of signal.

At the multiplier output we will obtain




T — . ’

~ DOC = 83022912 PaGe &4 OY

L=y()c(t)m f'—‘-;’—‘— cos P, (1)4-

+ 2P A o190 9, ().

Term vith cos 2w,t can be disregarded/neglected, since it does not

affect the output value of integrator.

Then at the multiplier output we obtain

D4 coe9, (1), @61

e Page 335.

' In the absence of signal expression (5.6.1) remains valid, but ]

Ay =Anlt), 2 9, ()=1pa(l), roe Au(l)

Key: (1). where

and 9,(t) - random functions ofltime, which describe

—

selective interference.

Let us compare now the procedures of processing mixture in the

amplitude-phase and in the phase feelers, with the weak signal. In
the phase feeler accoéding to (5.3.9) to the integrator is supplied

value { ==cony,(t).

Consequently, the procedure of processing signal during the
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optimum phase detection of weak signal is close to the procedure of
processing in the multiplier during the optimum amplitude-phase
detection. However, between them is a difference, consisting in the
fact that-}, contains factor A4,({), determined by the amplitude of the
mixture of signal and interference. For . this factor is equal to
one. This difference would not be fundamental, if A,(f) was not the
random function of time. Multiplier also computes coseq,(¢), but with
weight coefficient A,(f), which gives large role in processing of
mixture by those cosq, which are counted off at high values A,(f). Let

us now compare thresholds.

In the optimum amplitude-phase feeler value

(R T
m 5 A 0% cosp, () dt (5.6.2)

is equal with threshold &./2. .

With the weak signal probable value A,(f) <¢s. In the phase feeler

value

‘4 : ’ o
2 = 5 cosy, (f) dt (5.6.3)

is equal vith threshold TA:T“’/; or

f

S ALe cony, (f)dt
[ ]

is equal with the threshold
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From the obtained results it is evident that if we somewhat change
the diagram of phase feeler, after introducing amplification with
coefficient 5§L. then value ¢ becomes to the larger degree it is

similar to value ¢ in the optimum feeler.

-

From that obtained it follows that in the essence the optimum

phase feeler differs from the optimum amplitude-phase feeler in terms
of .the fact that the integrated value has as the factor not the
random amplitude of mixture A,(f), little depending on the amplitude
of weak signal, but constant factor oun close to probable value of the
amplitude of mixture with the weak signal, and threshold, which
differs little from the threshold during the optimum detection.
Consequently, optimum amplitude-phase feeler with the weak signal in
essence is constructed on the principle of the optimum processing of

. phase. It is necessary to note that the amplitude-phase feeler is

simple to device/equipment and can be carried out in the form of

usual phase discriminator and integrator, while in the phase feeler

are required very complicated devices/equipment in the form of ideal

phasemeter and block, which realizes trigonometric transformation of

o ST "

S IR X y " MR o e Vs, Sl
RICE R 3 1Y T - e ST TR R R RN

i
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the measured angle. Consequently, there is no engineering sense to

realize the specially optimum phase detection: it in the essence is

used during the usual optimum detection of weak signal with the known
parameters. The available in the literature indications of the
advantage of phase feeler, in the sense of the independence of
threshold from pover or energy of signal, are incorrect, since in the

optimum phase feeler threshold also depends on energy of signal.

Jet us lead nov the comparison of optimum phase and optimum

e amplitude-phase detection with the strong signals.

Since the signal is strong, A.~A,(1).

) 2 Then to the integrator in the amplitude-phase feeler it is
' supplied
A
b ggcose, (). (5.6.5)
Page 337.

Is accepted hypothesis "signal is", if

fe
5 X oy, )it >4 (6.6.8)
and W T
5 cony, (0)dt >4, (5.6.7)
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With the strong signal the fluctuations of phase are insignificant,
then L ' '
: coBPy (f)me 1---;- v} (0).
Detection condition will take the form

‘I
‘ ‘( v, (t)dt <ts. (65.6.8)

From the comparison of the obtained expression (5.5.9) it follows
that the diagram of optimum amplitude-phase feeler realizes an
optimum processing of phase, also, with the strong signal, and in
addition to this she uses information about the presence of signal,
formation, placed into the amplitude about the presence of signal,

placed into the amplitude of mixture.

The optimum phase feeler of this information does not use;
therefore with the strong signal the results of phase detection are
noticeably worse than the optimum amplitude-phase detection. For the
confirmation of this result we convert (5.5.9) so that the threshold
would be expressed analogously with formula (5.6.8). Then for the
optimum phase feeler of strong signal we obtain detection conditions

with N,=1 - R,

)
a ! 2 ) dt <t
—.r ﬂh(fﬁ-:-:- _ s’.() .

‘ ‘-‘?‘w&m‘;ﬁﬂ;} i
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Page 338.

As is evident in phase feeler due to the nonutilization of
information about the amplitude before the integral stands the
factor, which for the case (4> ) in question much more than one.

] Consequently, for the fulfillment of inequality and detection with

the identical probability of passage it is required so that the

fluctuations of phase in the phase feeler would be much less than in

the amplitude-phase, i.e., signal must be stronger. Just as for the )
weak signal, in this case usually there is no engineering sense to
realize independent optimum phase feelers and strong signal. These
feelers have more compound circuit than amplitude-phase. In the
latter by simpler technical equipment is also realized in the essence
. the optimum procedure of working/treatment of phase and, furthermore,

is used signal amplitude.

Let us compare now between themselves the diagrams of optimum

phase feelers with the strong and weak signals. Outwardly diagrams

EVEI AR SN

considerably differ from each other. This fact can cause great

g n e s S F :
. . . RS L gy R TR - +
- e ” - A

Ry

i difficulties during the practical realization, since it requires

o

ol
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change of the diagram in the dependence on the signal amplitude. For
explaining this question let us consider the work of the optimum

phase feeler of weak signal with the reception of strong signal.

In the optimum diagram for the weak signal to the entrance of

integrator will be supplied cose, vhich can be represented as
cosy, == /T —gindy,.

With the strong signal angles %, are small and 008q.~l—-0,5,:, Hence it
follows that the optimum diagram for the weak signal, which computes
cosg, and that integrating this value, with the strong signal will
also realize an optimum processing according to the rules, valid for
the strong signal, i.e., compute the square of angle @ and integrate
it. Thus, all optimum diagrams of amplitude-phase and phase feeler.
for the signals with the known parameters realize the analogous
procedure of processing the phase of mixture, which in essence is
constructed during the calculation of the even function of the
divergence of the phase of mixture from the phase of the expected

signal.
Page 3139.

Prom this it is possible to draw the conclusion that the essential
information about the signal, utilized during its processing for the

detection, is concentrated in the phase of signal. Is certain, the
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effect of amplitude as the factor, which is determining energy of
signal and authenticity of optimum detection, it remains under all:

conditions.

Let us compare optimum phase detection with the simple. It is ;
necessary to note that the examined in § 5.2 simple phase de;ection,
during which is measured the phase of mixture and result is egqual
with the phase of the expected signal, it gives considerably worse
results, than optimum phase and optimum amplitude-phase detection.
The reason for this lies in the fact that the measurement of phase
with the use of a matched filter to the phasemeter or with the

averaging of the results of measuring the phase after phasemeter

realizes not the optimum for the detection procedure of processing
the measured phase. The optimum procedure of phase detection provides

for wvith the weak signal trigonometric transformations of measured

phase (cosq,), with the strong signal - squaring, which is analogous q

for these conditions to taking cosey. Similar operations with the phase |

are produced in the diagrams of optimum amplitude-phase detection.

These nonlinear conversions in the optimum procedures determine the

considerable difference in the results in comparison with the simple

phase detection. The nonlinear conversions of the measured phase

Mo R T L e sl ikl
- som e et , o M T e TETTOC SUEE .
/

change the distribution function both for the case of one

g - e e

B ..

interference and for the case of the mixture of signal and

interference.

A
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1111

Fig. 5.6.1. Comparison of the errors of detection with the weak

signal: a) for the optimum detection (formula 5.7.18); b) for the

optimum phase detection (formula (5.4.13); c) for the simple phase

detection, with the matched filter to the phasemeter (formula

5.2.14).

Page 340.

Accumulation in integrators or filters of the lower frequencies of q

the results of the nonlinearly converted values of the measured phase
gives considerable gain in the authenticity of detection. The
physical causes for the fact that simple phase detection gives
unsatisfactory results, lies in the fact that the average/mean value
of the phase of noise, which is obtained as a result of integration
or averaging, cannot differ from the average/mean value of the phase
of mixture, since the phase of interference with any averaging

remains equiprobable. In all optimum diagrams is used the even
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function of phase (cosgy or Q:L'rhen the result of the accumulation of
the values of readings with the mixture and the interference is

different. In order to compare the authenticity of detection by

different methods, let us give the result of the calculations,
carried out according to the formulas obtained above. Calculations
are carried out for case of p(c)=p(0)=0.5 and rop=vr,=1. The results of
comparison will be analogous and during the use of Neumann-~Pearson

criterion. Fig. 5.6.1 gives curves for the weak signal.

Fig. 5.6.2 gives curves for the strong signal when A.lon=1.

§ 5.7. Optimum phase detection during the use of a limiter.

Earlier was examined the case when the mixture of signal and
interference was supplied to the ideal phasemeter whose
readings/indications did not depend on amplitude. In this case it

proved to be possible to use the functions of the distribution of

mixture. The use of an ideal phasemeter in the essence indicates the
nonlinear transformations of mixture, because of which the effect of
amnplitude is removed. The elimination of the effect of amplitude it
is possible to attain with the help of the direct method, after using
in the limiter circuit. Then basic information about the signal there

remains only in the phase, more precise in the function of "zeraos".
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Fig. 5.6.2. Comparison of the errors of detection with strong signal
(Adoea=1): @) optimum detection; b) optimum phase detection (formulas

5.5.27 and 5.5.29); ¢) simple phase detection (formulas 5.2.18 and

5.2.19).
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The one-dimensional function of distribution of zeros differs
little from the function of phase distribution, if the noise band is
comparatively narrow. Usually in the receivers there is a filter,
vhich realizes preliminary non-optimal filtration. On these reasons
in the first approximation, it is possible to consider that the
function of distribution of zeros, evaluated in the angular values,
repeats the function of phase distribution. Then optimum phase feeler

can be constructed on the diagram, given in FPig. 5.7.1.

To the multiplying device/equipment is supplied the

!
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stress/voltage of mixture from the output of limiter and the copy of

signal. The copy of signal must have initial phase, delay and
duration, that correspond to the expected signal. At the output of
multiplier will appear the stress/voltage whose value is equal [see

(5.6.1))

1.34:A0¢
e = -3—"2'—-2- cos P, () == constcos ¢, (1),

where Aop - the level of the limited stress/voltage, which is
determining its amplitude; ®(f) ~ divergence of the phase of mixture

from the phase of signal.

The high-frequency component of this stress/voltage can be
disregarded/neglected, since it will not affect the results of
integration. It is obvious that the combination of limiter and
multiplier fulfills the same function, as the combination of ideal

phasemeter and trigonometric converter. During the appropriate

selection of threshold this diagram must ensure the optimum

processing of signal on its phase.

-
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L '}(t)‘_f < forp =

(D) S3nese] ere) L

Fig. 5.7.1. The diagram of phase feeler with the limiter: ¢ - filter;

- - limiter; X - multiplier; f - integrator; n, - threshold

device/equipment.

Key: (1). Copy of signal.

Page 342.

In the presence of signal the initial phase of mixture @y(/)
fluctuates with the predominant small divergences. Consequently,
cosg,(f) has the prevailing values, close to one; on the output of

integrator must be accumulated large stress/voltage, which usually

exceeds threshold, as a result is accepted the hypothesis about the

1 presence of signal. Due to the divergences of phase the result of
i ' integration can decrease and threshold will not be achieved/reached.

: ? In the absence of signal to the multiplying device/equipment is

ié supplied the signal with the random equiprobable initial phase. With
;i the sufficiently wide passband of radio channel initial phase for the
{;g storage time randomly is changed also with the equal probability they
can be observed both low and high values o» for which cosg, will close
£

to zero or have negative value. This reduces the result of
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integration; its difference from zero is exhibited in the finite
probability of false detection. In an increase in the intensity of
signal the phase of mixture in essence corresponds to the phase of
signal and output potential of integrator with the great probability
exceeds the threshold which with an increase in the ratio of signal

to the interference increases, which reduces the probability of false

detection.

Assuming that the function of distribution of zeros coincides
with the function of phase distribution, then the characteristics of
phase feeler with the limiter will be the same as the characteristic
of optimum phase feeler. On the principle examined.can be constructed
the feeler, in which is used Neumann-Pearson criterion. It is
necessary to note that the diagram of phase feeler with the limiter
and the multiplier is considerably simpler than the diagrams, given
in Fig. 5.3.1 and 5.5.1. During its realization are used the limiter
and the same elements/cells, as in the diagram of amplitude-phase
feeler. It does not use phase measurements, also, in the essence in
the technical form, close to the amplitude-phase feeler, realizes

phase detection due to the loss of information about the amplitude in

the limiter.

§$ 5.8. Phase detection of signal with the unknown phase. Is of

interest the possibility of the phase detection of the signal whose
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phase is not known.

Page 343.

" During the optimum amplitude-phase detection of signal with the
random phase is used either the matched filter with the detector, or
two-channel correlator with such addition of results, during which

the effect of the chance of phase on the value, been

congruent/equated with the threshold, is removed. Thus, in this case

the phase of signal as if does not participate in the detection. ;

However, it is possible to show that also in the random (but stable)
phase the detection also to a considerable degree is realized due to

the optimum processing of the phase of signal.

Let us consider the work of the optimum amplitude-phase feeler
of signal with the random phase from the point of view of phase

relationships/ratios. Let us take the case of the sine wave

c(f) == Aq CO8 (wyf - ®0).

fﬁ The mixture of signal and interference can be represented as process
F o the random ones by amplitude and the phase

5 §()= A, () confd + 90+ 9, O

3 of the distribution function for A,(f) and ¢,(!) they were obtained

earlier.
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Then at the multiplier output we obtain (when Ay=1)

ty=A,(f)cos[at 9o 49, (f) cosmyf] ==

=2e{. coslve +9, (1), (65.8.1)
term 2w, is disregarded,
=% sin e+, (). (5.8.2)

Let us examine in more detail the case of the strong signal when

A¢>on, 9, < % and terms sine,{f) can be disregarded/neglected
= 2{D cosy, cose, (1), (5.8.3)

=% sing, cony, (1), (5.8.4)
Page 344.

At the output of integrators we will obtain

'.
1= S‘i'-g cos @, (¢) cos 9. dt, (5.8.5)
H
‘Q
1= § '—‘!-2(—')— cos ¢, (¢) sin 9¢ d¢, (5.8.6)

then

te

L}
B=y+y= [ S 40 cony, (1) dt] : (68.7)
since vhen A¢» %

Ay(t) m A, cosy, ()=1— ’:(‘)‘ 05
then

B=4p-2% 5 o () dt, (5:8.8)
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The condition of accepting the hypothesis "signal exists" it is
n'<80 ioeo

te

n<i-% S,:mdt.

or, since ﬂ,=%“-“-(4.7.35)

'G
jﬁwﬂ<u (5.8.9)
0

The optimum processing of the phase of mixture in the optimum
amplitude-phase feeler of signal with the random phase, revealed by

formula (5.8.9), is analogous to processing in the -optimum phase

4 1 feeler of strong signal with the known phase, given by formula

ff x4 (5.5.9), and to processing in the optimum amplitude-phase feeler of
L
TN signal wvith the known phase which in the phase interpretation is
' given (5.6.8).
i» §
3 : Page 345.
N
¥ Thus, in the optimum diagram of the amplitude-phase feeler of signal
f' with the random phase its phase undergoes optimum processing.
?: Consequently, and in the random phase of signal information about it
i ‘ is laid during the phase, it is more precise into its constancy and

Q” J the optimum processing of mixture includes the optimum processing of

its phase. Hovever, as a result of the chance of phase for its

e e o o o e

(. optimum processing is required the two-channel diagram, which is

JEO
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characterized by the increased action of interferences and by a

deterioration in the authenticity.

The same results are obtained also during the analysis of the
case of weak signal. Let us consider now the possibility of the .
realization of the phase detection of signal with the random phase.
Signal with the random phase is the basic model of signal in the
phase systems. Before realizing a measurement, it is necessary to

discover signal, i.e., to ascertain that the receiving and measuring

device/equipment is located in the zone of action of system and, if

signal is pulse, to find it from the temporary situation (to reduce
the uncertainty/indeterminacy of delay). If this signal it is
possible to discover by phase-difference methods, then this can
sometimes make it possible to simplify equipment (is removed the need

for the creation of the system of amplitude-phase detection, which is

in use independent of the channel of measurement). It is obvious that

é ‘ ; the simple phase detection of signal in this case in the principle is
.gl : impossible, since its phase is by chance and the simple measurement
;ﬁ of the phase of mixture cannot give response/answer to a question

?f about presence or absence of signal. With the optimum methods of

ﬁé phase detection are produced the nonlinear transformations of the

%f measured phase and the accumulation of information. Using the

8 i principles of phase detection, it is possible to create also the

diagram of phase feeler, also, for the signal with the random phase.
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diagram of processing. Let

#2.7

With the realization of the optimum phase feeler of signal with the

random phase it is not possible to be bounded to the single-channel

us recall that for the optimum

amplitude-phase detection are necessary the two-channel diagrams with

with the random phase also

Page 346.

The diagram of this feeler

branches of sine converter
the fact that this channel
quadrature-phase component
connection with the random

permits implemention of an

the quadrature channels. The diagram of the phase feeler of signal

can be constructed as two-channel.

is given in Fig. 5.8.1. Use in one of the
instead of the cosine is substantiated by
optimally treats the phase

of mixture, which is necessary in

initial phase of signal. Integration

accumulation in each channel, moreover in

each channel the accumulated value depends on ¢ and, therefore, it

subsequent transformations

«
A i e

cannot be used for the comparison with the threshold. However, the

of the accumulated values, the analogous

facts which are used in the optimum amplitude~-phase feeler, make it

| possible to obtain value B,, not depending on the phase of signal and

determined only by the presence of the signal:

f R
; ‘l' -mi,."',v(‘)'o 2.' b ; G,, (‘) d‘.
[]

"
( b, =sinjec 19, (1), 2, = 5 b, (0 de,

Byt
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Ly =ons (onegyte)

Fig. 5.8.1. The diagram of the phase feeler of signal with the random
1 phase: W - ideal phase meter; sin and cos - trigonometric

converters; f - integrators; ()* - square-law function generators; +

- summator; y- - computing device of quadratic root; II1 - threshold

device/equipment.

Key: (1). Initial phase.

Page 347. _ '

Let us consider the work of diagram during the detection of strong
signal. With strong signal (7,(f)<s)
| b, = COB 9o COSY, (8), (6.8.10)
L, = siny, cosy, (£). (5.8.11)
After integration, squaring, addition and extraction of root (Fig.

5.8.1) we will obtain

‘" )
B,= J cosp, (1)t = to— 0.5 S,:m dt.
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The condition of making a decision about the presence of signal will

take the form
.0
§9: (Hde <20, (5.8.12)

It is obvious that the procedure of processing random phase, which
cof}esponds to expression (5.8.12) and Fig. 5.8.1, is analogous to
the procedure of processing the phase of mixture in ghe opt imum
amplitude~-phase feeler of signal with the random phase, if we it
examine from-the point of view of phase relationships/ratios as this
is done during the conclusion/output of expression (5.8.9). Analogous
results are obtained also during the analysis of the detection of
weak signal. Consequently, optimum phase detection of signal with the
random phase to carry out possibly. It is possible to expect that the
authenticity of detection or the probability of errors in the diagram
of the phase feeler of signal with the random phase will be somewhat ]
worse than in the optimum feeler of signal with the random phase and

the optimum phase feeler of signal with the known phase.

- il an e e e

Obtaining analytical expressions for the functions of the
distribution of values t,,l, and 2,.%q is connected with the bulky

mathematical transformations, which determines the complexity of the

mathematical expressions with the help of which it is possible to

compute probability of errors »(/J/0) and p(r,/c).
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On these reasons we will be bounded to the qualitative analysis of

the factors, which affect the probability of errors.

In the presence of the signal (we will assume that signal
strong) phasemeter gives the little changing readings/indications,

which correspond to the random phase of signal ¢.. After trigonometric

- transformations are obtained values cose: and sing.. Since for the time
. ~. of detection 9 we consider as the constant value, the results of

integration will be also proportional cose. and sing., and after

transition to B8,=58, we will obtain the value, which does not depend
on @ which it is to be congruent/equate with the threshold. Due to
the action of interferences the value, measured by phasemeter, is

changed. In this case can be observed the passage of signal in such a

case, wvhen the level of threshold will not be achieved/reached.

In the absence of signal the phasemeter measures the random 1
phase of interference = which with the equal probability can have
any value from 0 to tx. For the time of action of signal the value of

phase undergoes changes itself. Then cosqnw and sing. are random 7

functions. Their integration and quadratic addition will give

resulting quantity 8,.
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Presence B, creates the errors of the false detection whose
probability will be'determiéed by the probability of threshold
crossing. It is obvious that with an increase in the duration of
signal value B, at the output of integrators, caused on the action of
signal, will increase more rapidly than value B, caused on the action

of interferences.

However, the possibility of designing of the diagram of phase
feeler for the signal with the random phase yet does not solve a

. question about the advisability of the realization of such diagrams.

It is obvious that phase feeler much more complicated than

optimum amplitude-phase. Especially complicated are phasemeter and
trigonometric converters. The phase feeler of signal with the random
phase can be realized with the use of a limiter and two-channel

quadrature correlator.
Page 349.

§ 5.9. All-pass filters. In all optimum phase detectors examined
earlier were used the principles of mutually correlation
reception/procedure or active filtration. It is of interest to
consider the possibility of the realization of passive all-pass

( filters. Por this it is possible to use the fact that if the signal
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has stable initial phase, then the values of its phase at the points,

divided into the integer of periods of high frequency, will be
identical. For the detection of signal it is necessary to optimally
develop phase displacement between the points of signal, divided by
the specific delay, which is reduced to the calculation of the cosine
of phase displacement and the subsequeﬁi integration. The schematic
of all-pass filter, in which is realized this principle, is given in

Fig. 5.9.1. Instead of the ideal phasemeter and the trigonometric

converter it is possible to use limitgrs and multiplier, then diagram

;-‘ will take the form, depicted in Fig. 5.9.2. Let us dismantle/select

b nik i

the work of these diagrams. During the supplying to the filter of one
;o . interference the phase of disturbing voltage is the random function {

of time.

The values of phase, divided by the interval of time r,=kT,,

where T,=(27/w,), and w, - the midband frequency of the transmission
of circuit to the all-pass filter, they differ from each other. Ideal
phasemeter will give the rgadings of phase displacement with the
equal probability in the limits from -x to +x, if r, is more than the
interval of correlation for the phase. After trigonometric

transformation and integration will be obtained the random function

of stress/voltage with the zero average/mean and divergent
dispersion. If it exceeds threshold, this can lead to the false

detection. (:)
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L cos f re
]_ |
%

Fig. 5.9.1. The schematic of the all-pass filter: WPHU - ideal phase

meter; cos - trigonometric converter; J - integrator.

Page 350.

During the supplying to the filter of signal with the constant

initial phase and the frequency to the phasemeter will enter the

voltage component with constant phase displacement, equal to zero.

Consequently, value at the output of IFI will fluctuate predominantly

about the position, which corresponds to the zero shift/shear for

which the cosine is close to one. As a result at the output of

integrator will be accumulated the stress/voltage. Excess with this
stress/voltage of threshold corresponds to the selection of
hypothesis about the presence of signal. As is known, matched filter

gives the same characteristics during the detection, as correlation q

4 mende < rondire Toibnii

diagram. On this basis/base it is possible to claim that during the

appropriate selection of the parameters, the all-pass filter ensures

the same characteristics, as correslators examined above. The work of

5 S AP, 57 Ny TR

gi this filter will not depend on the absolute value of the signal,

supplied to its entrance, but will depend only on relation

f signal/noise. One of the versions of this filter was investigated in
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work [5.1]. It was shown that it can give the best results, than
obtained during the amplitude detection. This conclusion/output can
be made, also, of the theory given earlier. All-pass filters did not

obtain considerable development and use/application.

§ 5.10. Estimation of phase detection. On the basis of the
analy;is of phase detection it is possible to do a series/row of
conclusions/outputs. Basic conclusion/output lies in the fact that
during the detection of signal by optimum amplitude-phase feelers the
phase of signal is treated optimally. This relates both by the weak
and to the strong signals. When phase is unknown (it is by chance),

but it is constant, during the optimum detection also is realized the

optimum processing of phase.
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X/ |
f’ }

Fig. 5.9.2. The schematic of all-pass filter with the limiters: -r -
the deviée/equipment, wvhich feeds meander; X - multiplier; f -

integrator.
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Y

By this 1s explained the fact that the diagrams of the optimum
amplitude-phase detection of signal with the unknown (but stable)
phése give results close to those obtained in circults of detection
of a signal with a known phase. The basic

information about the signal, utilized during the detection, consists

.
S . e o

in its phase, since the optimum amplitude-phase feeler in essence
implements the operations, analogous to those implemented in the
optimum phase feeler. In the optimum phase feeler is realized the

b3 | measurement of phase and the subsequent transformation of the results

of measurement in accordance with the optimum algorithm. Optimum

e .

phase feelers can be created for the signal with the known and random

; } phase. In both phase feelers is optimally treated only the phase of

Eﬂ f signal. With random phase due to the two-channel construction

j; | increases the action of interferences, which causes a deterioration
{% ‘ . in the authenticity. Furthermore, the nonutilization of signal

2 :

73 ; amplitude in the process of processing mixture in the phase feelers
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1 causes a deterioration in the authenticity or energy loss. These
" energy losses with the weak signals are insignificant. With the

strong signals they prove to be more essential. Signal amplitude

] - during the phase detection affects threshold; however, the use of
mode/conditions with the active pause also of Neumann-Pearson
criterion they make it possible to create the diagrams whose
mode/conditions does not depend on signal amplitude. If the practical
realization of the phase feelers would be simpler than |
amplitude-phase ones, it would be expedient raise a question about

+ their integral use; however, the diagrams, given earlier, show that

the phase feelers are more complicated than amplitude-phase. The most

complicated part of the phase feelers is the meter of phase. On these
reasons it is difficult to expect the independent use/application of

phase feelers.

Special position in this respect can be in the phase systems. If
system is intended for the extraction of information from the phase
of signal, then in it usually there is a meter of phase, to a certain
degree which approaches ideal. Under these conditions is in principle
important the fact that in this system both the measurement of the
parameter and the detection of signal can be realized on one and the

same principle.

Page 352. | (:)}
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In other words, into the phase system there is no need for

introducing amplitude-phase feeler. Using information only about the

phase of signal, system can solve also the problem of detection,

almost without the loss of information about the signal. Optimum

phase detection occurs during the use of optimum amplitude-phase
feelers (into diagram of which enter the multipliers, integrators and
the generators of the copy of signal) if before the mixture admission j

to the feeler it is normalized in the amplitude, for example, in

] transit through the limiter or due to the action of sufficiently high
speed ARU. The aforesaid earlier, apparently, and causes interest in
i fu, the theory of phase feelers whose some aspects are examined in works

(5.2, 5.3). Possibility the uses of gquantization of phase with the

@ Ay e R

phase-difference methods of detection are investigated in work [5.4].
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Page 353.

Chapter 6.

OPTIMUM MEASUREMENT OF PHASE.

§ 6.1. Formulation of the problem. After the signal is
discovered (established/installed, that it there is), in many
instances must be solved the problem of measuring the parameters of
signal in which is contained useful information. In connection with
this the value which is not smaller, than optimum detection, has the

optimum measurement of the parameters of signal.

Useful information can be established in the delay, amplitude,

frequency, and phase of the signal.

The measurement of each of the parameters although has its
special features/peculiarities however can be established/installed

general laws.

In the measurement of the parameter we consider that the
parameter is the unknown random variable, in which is reflected
useful information. In this case the remaining parameters of signal
can be known or are also random variables, but parasitic, not

carrying useful information.
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In general form this is written/recorded as follows:
c(t, a;, @4 ooy Bas Bao oo (6.1.1)
where t - time; a - random parameters, which carry information; B -

random parameters, which do not carry information.

As the simplest example it is possible to give these

combinations:

a) useful information is laid in signal delay, i.e., 7, - random
variable, which carries information and which is subject to
measurement, the remaining parameters of signal A, @, w are random

variables.
Page 354.

This case corresponds to ranging to the moving/driving target by

pulse radar;

b) useful information is laid during the phase of signal, i.e.,
9 - random variable, which carries information and which is subject
to measurement, the remaining parameters of signal, besides
amplitude, are known. This case corresponds to the radio navigational

phase system, in which is used continuous signal or pulse signal, but

in this case before the measurement of phase is determined delay:




DOC = 83022913 PAGE &¥/0 {

c) useful information is laid during the phase of signal, signal

frequency is known; 4. and 7, are random variables. This corresponds

to the phase system, in which are used pulse signals, if pulse delay

is not determined.

The measurement of the pataméters of signal is always realized
under the conditions when there is not only signal, but also
interference n(t). For measuring the parameter during specific time
t« is observed the mixture of signal and interference. This time can

be limited by the duration of signal or by any other factors, if

signal lasts longer than the time during which it is possible to
observe, measuring the parameters. For example, in the
radio-navigation systems the time of observation can be limited not

by the duration of signal, but by the time during which must be given

the coordinates of observation point. Consequently, the time of

observation is always limited. In the general case the measured

f parameter can for the time of observation be changed, and then the
g problem of measurement in principle is complicated. Therefore is more
b right the problem of measuring the parameters to solve for two cases,
i

namely:
i Y

the measurement of the parameter, which is the random variable,
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wvhich retains its value in the process of observing the signal, and

the measurement of the parameter, which is changed in the
process of observation. The first case occasionally refers to as
"reception/procedure of the separate values of continuous
communications/reports"™, the second - "reception of
oscillations/vibrations". Can be used also terms measurement and
tracking or tracking. In this section will be examined only the

measurement.

Page 355.

hccording to observations, i.e., on the obtained realization y(t) or
selection y,, Y., ..., this corresponding realization, must be solved
a question about which value had the parameter (or the parameters),

or, as they say, must be given the estimation of the parameter. Since

the time of observations is limited and signal is accompanied by F

interferences, it is obvious that the estimation of the parameter H

will differ from its true value. Problem lies in the fact that to
establish/install, what procedure of processing must undergo the
mixture of signal and interference, so that the measurement of the
parameter would be optimum, moreover it is necessary to define
concretely the concept of optimality, i.e., to establish/install the
criterion of optimality. After finding the procedure of optimum




DOC = 83022913 PAGE W2 (

~

processing, it is useful to solve a question about the complexity and
the practical feasibility of this procedure or diagram, to explain
the dependence of diagram on the special features/peculiarities of
signal and to establish/install the characteristics of the results of

measuring the parameter. For the solution of this problem it is

necessary to have the initial statistical evidence about the signal,

the measured parameter and the interference.

Interference has normal distribution, it is possible to 1
characterize: dispersions o, by the one-dimensional function of

distribution w(n)., by energy spectrum G,(e) or by autocorrelation

function By(x) and by the multidimensional distribution function. i

The useful and parasitic random parameters of signhal must be
characterized by the distribution functions. For the distributions of
the random parameters of signal it is not possible to take some

common model. In each specific case the distribution function can be

different.

In many instances it is difficult to find the function of the
distribution of the random parameter. The difficulties, connected
wvith the selection of the function of the distribution of the random
parameter, are caused by the fact that frequently on the basis of

previous experiment or theoretical linings/calculations is impossible
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to accurately formulate the law of distribution. The distribution in

question is frequently called a priori, i.e., pre-test, since it does

not depend on the results of experiment (observation of mixture) and

must be determined preliminarily.
Page 356.

However, usually the function of the distribution of the measured

parameter little affects the diagram which will be found as optimum, |

and the random parasitic parameters have a basic effect on the

procedure of processing mixture as a result of the very fact of the

chance of their value. As a rule, it should be noted that the
presence in signal of the parasitic, random, immeasurable parameters
makes it necessary to change procedure and diagrams of optimum
processing, since one or another the parameter cannot be used for the
igsolation/liberation of signal from the interferences and diagram
must be constructed so that the random character of this parameter
would not affect the result of measurement, i.e., so that would be
reduced the action of this parameter. For example, in the random
phase it is neces;ary to realize the detection which destroys
information about the phase, or in the case of the random delay to
pass to the output all signals, without realizing a strobing/gating,
and the like. It is obvious that the model of signal and the

parameter, vhich is nubjoct to measurement, are determined by
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designation/purpose of radio engineering device/equipment and by
"? working conditions for its. For the phase systems must be set the
problem of the determination of the optimum procedure of processing
in the measurement of the phase of the signal whose all remaining
parameters are known, or at the presence of the random parasitic

parameters. It is expedient to consider the general/common/total

methodology which must make it possible to manufacture

general/common/total approach to the solution of such problems.

. i
|

S 6.2. Criterion of optimality. The solution of the problem of

determining the optimum procedure of processing must be begun from

establishing/installing, what result is to consider optimum, i.e., to
develop the criterion of optimality. Questions of optimization play’
large role in science and technology. ln each branch there are their
criteria of optimality and methods of analysis and synthesis of

l optimum machines, devices/equipment and systems. The special
feature/peculiarity of the case in question lies in the fact that is
placed the problem of the optimization of measurement in the presence
of interferences. The solution of this problem is based to the theory
of the statistical solutions, checking of statistical hypotheses

developed methods and the methods of estimations.

After using the bagic results of this theory, let us explain a

question about the selection of the criterion of optimality for the
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systems, in which is used the measurement of the parameters of radio
signal. For the larger laconicism of the recording of formulas and
clarity of presentation let us assume that the signal has one

measured random parameter a.
Page 357.

The version of the presence of the random immeasurable parameters is
examined further. Supervising of mixture, it is necessary to solve a
question about which valr: had the parameter of signal a, i.e., to

give to it estimation a.

During the solution of this problem it is possible to use
instantaneous reading of mixture - y or concrete/specific/actual
realization y(t), or selection from this realization ¥. ¥ ¥ .... For
obtaining evaluating the parameter it is necessary to use some rule
of the solution which can be registered in the form of function g
then :-g {y (¢t)] or is shorter :-g(y?. This rule of the solution can
be regular, i.e., such, which to each concrete/specific/actual value
of the single reading y or each concrete/specific/actual realization
y(t) can correspond only the one completely specific estimation :,
obtained with the help of one, completely specific rule of the
solution. The theory of the statistical solutions makes it possible

to develop this thought and examines also the randomized rules of the
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solution, during which different rules can be used with some

probability. In the following presentation will be examined only the

regular (nonrandomized) rules of the solution.

Since the reception of signal occurs in the presence 6f
interferences, then single reading or selection are distorted by
interferences and estimation : differs from the true value of the
measured parameter, i.e., :-a-saﬁo. Value :—a can be named error §o.

In order to consider the optimality of the utilized rule of the

solution, i.e., to explain, how successfully in some sense is treated |

mixture for obtaining the estimation, in the theory of the
statistical solutions is introduced concept "loss function®” or the )
"function of losses”. Loss function must express the dependence of

losses on the value of the measured parameter and its estimation.

In general form the loss function can be registered in the form

X
I (a, :). It is most natural to consider that with a=a the losses can be

considered as zero.
! Page 358.

In the case of the simple measurement of the parameter to most

regularly consider that the loss function must depend only on

3
'g ‘ difference :-c and increase the value of losses with an increase in

ol
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the difference, then J (a, :).—.=.7(:—¢). Most widely used are three forms
of the function of the losses:
J(:—¢)=|:—¢|.
X x
J(@—a)=(a--a)°,
X )y x .
J(@—a)=1 np# |a —a|> Aa, 6.2.1)
X X
J(a—a)=0 SR1 |a—a|<L Aa,
Key: (1). with.
Graphically these loss functions are given in Fig. 6.2.1. Each of |
. X x
these functions has specific common sense. When J(a—a)=|a—a] it is
considered that the losses increase just as error, i.e., the negative
consequences of measuring error proportionals to the modulus/module . %

of error. This dependence is characteristic for the caées, with which

useful results slowly deteriorate with an increase in the errors.

When d(;—a)-(:—av it is assumed that the negative consequences
of error increase more rapidly than error itself, i.e., the losses,
connected with greater errors, are relatively more. This loss |
function is used most frequently; it will be coordinated well with
the intuitive representation about the fact that the small errors in
close margins little affect the usefulness of the result of
measurement. The third form of the function when errors within
certain limits not at all cause losses (zero loss), but beginning

from certain value of error the results of measurements they become

little useful, corresponds to an even more critical estimation of

errors.
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Fig. 6.2.1. Loss functions.

Page 358.

As it will be shown further, the form of the function of losses
little proves to be on the optimum procedure of processing the
mixture of signal and interference and is reflected, in essence, in

the quantitative characteristic of the consequences of inaccuracies

i in the estimation of the parameter. Let us formulate now the

,g' criterion of optimality. The measured parameter a is random variable
; and is changed from one cycle of measurements to another in

é accordance with the inherent in it a priori distribution w(a).

: Value a is also by chance, since it is determined by the

fi , presence of the interferences, which distort signal. Error éa and

; magnitude of losses, i.e., .9(:, a) are random variables, .7(:, a) can take

e
Py - e e
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only positive values, which with the obviousness follows of the given
above standard loss functions. If .7(::. a) is random, then its one
concrete/specific/actual value cannot characterize the losses, which
associate measurement. For the random variables it is necessary to
use the concepts of average/mean value, dispersion, functions of
distribution, etc. In the case in question it is most natural to use
average/mean value or mathematical expectation of magnitude of
losses. Averaging must be carried out through all possible values :
and a taking into account the probability of their specific
combinations. The average/mean value of loss function is accepted to
call the average/mean risk R.

For obtaining the mathematical expectation of the value of loss
function it is necessary to multiply it by the function of
distribution v(:, a) and to fulfill integration for all possible

x
values a and a.

As a result we will obtain

+e
R -'T [ 76 9w, gdede. (623
Page 360. -

The concept of average/mean risk is sufficiently to

general/common/total ones and makes it possible to consider the

quality of measurement and the quality of the procedure of processing
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the mixture of signal and the interference, used in the meas.irement

of the parameter of the signal, which has unknown value. Therefore

the optimality of one or the other procedure of the processing (one
or the other rule of the solution, on which on the basis of
concrete/specific/actual observation it is given estimation to the
measured parameter) it is expedient to characterize on that, does
give this procedure minimum average/mean risk. The procedure of
processing or the rule of the solutions, which ensure minimum
average/mean risk, can be recognized as optimum ones. Consequently,

g(y), with which is minimized R, it is optimum - gee(p).

I1f it is possible to find this rule, then on those mathematical -
operations which it contains, it is possible to determine optimum
procedure or schematic of receiving and measuring device/equipment.
As a result of observing the mixture is fixed/recorded selection y,,

Yi:r «+. Or oOne reading y. For the determination of optimum diagram it

is necessary for R to express through y,, y,, ... Or y. Let us
congider the case of using one reading y. In formula (6.2.2) let us

f pass from estimation a to expression g(y) and reading of mixture y.

In the loss function this substitution can be carried out
directly
X
@, a)=7gly) a). (6.2.3)

In the distribution function the replacement of
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variable/alternating must be realized according to the rules of the

functional transformations of the distribution functions.

As a result it is possible to obtain
w(:. a)da d:= w(y, a)dyda.
X
It is obvious that w( a, a) and w(y, a) - different functions and

symbol w means that both of them characterize probability densities.

Then

+® 490

R= S SJ[g (¥), a]w(y, a)dyda, (6.2.4)

-—ll) gD

where w(y, a) - the two-dimensional function of joint distribution.
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Page 361.

According to the known formula of the multiplication
w(y, a)=w(s)w(y/a)=w(y)w(a/y):
after substitution we will obtain
+&

+
R={ [ 7law) sle(n)w(efy)dydass -’

—c

+wo 4o
=Tew{Triaw. ao e e lay=

- | @Ry, (6.2.5)
+&
R,= {712G), slw(ajy)ds, (6:2.6)

where R,— conditional mean risk (at the specific value of reading

y).

Since w(y) has positive values, minimization R can be provided
through minimization R, For this it is necessary, knoving 31:,:) and
w(a/y), to find the form of the function g(y), which minimizes R,.In

detail at these conversions let us pause more lately.
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§ 6.3. Criterion of minimum average/mean risk during the use of
finite time of observation. Earlier there was obtained
general/common/total expression for R during the use of an one-time
reading. In the radio engineering Systems, based on the measurement
of the parameters of radio signal, as a rule, has the capability to
supervise of mixture during the interval of time, which substantially
exceeds the interval of the correlation of interference. As a result
of the fact that for a period of time of observation are stored dﬁta
about the measured value, .the measured value can be evaluated more
accurately. On these reasons the expression for R, obtained in the

previous paragraph, must be developed.
Page 362.

Is more convenient for obtaining the mathematical expressions to use
the concept of selection, i.e., to have in mind that for time /&
there can be made m independent readings of mixture y,, Ya, oc-.

through
M'—"-‘m‘.

vhere f[s— highest frequency in the interference spectra and signal.

The rule of solution acquires the following form:

X
e=g (Y Voo <+ 5 6.3.1)
loss function can be registered in the form

TR Voo .. 0). (6.3.2)

e e - i e
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For obtaining the average/mean risk it is necessary to use the
combined function of distribution w(y,, Y.y ..., @) and to carry out
repeated (m of times) integration for all possible values of y,, ¥,;.
.++, and integration for a is analogous how this is provided in

(6.2.4) for the one-dimensional case.

Then expression for R will take the form

. +% '
R={..[{...{117 0 Yss o oo
| _L gs;mﬁ e W us - ), 8lX |
X W (¥ §r +.. a)dady,dy,... (6.3.3)

Page 363.

Let us now move on from the joint probability density to the

conditional probabilities, after using the relationship/ratio known

from the probability theory:

Wi Vs .- S)=w(@)w (WY, Yo - [0)=
=W (Y Y - )W Yss Yar <o 0)s (6.3.4)

R-T.(C) da SS cos SS’[‘(%' Vo -+ )alX
- p -pn .

X oW Yo «+./6) dy.. . [T (6.3.5)

the function

R.-H.-.Sjﬂc(v.. Yo -8l w(p,, pda)dy,dy,...
(6.3.8)
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can be named conditional mean risk, i.e., average/mean risk with
determined value a. For obtaining the average/mean risk it is

necessary to find average from all values a, i.e.

+0

R= [ Rw(s)da. ~(837)

It is possible to obtain another relationship/ratio for R

+
R= sve J (n no---)] (uyl"“)x
T 10 (17100 - 2ele0
Xw(a[ys, Ya --.) AP Yy, . .da. (6.3.8)

To this expression it is possible to give the following form:

R= |
=SS e SS w(y,, Yar <+ -)dyg dy.- oy T’ [‘(y“ Yo ...ﬁlx
X w(afyy, Y ...)dea, (6.3.9)

The function

+o
R,= g Tig W Y --)elo(aly,, g ...)ds. (6.3.10)

—c

also can be named conditional mean risk, i.e., average/mean risk for
the specific realization y,, Y., .... Then the average/mean risk
(unconditional) can be found, neutralizing R on all possible

realizations.
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Since realizations are random process, the averaging will take

the form . .
R=SS"' SSR"(”" Yo . )dy, dy,. (6.3.11)

The obtained expressions make it possible to do very important step.

Page 364.

It is obvious that the conditional risk and probability density -
value especially positive; then the minimum of average/mean risk will

be provided if it is possible to ensure the minimization conditional

mean risk R, or R, For reasons, presented further, to more

conveniently use concept R,. Consequently, if we find such decision i
function g(y,, ¥:, ...), which provides minimization R, then it is
possible to claim that it corresponds to the optimum procedure of

processing. As is evident, the solution of problem significantly was

simplified because of the transition to conditional mean risk Ry and
{ the possibility to use for its calculation a comparatively simple
3 expression, implementing single integration. In the following
presentation we will examine only conditional risk R, and analyze the

algorithms, vhich make it possible it to minimize.

Expression for R, (63.10) can be converted, since

w(a/y,, ¥y ...)= '(‘).'(%.U,f:'. : :)‘1‘) ' (6.3.12)
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, +o
Ru=m.5 T g 4 -- ol X
4
Xw(e)w(y,, ¥, ...[a)da. (6.3.13)

The function of the reverse/inverse probability w(a/y,, ¥s» ecce)
and the function of plausibility w(y,, Y., .. 7a) they play
important role in the theory of the estimations and subsequently
their use will be examined in detail. For an example let us give

expression R, for the concrete/specific/actual form of the function

of losses.

Let us take quadratic loss function

- iylf(yu Y1 "')“,=lf‘yn Y -0-)—01.. (6.3,14)
ve will obtain | #
+o
Rl= 3- "(yn Ya .-.)—Gl'w(lly., Ysy - )dd
or
+= x
Ry= | (@—~ajw(efy,, yor ..)da.  (6.3.15)
-0
Page 365.

Analogous expressions can be obgained, also, for other loss
functions; however, quadratic function permits to obtain final

results and for the simplest form. Furthermore, as will be shown
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further, the form of the function of losses, if it remains

“5 ; symmetrical and increasing, does not affect the optimum procedure of

processing. i

It is necessary to note the series/row of the limitations,
inherent in the relationships/ratios obtained above. All conclusions
were done on the assumption that the signal is the known function of 3

time with one unknown, measured by the parameter. Under the actual

R conditions can stand thé problem of measuring several unknown
parameters a,, a,, ... at the presence of several random immeasurable

parameters 8,, B,, .... The analysis of the optimum processing of

mixture in the simultaneous measurement of several parameters has X
essential features and does not enter into our problem. The optimum
processing of mixture in the measurement of one parameter and at the

presence in signal of the random immeasurable parameters is the rapid

case. Examples of such combinations were given earlier. Therefore the
s obtained above general/common/total methodology of finding the
‘g optimum procedure of processing must be developed and supplemented
for the case of the presence in signal of the random immeasurable
parameters. Let us consider the case when there is one parasitic

random parameter of siqhal B. For the solution of problem must be

known the combined :unction of the diitribution of that measured and

K -ﬂé” T N SR
AN S -

immeasurable the random parameters w(a, B). Usually it is possible to

consider the random parameters o and 8 statistically independent
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variables, then

[ @(s, P=w(e)w().
In order to use the obtained previously results and to lead to them
the solution of problem in the case of the presence in the signal of
the random immeasurable parameters, it is necessary to lead such
mathematical conversions which would make it possible to get rid of
the effect of the random immeasurable parameter on the result. At

first let us assume that is used the single reading.
Page 366.

Let us recall that according to the product rule

w (aB/y) w (v) = w (y/ap) w (af), (6.3.16)
w(aB/y) - the conditional probability density of the combination

of the different values of the parameters a and g with the condition
1 ¥: w(y) - probability density of mixture values;

of the specific reading of mixtureX w(y/apg) - the conditional

probability density of the values of mixture under the condition of

the specific value of the random parameters a and 8;

w{aB) - the probability density of the joint distribution of the

random parameters.

Then

w(oply) = "R b o @pwep), @317
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since

+a0

.’.Q .
S S w(af/y)dadp=1,

that

by = g . (6.3.18)
{ § wehowen an
-0

-0

<

In all given earlier formulas it was used by w(a/y), therefore, it is
necessary from w(ag/y) to pass to w(a/y). For this, as is known,
necessary to integrate expression w(ag/y) with respect to all
possible values 8

w(afy) = T w(ap/y)dp =

—e0

40
= { kw(sp)w(y/a)ap. (6.3.19)

Usuvally it is possible to consider the random parameters of signal as
independent variables, then the obtained expression can be

represented in other form:

w(eln)=ho(@ | oEBU/BHB. 6320,

-0

Page 366.

Thus, when, in the signal, the immeasurable random parameter is

present, is possible the solution of the problem of the optimization
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of measurement, but optimum procedure must have essential features as
a result of the need of calculating integral (6.3.20). The need of
executing this integration usually significantly changes optimum
procedure and, therefore, the optimum measuring circuit of the

parameter.

Analogously it is possible to fulfill conversions for the case
wvhen in the measurement of the parameter of radio signal is

supervised of mixture during finite time.

Function w(a/y,, ¥:, ...) can be obtained from the expression

+0

®(e/yss Yo .. )= § @ (aBfy,, po .. )dB=

-l

+0
= k,w(a) S w(p)w(y,, y, ...Jaf)dB. (6.3.21)

§ 6.4. Criterion of the maximum of reverse/inverse probability.
Let us consider now the sense of the obtained expressions and will
formulate on this basis the version of the criterion of minimum
average/mean risk, the so-called criterion of the maximum of
reverse/inverse probability. Prom the expression for Ry it follows
that for the satisfaction of the criterion of minimum average/mean
risk the integral of the product of the squares of error to the
conditional function of distribution w(a/y,, ¥;» ...) must be

minimum, The function of distribution w(a/y,, ¥:, «..) determines the

;ﬁd'ﬁlir:ﬁt '-a}y:u‘ o,

L) i
e T R - e
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probability density of one or the other value a during the sbecific
combination of the values of selection Yi: Yar ++., which was
obtained during the observation of mixture. This function is usually
called the "function of reverse/inverse probability", since it shows
the probability (is more precise, probability density) of reason a
depending on corollary - selection y4, ¥y, .... Such a function
usually has the form shown on Fig. 6.4.1.

In the defined realization or sampling, the distribution
function at some value a=ax has a maximum. It is obvious that value

a=a« is most probable.

Page 368.

It is natural for the unknown value of the measured parameter to take
its probable value, i.e., to place :=um Let us clarify this in more
detail. Loss function is depicted in Fig. 6.4.2. Obvious that under
condition 2 =ay the area, enclosed by the curve, which is obtained as
a result of multiplication (;—aP and wv(a/y,, Ya, +++), will be
minimum, i.e., the integral, expressing average/mean risk, will be
minimum. If we increase the sample size, i.e., to take a larger
number of independent readings, then the function of distribution
w(a/y,, ¥,), must become of ever of narrower, since probability that
the obtained combination of readings corresponds to some other value
a, will be increasingly less and it is less. The narrower there will

be the distribution function, the less will be the risk, since the

area, enclosed by the curve, which is obtained with multiplication
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5
(a—a)* by w(a/y,, ¥»s» +..), Will be reduced. Thus, when the function

of distribution w(a/y,, Y:s +..) is symmetrical relative to maximum,
the criterion of minimum average/mean risk leads to the possibility
to formulate the criterion of the maximum of reverse/inverse
probability. Diagram will provide minimum average/mean risk, if it
makes it possible to compute the function of reverse/inverse |
probability and to find the value a, which coréesponds to the maximum
of reverse/inverse probability. Then :om =qy,

It is possible to use another approach to the solution of the

problem of the determination of optimum estimation.
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Fig. 6.4.1. Function of reverse/inverse probability.
Key: (1). for.
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Actually/really, if as a result of the realization of observation,
i.e., on the obtained selection y,, Ya, Y3, «+., it is possible to
construct the function of distribution w(a/y,, Y2, «+.), i.e., the
function of reverse/inverse probability, then the determination of
optimum estimation :", it is possible to approach as follows. If
these the distribution function carries symmetrical character, then
in accordance with the limit theorems of the probability theory with
an infinite increase in the selection the average/mean value
approaches true. However, observation virtually is accomplished
finite time % Then at the l.mited sample size the estimation of the
measured parameter is nearest of all to the true, if we use an
average/mean value of the estimations of the measured parameter for

the time of observation. This can be made either averaging of the
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estimations, obtained for each of the readings, or finding of the
average/mean value of the function of reverse/inverse probability (if
according to observations (selection) function is constructed) with
the help of the relationship/ratio
x +® -

Bogy = &gy == S aw(@a/y, ¥, ...)da. (6.4.1)

-
This estimation will be accompanied by error, since function w(a/y,,
Yar «+.) is constructed according to observations during the limited
time. If we assume that this function is symmetrical, which usually
occurs, since probable deviations to the different sides can be
observed with the equal probability, then average/mean valuye

coincides with the value at which the distribution function reaches

maximum.

Thus, the rule of the selection of estimation can be formulated
so

x
Comr = =Gy (6.43)
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Fig. 6.4.2. Function of reverse/inverse probability and loss

function,
Key: (1). for.
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§ 6.5. Criterion of the maximum of plausibility. In order to
find the diagram of reception-meter, which implements the obtained
optimum processing, and to consider the possibility of its
simplification, it is necessary to convert the obtained expression.
into the formulas, which are determining optimum procedure, enters
v(a/¥:+ Y1, »-+). It is necessary to obtain the expressions which
connect this function with such relationships/ratios which can be
simply obtained in the diagrams. For this we Qill use the fact that

w(@)®(y,, ¥y, -..[a)=w(a[¢s, Yas ... ) O, Yo ...)

or

w (e, by, .. .)=2E00 by o /e) (6.5.1)

(¥ Yar.o) !

wvhere v(a) - the function of the distribution of the measured
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parameter; w(y,, Ya, ... /a) - the conditional distribution function,
vhich gives the probability density of one or the other combination

Yisr Yar .. 8t the specific value of the measured parameter a.

The formula, through which is written/recorded this function,
must contain dependence on a. As the function a in question, this

] formula give the so-called "function of plausibility" of L(a).

Frequently the function of distribution w(y,, Y., ... Za) is

also called the function of plausibility; w(y., Yas «eo) -

unconditional probability density of the obtained combination of

values of y,, Yas seee

Since is investigated the probability density a, i.e., the

measured parameter, in the presence of the concrete/specific/actual

realization y,, Ya, ¢¢., w(y,, Y2, ...) for this experiment or this
concrete/specific/actual measurement it is possible to consider
constant value, since the specific concrete/specific/actual
combination of readings in the selection has the specific probability
density. For determining the value w(y,, y,, ...) it is possible to
proceed from the fact that integration of the differential of
probability within the limits of all possible values a will give one,

i.e.
+

o "(-/v.. Vo -..)damm],

-
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Page 371.

After substituting for w(a/y,, Y2, ...), expression (6.5.1) given

above, we will obtain 1

+0
(=) w(yss ¥y .. /') =
e
either
+o
®Ys, 4y --)= [ w@)w(y, 4 ...[0)da, (6.52)
or

+0
= [ e@on v . foyde.  (@53)

In the principle the calculation of this integral is possible, since
ve assume that w(a) is known or assigned, and function w(y., Yas cece,
/a) or the function of plausibility, as it will be shown further, it
can be found, if are known expressions for the signal and the
functions of the distribution of interference. However, to compute
this integral on is required, it suffices to only establish that its

calculation leads to a number, but not to the function from a.

As a result of the carried out conversions the function of

reverse/inverse probability can be expressed as follows:

w(a/¥n Vo .. ) =A@ (@)B(y,, 4o .. .[8) 6.5.4)
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From the results of the previous paragraph it follows that, after
obtaining expression w(a/y,, ¥,, ...), we can find estimate p by two
methods: 1) find the maximum of this function of a; 2) find the
average/mean value (mathematical expectation) a in the function of
distribution w(a/y,, Y2, +..). Prom expression (6.5.4) it follows
that the form of the functions of reverse/inverse probability and
plausibility, the position of their maximum and average/mean value,
differ only due to the function of distribution w(a). This is very
important result, since obtaining the functions of plausibility and
mathematically and in circuit sense is considerably simpler than the

function of reverse/inverse probability.
Page 372.

The physical sense of the function of plausibility lies in the
fact that it gives the form of the function of distribution for
different combinations of selection (or realization) at the specific
value of the parameter a. Since the observation is conducted finite
time, this function the distribution function multidimensional and
its graphic representation little is clearly. Howvever, for the
simplest case vhen is realized the measurement of the parameter with

the use of one single, reading, it will be one-dimensional and it can
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be clearly depicted graphically. The function of distribution w(y/a)
gives the probability density of one or the other value y at the

given value «a.

But since in this function compulsorily is contained dependence
on a, it is possible to act vice versa: according to the mathematical
expression for w(y/a) to construct the dependence of the probability
density of any given value with a change in the parameter a. This
there will be the function of plausibility. It is obvious that the
less the interferences of those distorting the result of measurement,
‘the narrower the function of plausibility. The exemplary/approximate
form of the function g(y/c) is given in Fig. 6.5.1. Let us consider
now the possibility of use during the optimization of the measurement
not of the function of reverse/inverse probability, but the function
of plausibility. For this it is necessary to explain, as it can
influence by w(a) the difference in the form and position of maximum
and average/mean value in the functions of reverse/inverse
probability and plausibility. It is possible to demonstrate that for
the majority of the practically important cases w(a) it is close to
the even distribution and therefore it does not introduce essential
differences into the form of the function of reverse/inverse

brobability and plausibility.

o
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Fig. 6.5.1. Punction of plausibility.

Page 373.

This can be substantiated by the following considerations.

Equiprobable distribution gives least favorable results, since is

' } | provided for the greatest uncertainty/indeterminacy of the value of
' the measured parameter. Therefore, even if it is possible to expect 1
another distribution for a, it is useful to conduct research and
calculations for the worse case. In many instances it is difficult to ﬂ
formulate law of w(a), and then it is most natural to assume that

distribution equiprobable, i.e., all values of the parameter in some

. real limits are equiprobable. The function of distribution w(a) must
be considerably more "smooth", than the function of plausibility
w(y:, Y1, ... /a), since othervise becomes meaningless of conducting
measurement. If, for example, function w(a) takes the form, depicted
in Pig. 6.5.2, and is allowed for the possibility of the

determination of the measured parameter in essence in the limits from

a, to a,, and the function of plausibility due to the larger
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interference level takes the form of smooth curve, depicted in Fig.
6.5.2, then it is obvious that the results of measuring for

refinement of the value of the measured quantity virtually nothing

give.
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Fig. 6.5.2. Fig. 6.5.3.

Fig. 6.5.2. Functions w(a) and L(a) for high interference level.
Fig. 6.5.3. Functions w(a) and L(a) for small interference level.

Page 374&.

Certainly, in this case the function of reverse/inverse probability
will be clearly asymmetric. If under the same conditions, for
example, due to an increase in the power of signal it is possible to,
decrease the "width" of the function of plausibility, then are
obtained the results, depicted in Pig. 6.5.3. In this case the
results of measurement make sense: they make it possible to determi
the value of the measured parameter with the larger accuracy than if
vas known a priori. Prom the figure one can see that in such cases ;
the function of a priori distribution already little can influence

position and form of the function of reverse/invecse probability.
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Consequently, virtually in all cases when measurements make
sense, the function of reverse/inverse probability in form and
position of maximum is close to the function of plausibility. On the
basis of the considerations given above it follows that in the
majority of the cases it is possible successfully to use the criteria
of optimality, based on the function of plausibility, and to use the

rule of solution which realizes this criterion.

Thus, optimum estimation can be given on the following rule:

x
Gonr = Gy my, (6.5.5)

vhere Guwmp— value of .the parameter of that giving the maximum of

function' L(a),

or
b
Gomr = &cpapy
vhere acppwp— average/mean value of the parameter a in the function

of plausibility L(a).

In the majority of the cases convenient proves to be the
criterion of the maximum of the plausibility which we subsequently

will use. Let us consider in general form now the algorithms of the

optimum processing of mixture and the optimum measuring circuits
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corresponding to them of the parameters.

X
Let us begin from the rule of solution @epr=aen. If we use

the function of plausibility, then algorithm will take the form
x +®
Conr=const | aw(y,, 4, .. .[e)da. (6.5.6)

? . -

Page 375.

The diagram, which corresponds to this algorithm, is given in Fig.
6.5.4. Instead of the determination of the mathematical expectation

for a, provided by expression (6.5.6), it is possible to realize

averaging on the time. Then is computed estimation for each

A «(‘ﬁ independent reading of mixture and then is located average. The

corresponding diagram is given in Fig. 6.5.5.

mn
1 b
) Operation -;—264 can be realized by a low-pass filter.
=l

et

: Let us consider the diagrams, which are obtained during the use
; X
; ‘ of rule of solution @ur=3%um i.e., the criterion of the maximum of
' plausibility.
:
Y Diagram must compute
é& L(s)=w(y,, ¥s --'l“)
gf i and to find
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Fig. 6.5.4. The optimum diagram of the meter of the parameter in
terms of the average/mean value of the function of the plausibility:
L(a) - device/equipment for obtaining the function of plausibility; X

- multiplier; j- integrator.

(t) K &

. 2 (i) d Ly

! 2

‘_:

4

1

> Fig. 6.5.5. Optimum scheme of a parameter measurer with the use

averaging.
a
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Page 376.

Diagram realizing this algorithm, is depicted in Pig. 6.5.6.
Earlier were obtained results in general form. They can be used for
the determination of algorithms and diagrams, which ensure the
optimum measurement of one or the other parameters of radio signal,
which contain useful information. We use the method presented for

determining the optimum procedure of the measurement of the phase of

signal.

§$ 6.6. Optimum procedure of the measurement of phase and

measuring error. There is a signal (% ). The phase of signal ¥ is

unknown and contains useful information. The reception of signal
occurs against the background of additive interference. In order to

find the optimum procedure of the measurement of phase, it is
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necessary to obtain the function of plausibility and to find

4

] x * (] .
estimation ¢, maximizing it.

The multidimensional conditional function of the distribution of

the mixture of signal and interference takes the form

WY Yoo -+ ’/’G)=

- vo-ce.wra

== W e . (6.6. l)

The obtained expression contains dependence on ¢: and it can be

considered as the function of the plausibility )

'.
L . -"iﬁ:{l}“)—e(l. I
(Pe) = @i n e . (6.6.2)
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Fig. 6.5.6. Optimum scheme of a parameter measurer in accordance
with the maximum function of plausibility.

Page 377.

In order to represent this function in the more convenient form,
vhich makes it possible to find the estimation, which corresponds to

the maximum of plausibility, let us produce the conversions

'I
L (o) = g exp —-}r.‘{ v Odt— -

Y t
—-n':‘s et (¢, ve)dt+-§;5 y(t)ele, 7.)'dt]
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o’ and N, - the parameters of interference, y(t) - the
concrete/specific/actual reaiization, on which is sought the phase -

they are considered known, then

and

ty

; ct(f, o)dt= @,

(energy of signal for the time of observation).

After substituting into the expression for L(e). we will obtain

‘l
2
-5 w.-S rinett. 98

Liss)=he ¢ N

in the general case

c(t, 9e) s Acae (f)CO [ugt -+ ¢ (1)1 o] ==
= AgGs () COB g CO8 [wyf - $6 (¢)] —
— Aqde () sin 9y sin fuyt + 4o (1),
Page 378.

In the simplest case of the sine vave

€0, o) mm Aq COB (051 |- 9¢) 5 Aq OB Pe COBE -
<+ Assing tinayt,

then

.
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ik e il

s

& : |
L(’.)-k.e"":exp{-ﬁ;j [0 (#) Aqas (2) con 94 con [uet +

+ ¢ ()] 4 ¥ (¢) Acac (2) sin pesin {ut - g (£)] d? ]

For calculating some of that obtained above relationships/ratios can

be used known diagrams - correlators.

It is possible to connect which computes

’.
1==‘[v(l)A.a. (£) cos [t + §o ()] 41,

t. '
Y= 5y(o,A.c.(t)dn [ot 4 4o ()}t

The diagrams, which make it possible to compute these integrals,
1 are given in Fig. 6.6.1. Keeping in mind the use of such diagrams,

a8 let us reduce expression for L(m) to the form

_;. 2 A 1 oia
. L) be Foe® Y 66

For obtaining the more convenient form of recording, let us introduce

designations n’*+y?=B? and 6= arctg vy/n.
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Ay (t)cosfugt e doft)] Aeclt)sinfwgt o utel]

Fig. 6.6.1. Diagram of calculation of % and ¥ X - multiplier,
{— integrator.

Page 379.

Let us note that values B and 6 can be obtained vith the help of the

mathematical conversions, realized with values 3 and y, i.e., can be

e R T Y TR
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realized the diagrams, which give these values. Then

=& ) *
L(ve)= ke ‘e-k ' - (6.6.5)

y==Bcosl, y==Bsinl,
9. — the unknown initial phase of signal; @ - value which can be

calculated by diagram.

The obtained expression gives the dependence of the value of the
function of plausibility from the value, which can be obtained in the

diagram. The evaluation of the unknown phase of signal must be

realized so that, if we in expression L(y) instead of independent
variable % supply its estimation :.. function L(es) must reach
maximum. Without conducting of complicated analysis it is evident
that L(m) in measurement ® it reaches maximum vhen e -0-:.-.. since

in this case cos(0—egs)=1.

Thus, the maximization of the function of plausibility is
achieved Auring the use for evaluating the rule
¢
fuo-.(o-w-n.«)m

:m-.—ll’d‘ T —. (6.6.6)
; P00 (Dcos [0gd 4+ & (D) &t

For the sine wave
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l. .
= . ‘{ rmmay ét
; S v(nowagd

The diagram, which realizes an optimum measurement of the phase of

signal, must take the form, depicted in Fig. 6.6.2.
Page 380.

Let us note that the diagram remains valid as optimum and with the

unknown signal amplitude, since 5 and y are proportional A if signal

amplitude is known and laid into the copy. If signal amplituée is
unknown and in the copy used any amplitude, result will not be
changed. Let us consider now the processes, which occur in the
optimum diagram. If to the entrance is supplied signal without the
interference, then earlier it was shown that

%o =84 COSPc U Yo = By sin Pe, (6.6.7)
vhere @§.— energy of signal for the time of observation, and o¢c—
phase of signal, counted off relative to value,'which it is accepted
as the zero and which is laid during the phase of reference
generator. Then '

Yr=1g9 n =0

In this case the relation of values at the outputs of two correlators
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corresponds precisely to the tangent of the phase of signal.
If to the input 1s supplied the mixture of signal and
interference, then

W=t+wmH _Yf—'—"\'y‘*'_Ym_
Ve — components (funct1on):*23used by the action of signal and which
are determining average/mean value; " and vy« — random components

(function), caused by the action of interferences.

These functions have the increasing on the time dispersion and

zeéero average.
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7

J

4

90°}{rom| acft)cos fagtoclt]]

Fig. 6.6.2. The diagram of the optimum meter of the phase: X ~
multipliers; INOH - reference generator; §- integrators; 9/ -

computing device of this felation; arctg - trigonometric converter.
Page 381.

At moment/torque {={: and oj=o]=d =‘—"g-'-. If delay is known not
accurately,.then effect from the signal is reduced and the accuracy
of the measurement of phase deteriorates. Decrease can be found from
the correlation function of signal at r, that corresponds to error on
the delay (see § 4.8).

If delay has considerable uncertainty/indeterminacy, but
reference voltage permits implemention of observation larger time
than the duration of signal, then interferences will be at the output

accumulated more and accuracy will deteriorate.

Consequently, at the outputs of correlators are random
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components, which cause the divergences of values from those values,
at which follows carefully itself condition 6=¢.. It is obvious,
being guided by algorithm with the reading of phase, we let us commit
error Se¢ and :w;vp The physical sense of this error is clarified in
. Fig. 6.6.3. From the figure one can see that the probable deviations
of values ny and Y+ due to the action of interferences, will cause
the probable deviations of estimation :? from true value ¥ j.e.,
random errors §¢. As one would expect, the optimum procedure of

:fi measurement does not free/release from the errors; however, it makes

it possible to obtain their theoretically minimum.
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Fig. 6.6.3. Measuring error of phase.
Page 382.

Let us recall that for the determination of the optimum procedure of
measurement was used the rule of solution ;Q;-wunw This rule
provides minimum error and minimum risk; with any symmetrical loss
function, depending on loss function will be changed only the
numerical value of risk. It is of great interest to find the
expressions, which make it possible to compute the value of measuring
errors and their dependence on measuring conditions. For the solution
of this problem it is necessary to have in mind that the statistical
characteristics of values 6, accepted as the optimum estimation phase
:Mm which must make it possible to find the numerical values of
errors, they are determined by the statistical characteristics of
values " and Yv. and by the subsequent functional conversions. For

the defined moment of time can be W and v considered as normal

e i W ,\;’?vﬁﬂ#ﬁl‘ o A VR
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random variables and distribution functions for the moment/torque of
the termination of observation can be registered in the form
(4.11.4)and (4.11.5)
) 1
—c5 (1, — 8y cos 0P
= T 6.6.8
w(‘l')—yﬁ:.le [] ( b )
e A MUY
T 6.6.9
w('f,)—y.—ﬁ—';e . (6.6.9)
X
For obtaining the function of distribution ®w(ps) it is necessary to at
first £ind w(n, ¥v). 1n Ghapter 4 this function was obtained in the

form

-’:_f_ Un—8, <08 9.0 H1—&, sin v, 9]

w(n, 'f)=2'—"..;e

Page 383.
Let us switch over to polar coordinates, it is analogous how this was

done in (hapter 3 and 4

-t (B cos g, cos 9 (B sind— @, sing.r)

»
w(8, O)=-2%e - =
=83 82,
-'—"'; e--ﬁ'-e ! A
2we

w(0) it is possible to obtain, after fulfilling the integration

-m-f-w. 048
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The calculation of a similar integral was carried out in § 3.4;

therefore let us immediately register final result for

"-"""e=:on"9¢.and, bearing in mind that 0.-1',”-!-

‘l
w(dy)= -L- eT+

+v T’. cosa,r(;/?ﬂ—:—cosay ) e""'-'""'. (6.6.10)

As can be seen from (6.6.10) the function of error distribution in

the estimation of phase is expressed analogously with the function of
o the distribution of the divergence of the phase of mixture from the

phase of signal, but the parameter of distribution is not Ac/es, but

&/N.. Consequently, the function of error distribution in the
estimation of phase depends only on the energy of signal for the time

of observation with the reading of phase and on the jamming density.

Let us consider special cases.

In the absence of signal (8:=0)

w(ly) ==,
then

?1"% LEAEe Bl e g Vi £4,

-3
With small energy of signal(8.<N,)

sonmi (14+Y G cetr) 1)

Bt I

e

-
)
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Page 384.

Wwith the high energy of signal (6.>N,)

aCl
L
w ()= — —e . (6.6.12)
=

Let us consider the now approximation method of obtaining the
expression for °f,- Since ¢, is random variable and can take values

from 0 to 2x, when 6.>%’-@.008?e or &.sin9. can have low values.

For obtaining the approximate relationships/ratios let us assume
that the function of the distribution of divergences 8 from the
average/mean precise value does not depend on ¢« 'let us find this
distribution for the case most convenient in the sense of
mathematical transformations. Assumption about the independence of
the function of the distribution of divergences ¢ from ¢ will be
coordinated vell with the intuitive representations about the fact

that all values of phase are equiprobable and equivalent and in its

optimum measurement must not be of preference to one or the other

b A_._...J_“J
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values.

For simplification in the transformations let us consider the
case when @.=0, then: Yv— random variable with the zero
average/mean value and dispersion °:=a¥=(3.N./2;n,,=@.. since the
fluctuations of value 1, can be disregarded/neglected since signal

strong. i

Then value v/n=tgé at the output of divider will be the random

variable, which has normal distribution with the zero average and the

dispersion

7w
o =g =gt (6.6.13)

The rms value of the fluctuation of value tgé will be equally

‘mo"Ff%E;

Page 385.

Since is undertaken' th§ case wvhen =0 and signal is strong, then
tgd<<1l. In this case transformation arctg is simplified and é=tgé.
Then

4"6&" (6.6.14)
Since value tg# with the adopted assumptions is distributed according

to the normal law, then § has normal distribution.
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Earlier was accepted hypothesis about the independence of the
divergences of the estimation of phase from its value within the
limits from 0 to 2x. Then it is possible to obtain the expression of
the function of the distribution of the divergences 3¢ of the optimum
estimation of phase :cn from its true value ® with the strong
signal

L

-(ay)=7§l;':-e . (6.6.15)

w—VE

which coincides with (6.6.12). The obtained results are of essential
interest: they show that the dispersion of the fluctuations of phase
depends only on the ratio of the jamming density to the energy of
signal. Signal can be modulated by any method - on the amplitude or
the phase (frequency), and if modulation is known and reproduced in
the copy of signal, then the result of measurement will depend only
on energy of signal. Consequently, signal can be complicated, i.e.,
consist of the sequence of impulses/momenta/pulses (packet) with the
different shape of the envelope of each impulse/momentum/pulse and
packet as a vhole, or by noige-like, i.e., complicatedly modulated on
the phase; the accuracy of the measurement of phase from this is not

changed, if the laws of modulation are known and reproduced in the

copy, and energies of signals are undertaken identical.
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Page 386.

This result shows that both for the detection of signal and for
measuring this important parameter of signal as its phase, by basic
factor, which are determining accuracy, is energy of signal for the
time during which can be supervised in the measurement. Than by.more
complicated is undertaken signal, the more complicatedly must be the
realization of diagram, since respectively is complicated the
generator of the copy of signal. It would seem that under these
conditions there is no sense to use serrated and noise-like signals,
that as their use/application does not raise accuracy (with the same
energy), but the realization of optimum diagram in this case is
complicated. However, the use of such signals in the phase systems
has very important value, since it must make it possible to solve
series of problems - decrease of the harmful effect of 'muiti-beam
character”™ on the accuracy, the time sharing of the signals, utilized
for measuring the phase and, etc. In this case very importantly the
fact that the signal can be chosen any, as this is required for
achievement of the necessary results, and the accuracy of the
measurement of its phase i; not changed, if is used the optimum

procedure of processing and is retained energy (with the fluctuating

interferences).

There is great interest in also that the fact that the results

)
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of the optimum measurement of phase do not depend on the ratio of
signal amplitude to the rms value of interferences at the entrance of
the meter of phase. This depends on the fact that in the optimum
phasemeter is used all information about the mixture, which consists
both in its phase and in its amplitude, and the nonlinear
transformations (division and the taking of arc tangent), which
reveal/detect phase, are realized after the operation of accumulation
(in the integrators), course of which affects both the amplitude and
the phase of mixture. Since the discussion deals with phase gystems,
it is appropriate to raise a question about the possibility of
designing and about the characteristics of such measuring circuits of
the phases, in which is used the information, which consists only in
the phase of mixture, and is not used the information, which consists
in the amplitude of mixture. Virtually this can be fulfilled, after
supplying before the optimum meter of phase the limiter which will
destroy information about the amplitude of mixture. In this case the

functions integrated in the correlators wvill be changed.
page 387.
For example, value at output of one of the quadrature correlators

ingtead of the expression, valid@ for the optimum phasemeter, which

uses entire information

5
i
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1=3'4'-‘?-5-ealv-—v.(¢)ldt.

will take the form (in the p}esence of limiter)
'I

"lo-v""r—'#’wlﬁ-h(‘)ld‘-

The results of measuring the phase must deteriorate, since is
used smaller information about the mixture. 1f signal is strong
(Ac>0u), then, using approximate methodology presented above, we will
obtain

'l,vm=};’."
which coincides with (6.6.12). it is concealed by form, with the
strong signal the amplitude of mixture is aimbst constant and its use
with phase measurement does not affect the results of measurements.
With weak signal (4.€0s) the divergence of the measured phase
increases in 4/r the time for the gaussian interference and 2 times
for the interference with the constant amplitude, i.e., with phase
measurement is important the use of information about the amplitude
of mixture [6.5, 6.7].

§$ 6.7. Some versions of the diagrams of the optimum and
quasi-optimal measurement of phase. Obtaining the maximum of
plausibility, i.e., the optimum measurement of phase can be provided
with other circuit solutions, which differ from diagram in Pig.
6.6.2.

o
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Let us consider expression for the function of the plausibility

'I
‘. %5 e, %)l 42 .
L(pe)=h,e "oe . (6.7.1)

where @.— the random phase of signal.

Correlation integral takes the form

‘.
Z, = J @ e(t. vo))ds. (6.7.2)

g

Page 388.

Its maximum corresponds to maximum L(p.): the realization of the

diagram, which corresponds to expression (6.7.2), is

hindered/hampered, since phase ¢ is unknown. If we connect of

correlator and generator of the copy of signal with the
variable/alternating initial phase, then the results of measurements

on this diagram will make it possible to compute the integral

'l
z,= ‘f v ealt, o) de, (6.7.3)

where c.(t, &) — copy of signal with initial phase

Changing phase o« it is possible for each of its values to

observe mixture with the help of the correlator.

oot e
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For simplicity and clarity let us take the case of the sine wave

y(t)= A, (t)cos[og + 9. - 9, (t)] dt,
cx(t, Pu) == Axcos(wyt 4 o),

s
z,= ‘C [9(6)cult, ow)jdt=

'l
= J Ay (1) Axcos [oyt 4 90+ 9, ()] C08 (wst 4 9y)=

’l
=Sﬁ'-‘§’-‘3‘= cos [ps — ox 9y ()] dt;
]

by term 2w, it is disregarded, that as at the output of integrator it

will give zero.

If correlation integral has maximum, then in this case there

will be the maximum of plausibility, which directly follows from

(6.7.1). Since the maximums of correlation integral and function of
plausibility coincide, during the composition of the diagram, in
vwhich is used the principle of the maximum of plausibility, it is

possible to be bounded to the fact that it must ensure the

determination of the maximum of correlation integral.

Page 389.

Consequently, value ®m with which is observed the maximum of value
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at the output of correlator, it can be accepted as the optimum
estimation of the phase
Pomr = Paoe. (6.7.4)

The diagram, in which is ensured the optimum estimation of phase, can
take the form, depicted in ?ig. 6.7.1. 1f the space of a change in
the phase of copy A will be small, then error will depend on the
distortion of the result of integration by interferences and maximum
will be obtained at the point where ®x differs somewhat from o
During the practical realization of diagram it it is possible to
simplify, after using instead of the ideal integrator with reset of
low-pass filter or inertia compohent/link with the transfer function:

| k(s)= f&_-f.
The diagram, which corresponds to this case, is given in Fig. 6.7.2.
Just as in the diagram with the integrator, interferences will
distort result and they will cause error. FPig. 6.7.3 gives dependence

Z, on & The curve a corresponds to weak interferences.

i ik ol . -
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ylt)oeft,p)e a(t) muu:.f'
X 7 e S
. cl h:'l) {4‘) I (’
v B, "7:“. -{ ’ ety
rou| (rec)

Fig. 6.7.1. The single-channel diagram of the optimum meter of the
phase: X - multiplier; ®sp - phase inverter; I'OH - reference

generator; [ - integrator.
Key: (1). Meter zyp (analyzer). (2). Change. (3). with.
Page 390.

If we consider that the diagram works ideally, then in this case
maximum will be fixed virtually accurately with

’u=:ou=?o-
In the presence of noticeable interferences the readings will have
divergences; as a result of observation will be obtained, for
example, the curve b. With reading :’m on maximum 2, will be
alloved the error 8¢. It is obvious that in this diagram for
obtaining the reading will be spent considerably more time, than in
the optimum diagram with direct reading, given in Fig. 6.6.2. In the

diagram (Pig. 6.6.2) the time of reading and the time of obgervation

coincide.
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(?) N3neoumens &y
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Key:

Fig.

Key:

with

Page

Fig. 6.7.2.

(1). Meter z, (analyzer). (2). Change.

X

c'ltl 'l)

L

rown\ (rxc)

Yooy

‘ﬂi)

2

N3

Wue

Pn

Fig. 6.7.2. Single-channel diagram of optimum meter of phase with
low-pass filter: X - multiplier; ®sp - phase inverter; TOH -

reference generator; 1/(Ts+l) - inertia component/link.

6.7.3. Dependence

(1). a - without taking into account interferences. (2). b -

interferences.

391.

0 -8¢3 yvema newer (/)

\\ P
a.S;:r;' n‘\\§>;£//7

Fig. 6.7.3.

zZ, On .

Diagram begins to work already in the first moments/torques after the
supply of signal; output potentials of correlators begin to increase,

their relation continuously giving the estimation of phase. The
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smallest error will be at the moment of the termination of the
observation when entire/all possible energy is usefully used for

evaluating the phase.

In the diagram, given in Fig. 6.7.1, 6.7.2, the time of reading

will be equally
Yo

Ay ty=toren.

The phase of signal ¢.— the random variable which can take values
from 0 to 360° or from 0 to $180°, and Agx in the precise measurement

can be less than 1°.

Knowing m;(g) and Agw it is possible to find m;(loren). For

example, when m,(gc) =90 and Agx=1° m(force) =90 fu.

Main disadvantages in the diagram in question: a) the time of
observation at each point (%) much less than the total time which

must be expended for obtaining the reading;

b) the precision determination of the weakly expressed maximum
causes many technical difficulties and it can cause considerable

ingtrument errors;

c) with the work with the diagram it is necessary to implement

the series/row of the complicated operations: to change o toO
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observe and to fix/record 2, .to analyze the results of observation,
by finding point ¥ in which 2, it is maximum. Have the capability

of the improvement of the diagram examined.

Let us consider some of them. From dependence 2z, on ¢ it
follows that it has the characteristic point whose position is
rigidly connected with the maximum. The observation of this point
technically is considerably simpler. Such point is the transition

X
through zero, which occurs when ®m=Pom=t90°.

Instead of determination ¢, with which is observed maximum 2,
it is possible to observe angle ®w with which 2,=0. In this case
;ou=?-:m°.'rhe action of interference in this case will be
preserved, but requirement for it is instrument/tool accuracy and
stability of those parts of the diagrams which fix/record the results
of integration and reveal/detect point with the characteristic

features, they will be less rigid.
Page 392.
For eliminating the deficiency/lack, connected with the further

expenditure of time for reading, it is possible to use multichannel

diagram, depicted in Fig. 6.7.4. In this diagram all p of channels

they function simultaneously. Their number is defined by requirement
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for the instrument/tool accuracy, that as value A¢x. enters into the

instrument error

The operating principle of this diagram is obvious from previous. The
time, necessary for the reading, is equal to the time of observation
(force™=ts). The most complicated part of the diagram is the analyzer of
the maximum which must "select” the channel, which gives at
moment/torque ?=¢: maximum stress/voltage, and according to the
number consider phase ;um Because of this, and also due to the
multichanneled effect the realization of this diagram is complicated.
For the automation of the action of the diagram, depicted in Fig.
6.7.2, can be used the locked servo system, as the error signal is
used the value at the multiplier output - phase discriminator. The

diagram, which corresponds to this case, is given in Fig. 6.7.5.

In this diagram I® - the preliminary filter, which
reveals/detects the constant component at the output @®i; Y -
amplifier, and MO - actuating eiement, which uses so that the error
signal would ensure a change in the position of phase inverter (®sp).
It is obvious that, as in any servo system, phase inverter will be
established/installed by actuating element to the position in which

the error signal vanishes.
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o9, %U
Tl
row}(rat)
Fig. 6.7.4. Multichannel diagram of the optimum measurement

of the phase: X - multipliers? INOH - reference generator.

ot

.

Key: (1). Computer (analyzer) of maximum.
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Page 393.

But the error signal, taken from the phase discriminator, is
determined by a phase difference ¥ and % in accordance with the

expression

CO==consta):in(9° — ox -+ 90°);
!

CO—0 npt 9o — u+ 90°—0.
Rey: (1). with.

Phase displacement, caused by phase inverter, can be taken/removed
from the completely calibrated scale by operator or given out in TsVM
[uBM - digital computer] and is accepted as the evaluation of the
phase of signal taking into account correction for 90°. It is obvious
that since the diagram in question is the servo closed system, with
its analysis must be taken into consideration: stability, degree of
astaticism of system, dynamic, instrument and fluctuating errors of
system, transient processes, operating speed and characteristic of

capture mode. Due to the considerable specific character of these
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questions to examine them in this book is not appropriate. Those
interesting can with them be acquainted on literature [6.3, 6.4]). It
is of interest to consider this diagram from the point of view of the
optimization of the measurement of phase. In this case we will
consider that all questions of the work of this diagram as servo
system can be solved, i.e., can be provided its stability with the
assigned degree of astaticism, and in this case are obtained the
requiring passband and operating speed. Of that presented it
previously follows that the diagram in question realizes the
algorithm, which escape/ensues from the optimization of measurement,
on the basis of the principle of the maximum of plausibility. Diagram
contains all elements/cells, inherent in the optimum diagram:
multiplier - the phase discriminator, narrow~band filter - the locked
servo system and reference voltage - the copy of signal with the

self-driving under point z,-o phase.
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c‘(tl'“)
YN #0 [

’E

rowi(rnac)

Fig. 6.7.5. The measuring circuit of phase with the servo system: &0
- phase discriminator; ®&sp - phase inverter; I® - preliminary filter;

MO - actuating element; Y - amplifier.
Page 394.

The band of servo system in the locked state or its time constant
T... depending in essence on the amplification of duct/contour in the
extended state, determines the time of observation (~T.. However,
there are essential features, which differ this diagram from the
optimum. The first basic special feature/peculiarity of the diagram,
depicted in Fig. 6.7.5, is that that the time of reading ‘o« and the
time of observation f~T7.c essentially they differ from each other,
moreover

to € togen.
In the diagram, given in Pig. 6.7.%, at the moment of supplying
signal the phase inverter can be found in any position, which differs
to any angle (to :180°) from the phase of signal and its estimation,

given by the position of phase inverter with the error signal, equal
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to zero. Consequently, servo system in the beginning of reading can
prove to be in the strongly mismatched state which must be

compensated, on what the system must expend considerable time.

Let us determine tentatively the relationship/ratio.between forex
and f Usually into the duct/contour of servo system is introduced
nonlinearity of the type "saturation" so that would be ensured the
permissible engine operating mode of the servomechanism, which turns
phase inverter. Then large disagreement/mismatch system masters with
the constant velocity. In this case the time of final adjustment
proportional to initial disagreement/mismatch can be determined
according to the following approximation formula:

o). = %{ﬁf-Tu.
vhere A&%,«— initial disagreement/mismatch, Apom—

disagreement/mismatch, during which occurs the limitation.

Virtually Agen =35 10°, then

:'o'rp'-—‘- O.ITGQAY:“- )
Page 395,

Since disagreement/mismatch Agms— the value is by chance with the

even distribution, it is convenient use with its average/mean value

M, (A9yey) = 90°,

my (tor;) ~ 10T o6,

then

it e et
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Into the value of time ¢nee Wwill enter also the time of
processing in the limits of linear section, which can be calculated
with the use of a methodology of the determination of the operating
speed of the linear servo systems and comprises tentatively
torp xau= (3+4)Tcc.Consequently, the total time of the reading

foron = torp+ Losr anss

M, (foran) =M, (forp) + towp aun = (10« 15)1,.
As is evident, the time of reading is substantially greater ¢, but
is less than that obtained in the measurements on the diagram,
depicted in Fig. 6.7.1. Consequently, for the estimation is usefully
used only the part of the time of action of signal. If this time is
assigned, then energy 8. during the use of a diagram, depicted in
Fig. 6.7.1, will be less and accuracy under the effect of fluctuating
interferences vwill be more badly than obtaining during the use of
diagram in Fig. 6.6.2. However, this deficiency/lack is manifested
only during the initial operating mode, in the beginning of
measurement. Usually it is necessary to realize a measurement of the
changing phase, then after the termination of initial mode/conditions
and elimination of random large disagreement/mismatch the been
congruent/equated diagramg work approximately/exemplarily equally,

the diagrams with the servo systems can give gain in the resulting

accuracy due to the use/application technically of simpler methods of
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decreasing some types of dynamic errors. The second fundamental
special feature/peculiarity of diagram with the servo system is the
fact that in contrast to the diagrams, depicted in Fig. 6.6.2 and
6.7.1, in it is used the imperfect reference voltage, that as it
connected (on the phase) with the phase of the stress/voltage of
mixture. The interferences, which are contained in the mixture,
partially passing through the servo system, will cause the

fluctuations of the phase of reference voltage.
Page 396.

It is obvious that this must be accompanied by a deterioration in the
freedom from interference of diagram in comparison with the
theoretical level, ensured during the optimum estimation of phase

(Pigo 6.6-2)0

Howvever, if is required the high accuracy of measurement, then
with the given interference level and power of signal must be
selected this band of servo system caused ¢ and 4, so that the
divergences of the position of phase inverter would be small, but
then the fluctuations of the phase of reference voltage are also
small and their effect on the freedom from interference can be
disregarded/neglected. Consequently, a difference in diagram 6.7.5
from the optimum noticeably will be showed only with the realization
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of the rough measurements, which are not usually of great practical
interest. On the reasons presented the diagram with the servo
phasemeter in the majority of the practical cases can be considered
as the optimum, and fluctuating measuring error which in it is
inherent, close to that computed from formula (6.6.15). Let us note
that in the operating principle and the characteristicg the system,
depicted in Fig. 6.7.5, is close to the systems of phase automatic
frequency control (FAPCh) and to the servo filters which frequently
are used in the phase systems. A similar analysis of systems FAPCh is

giVQn in [6.1' 6-3' 604' 608' 609‘6.12].

Many obtained here results can be used for optimization and
analysis of freedom from interference FAPCh. Let us note some special
features/peculiarities of reworking of phase in the phase systems.
Por increasing the accuracy of phase measurements it is possible to
realize reworking of the results 6f measurements - with the
averaging, the extrapolation, etc., which especially successfully can
be implemented during the use of TsVM. However, in this case it is
necessary to consider some limitations. As shown in Chapter 3, with
the demodulation of phase is a threshold effect or an effect of
*"suppression” which is exhibited in the fact that if in the
measurement of the phase of its fluctuation they exceed
approximately/exemplarily 50° (standard deviation), then subsequent

filtration (averaging) gives substantially worse results, than to

Ul

O
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filtration to the phasemeter or in the phasemeter itself. In this
case can be observed the error, not reduced with any duration of

averaging.

Page 397.

Consequently, it is in principle important to ensure certain accuracy
during the primary processing of mixture, i.e., with phase measuring
itself. These limitations are still large during the use of the servo

meters. The latter are close to the optimum ones only in such a case,

vhen they are set in the conditions, with which is ensured the high

accuracy of measurements. The third special feature/peculiarity of
; the servo phasemeters is the fact that in many instances on the high H

interference level them it is necessary to consider as nonlinear

W) 3

systems. This substantially complicates process and their analysis.

- vkl

§$ 6.8. Use of matched filters in the diagrams of the optimum
measurement of phase. Earlier repeatedly it was indicated that in the

optimum diagrams instead of the correlator can be used the matched

e Wk, W ML

filters. Let us recall that the matched filter independent of initial

oy

¥

phase and delay optimally selects from the interferences the signal,

Y

with which it is matched. A change in these parameters of signal will

g

be reflected only in phase and temporary situation of the output

stress/voltage of matched filter. Correlators possess phase

R LR R
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selectivity, that also makes it possible with their aid to create the
diagrams of the optimum measurement of the initial phase of signal,
examined above. Consequently, in contrast to the correlators matched
filter cannot be directly used for measuring the phase; however, is
possible the combination of matched filter and ideal phasemeter,
depicted in Fig. 6.8.1, that makes it possible to ensure the
measurement of the phase of signal. In order to come to
light/detect/expose, how this a diagram is close to the theoretical

optimum, let us compare the accuracy which it ensures, with the

accuracy of optimum diagram.




Povy. S/5

™ ylt)ma(t,plon(t) co . Joer

. . . N
Fig. 6.8.1. The diagram of the optimum measurement of phase with the

matched filter: MNp - receiver; C® - matched filter; HOU -~ ideal meter

of phase.
Page 398. ]

With the mixture in which the signal exceeds interference, the

function of phase distribution of mixture is normal and the

dispersion of its fluctuations is equal to
2
.l c: = e:/A‘.

1 vhere s — dispersion of interference; A.— signal amplitude.

NG~ % Y

1f the mixture of interference and signal is passed through the

<% e VR gk

matched filter, then the ratio of signal to the interference at the

moment of the termination of its action at the entrance of filter, as

~is known, it is equal .

R o Rl it

é » 26,
. =V
i and
o N
| Ay ot

where A¢u— maximum output potential of matched filter; e.—-

ey s o B P R

dispersion of interferences; d;; dispersion of the fluctuations of

phase.
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I1f from the output of matched filter mixture is supplied to the
ideal sufficiently high speed phasemeter and at the moment of the
termination of the action of signal is realized a measurement of
phase, then the reading of phase will be accompanied by the error
which has a dispersion, which corresponds to the dispersion of the
fluctuations of phase in the mixture. Thus, the dispersion of the
divergences of the measured phase will be equal to

) O™ 4= 2 (6.8.1)
The same result for the dispersion of the divergences of the
estimation of phase from its true value was obtained earlier for the
optimum phasemeter. Thus, diagram with the matched filter and the
ideal phasemeter according to the results corresponds to the diagram
of optimum phasemeter. This conclusion/output will be clear, if we
recall that the matched filter realizes processing entire mixture,

using in this case its amplitude and phase. If the signal is simple,

then the difficulties of the realization of matched filter in essence
are determined by requirements for its passband, i.e., with the

duration of signal.

Page 399.

1f signal consists of the sequence of the impulses/momenta/pulses
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whose phase carries information, then the realization of matched
filter is hampered, since then it must have diff{cultly realizable
"comb" frequency characteristic. If signal is noise~like, then
matched filter must have complicated phase-frequency characteristic.
In the uses/applications of matched filters for guaranteeing of
optimum phase measurement and optimum detection is very essential

difference.

With the optimum detection the requirements for the accuracy and

the stability of phase responses are determined by the need for

obtaining low losses in the amplitude of the "convoluted" signal. In
this case the divergences of phases on 10-20° comparatively little

affect results.

With optimum phase measurements requirements for the accuracy
and stability of the phase responses of matched filters are
substantially more rigid, since filter must ensure not only
“"convolution", but also this stability and accuracy of the phase of
signal at the output of matched filter, which little would differ
from the ideal case. Divergence and instability of phase will cause
instrument fault of measurement of phase. In many instances of
requirement for the accuracy the measurements of phase are

sufficiently high, the permissible errors do not exceed 1-3°.

Consequently, tuning precision and stability of matched filters in
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this case must be by an order higher than in the diagrams of
detection. The practical difficulties of using the matched filters
are explained to the high degree by the fact that the time of
observation in the measurement of phase is usually considerable, and
the signal used - prolonged. This leads to the fact that the passband
of matched filter proves to be very narrov (order of the portion of
hertz). With the narrow band insignificant instabilities and
inaccuracies in the tuning will cause the essential
departures/attendance of phase and error in its measurement. In
connection with this for obtaining the minimum resultant error can

prove to be appropriate the expansion of the filter pass band.

Let us consider effect on the accuracy of the measurements of

the imperfection of filter.
Page 400.

We will use the approximate relationships/ratios [see (1.14)]

~according to which

Wueoe = ﬁ:‘L.

where 3y,.— instability of phase; §f - detuning; Af,s— passband.

Since will be further examined the cases of matched and

mismatched with the signal filters, then into the indices let us
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introduce the further designations: with ns.

Detuning 6f depends on the instability of the frequencies of the

heterodynes of receiver and transmitter, on a change in the
parameters of the elements/cells of the selective ducts/contours of
receiver. In practice basic effect on the'detuning proves to be the

H instability (characteristics) of circuit elements. Losses, coupling
coefficients, value of inductance and capacity/capacitance of circuit
elements can significantly be changed under the effect of

temperature, humidity, mechanical loads, etc.

In the first approximation, it is possible to consider that &f

has the normal distribution, and to characterize instability as the

standard deviation or by dispersion ﬂr

Then variance of error due to the instability of the

characteristics of the mismatched filter is equal to H
4
C:“ = -‘—’E.-—- C:,. (6.8.2)

The error, caused by the action of interferences, during the use of a
matched filter is equal to

we=mm=V R ey
wvhere Afee— efficient band of the filter of that matched; Afygee—
efficient band of the filter of mismatched; A¢we— maximum signal

( amplitude at the output of matched filter.
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During the expansion of the band of filter the error due to the
interferences will increase, since interferences grow proportional to

band, and signal amplitude can be considered constant.
Page 401.

Then the dispersion of the fluctuations of phase at the output of
filter with the changed band will take the form
o
2 ngee  Nodlugedfag me - af
o = e mtgte g e 684)

the dispersion of the resultant error

2 — Afvg we .‘8
"'"'""'*[T’EF'H o (°

z r_"% ),] (6.8.5)

Minimum dL”, in a change in band Af, corresponds to the condition

when

wvhich gives

then

gl
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Expression 6.8.6 is correct only for 8 ! , i.e., it is
R S :
unsuitable for the high relative stabilities when ¢, €Afy. wvhich is

caused by the assumption, used for obtaining by 6.8.4.

from the obtained results it follows that in many instances
during the use in the phase systems of selective elements/cells on
the radio frequency the instability of the characteristics of
radio-frequency filter can prove to be the factor, which reduces the

accuracy and the freedom from interference of system. If we proceed

from the permissible deterioration in the accuracy, then it is

possible to find the requiring stability.
Page 402.

Por example, if the error from the interferences, which is
obtained in the optimum measurement of phase, is equal to
%y =005=25+3" and its dispersion ,,=00025 then for guaranteeing
its increase upon transfer to the real radio channel not more than

three times, is required, in order to

“
T’t - 0.0025

or

= U,OSA,‘“.
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In this case the passband of system must be increased 2 times in

comparison with the band of matched filter. Band Ahe. is determined
in essence by the time of observation f. Let us assume that it
comprises, for example, 1 Hz, then the requiring instability must be
less than 0.05 Hz (standard deviation), which usually little is
actual. If we proceed from the real instability of tuning, then it is

possible to determine a deterioration in the accuracy of system. é

- As an example let us take the case when: ¢,=1 Hz and the

E conditions of measuring the phase allow in the optimum version

i

(without taking into account instability) to realize band Afec=1 Hz;

precision in the optimum measurement is considered by dispersion

Sty gt O

a’h“='0,0025. After leading calculation, we will obtain that the real
accuracy will deteriorate approximately/exemplarily 50 times (on the
dispersion) and the band of radio channel must be undertaken 30 times

s of of wider than in matched filter. The aforesaid previously makes it
possible to do important the conclusion that the use/applicaiion‘of
matched filters on the radio frequency in the phase systems usually
little is éxpedient. It is more correct to use optimum and
quasi-optimum correlation diagrams, including "tracking®. In these
diagrams the accumulation of information, which ensures the narrow

Z passband of interferences, is realized direct current, little affects
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the instrument errors and is realized technically simply (even for

the very narrow bands). Considerable interest present also combined

correlation-filtration diagrams.
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Page 403.
Chapter 7.
OPTIMIZATION OF PHASE TRACKING.

§ 7.1. Formulation of the problem. In many instances the
observation of the phase of signal is continued relatively for long,
and it for this time can substantially be changed. Phase in this case
must be considered as random process. It must be noted that the
results obtained previously in this case are not applicable and

problem must be solved independently.

Sometimes a change in the phase in time can be described by any
determined function; however, results obtained in this case have
particular interest. It is more correct to assume that the measured
phase is by chance and is changed as the random function of time.
During the analysis of the results of measuring the changing phase
arise specific complicated questions. In the measurement of constant
phase the errors can depend on the imperfection of the elements of
network (instrument/tool) and on the action of interferences. Earlier

was found the optimum diagram, which gives the minimum of errors due

to the interferences. With the tracking the changing phase appear the




DOC = 83022915 race B 87

even more dynamic errors, caused by the fact that the measuring

(servo) device, having the limited operating speed, cannot

immediately reflect or reproduce all changes in the measured phase.
To decrease the dynamic errors is possible by an increase in the
operating speed of meter. But in this case is widened its passband
and, therefore, increases the action of interferences. Contradigtion
between the dynamic and fluctuating errors (due to the interferences)

is the basic special feature/peculiarity of such meters.

Page 404.

. Usually by optimization of phase tracking is understood the
determination of modes/conditions or conditions under which the
resultant error will be minimum. It is possible to use the more
general/more common/more total and stricter criteria of optimality,
hovever, as confirmed practice, it usually proves to be sufficient to
use the simplest criterion of optimality. It is obvious that for the

analysis of optimum procedure it is necessary to find or to assign

the fundamental characteristics of phase as random process. To them
should be related the distribution function and the energy spectrum
or correlation function. Let us consider the basic factors, which are
determining the statistical characteristics of the measured phase,

; vhich carries useful information.
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§ 7.2. Statistical characteristics of the phase of signal. For
the interferences with a sufficient accuracy can be accepted the
model of normal stationary random process with the uniform energy
spectrum. The distribution functions and the energy spectrum of the
divergences of the phase of signal under the action of interferences

are examined in Chapter 3.

The statistical characteristics of the changing phase of signal
(communication/report) cannot be evaluated so simply and it is

uniform for different actual conditions and problems.

Let us recall that during the phase it can be laid: a) any y
communication/report or the information about a change in the
conditions of propagation and stability of phase shifts in the
equipment, used for the creation of the stress/voltage of
supporting/reference phase, which ensures the interference-free
reception of information in the communication systems; b) information
about the position and the motion of object or information about a

change in the carrier frequencies.

These tvo cases essentially differ from each other in the

statistical characteristics of phase and must be examined

independently.
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Let us consider the at first statistical characteristics of the

'ﬁhase of the signal when its change is caused by communication/report

or changes in the conditions for propagation and passage of signals

in the circuits of equipment.
Page 405.

These changes in the phase of signal occur in the final limits
and usually depend on many, independently functioning factors, for
example by change the temperatures, the humidity and pressure in
different the points of the route of the extending radio wave, by a
change in tuning ducts/contours under the effect of the humidity, the
temperature, aging of parts, mechanical effects, fluctuations of

supply voltages, etc.

In the first approximation, under such conditions the random
process of changing the phase it is possible to consider stationary

and the function of distribution - normal.

Since the average/mean value of the phase of signal can be
recognized for the "zero" phage, the function of phase distribution
will take the form

]
® (9e) = —rsh o-;’: (7.2.1)
’Vr' ’ o,

SPRCIIND 507755 ot AL 30 ) P
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vhere o}, — dispersion of changes in the phase.

However, there is basic interest in the energy spectrum of

changes in the phase.

The intensity of the slow fluctuations of phase is usually more
than rapid ones. This is caused by the fact that many factors, which

call a change in the phase, are slowly changing.

The most convenient model of the energy spectrum of changes in

the phase is the Gaussian or "bell-shaped"” spectrum

Gy (0)=G_(0)e (=) : 7.2.9)

where G_(0)— value of the energy spectrum of the fluctuations of

phase at the zero frequencies.

In this case the correlation function takes the form

8, (*)-'--':e-'(“:) , (7.2.3)
vhere

1 2u
g ey

Tue = "o — the interval of correlation; &f,— equivalent band of the

energy spectrum

.
O (0) = 7=,
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Page 406. ' i

Fig. 7.2.1 gives: the realization of the random function of a

change in phase B_(1) and G (o). ;

Knowing Ge(®) B,.(x) and ®(%:)» it is possible to find the

distribution functions, correlation and energy spectrum for the ;

derived phase.

The function of the distribution of derived phase remains normal

[ ;

R
W) = o= = (7.2.4)
vhere
; | ] -
o = 2‘3’ = Tl = = (125

Correlation function can be found from the expressions

. [.;."(“*;T)"I
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Fig. 7.2.1. Realization of the random process of changing the phase,

By (%) and Gy (w)-

Page 407.

Energy spectrum we find, after using Fourier transform to 3&“%

or we determine him with respect to the frequency characteristic of

the differentiator

. 3 - ]
0, ®)=G,, («)a*= ;—:,":, = (7,2.,8)

Plotted functions R_(*) and G_(*) are given in Fig. 7.2.2.

From the obtained results it is possible to draw essential

conclusions.

If wve assume that the spectrum of changes in the phase is
gaussian, and random process - stationary, then the energy spectrum

of the fluctuations of derived phase or the energy spectrum of the

——

’:;é*’ﬁ'-'ﬂ}*ié-};zi“» AT UNEB v o e
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frequency deviations has important special feature/peculiarity - it

does not contain the components of very slow changes in the

frequency.

In many instances above functions of phase distribution accepted
and simplest model of the spectrum of changes in the phase require
further explanations. Under the actual conditions during the
stationary random process of changing the phase can be observed the
case wvhen the divergences of phase considerably exceed xr or *2x, as

is shown in Fig. 7.2.3.

< ATV I AR
' ’buxg?g-;-s*:ﬁ?ﬁvgm N
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Rgelt)

Fig. 7.2.2. Correlation function and the energy spectrum of derived

steady state.
Page 408.

Since phase meter by itself cannot divide the values of phase,
which differ on 2#, readings/indications of ideal phasemeter in this

case will be changed in the manner that it is shown in Fig. 7.2.3.

In this case the function of phase distribution (in the limits
tx) is changed and in the first approximation, can be accepted

uniform to "(’°)=‘2‘7‘ As is known, dispersion in this case comprises

- ad
°¢-T'

It must be noted that the use of a uniform function of phase
distribution with the limited dispersion for some problems is
incorrect. The system, which tracks after the phase, that is changed

in this law, sometimes must master changes in the phase within those
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limits in which the latter actually is changed in the signal. But in

order to use these limits, it is necessary to conduct the reading of

the intervals of the variation in the phase on 2x. With the

interruption in the measurements the results are broken. Since to

phase measurements is characteristic the multiformity, with
modulation of phase by communication/report, if it is
revealed/detected through the measurement of phase, it is desirable

to be limited to a change in the phase to %7 or to introduce the

permission/resolution of ambiguity with the help of further more

coarse readings.
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o S =
i w (3) :'uump
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Pig. 7.2.3. Stationary process of changing the phase within the

limits, which exceed 2x.

4 Key: (1). Changes in the phase. (2). Readings/indications of

o phasemeter.

Page 409.

1f we do not realize a reading of cycles or

permission/resolution of ambiguity, then usual phase meter when

e e

will not give perfect information about the changing phase. However,

% this information sometimes proves to be sufficient, for example in

é the case of tracking the phase of signal for the creation of the copy
ﬁ of signal in the systems, which realize the optimum reception of

;§“ signal with the known parameters.

¥

B

%f \ It is interesting to note that the statistical characteristics

S
Mol
<

.
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of the phase of signal examined are similar to the characteristics of
the phase of selective interference, but between the signal with the
random phase and the interference there is a vital difference. The
width of the spectrum of the signal (has in mind the width of the

spectrum to one side from the carrier) is more than the width of the

spectrum of the fluctuations of phase, which is evident from (7.2.8).
In contrast to this the width of interference spectrum is always
narrowver than the width of the spectrum of the fluctuations of its
phase (see Chapter 2). this occurs because in the interference is by

chance also the amplitude.

Let us consider the statistical chagacteristics of the measured

phase with the change or the instabilities of the carrier

frequencies.

With this more conveniently at first to consider the statistical

characteristics of frequency shift &« since this random process in

- e 3 - e 4kt
.h el N A
[R T Sy . <00y R

many instances can be acknowledged stationary, while the random

process of changing the phase proves to be unsteady.

bl AR

From the physical considerations it is obvious that typical is

the case when shift/shear in the frequency can take different values,

beginning from the zero ones, and the probability density of the

(. frequency deviations with an increase in the amount of deflection is
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reduced. In many instances it is possible to take the normal function

of the distribution of the frequency deviation with dispersion dh.
The energy spectrum of the frequency deviations must have

lowv-frequency components, since can occur very slow changes in the !

frequency. This fact is in principle important, since its corollary

is the transiency of the random process of changes in the phase.

Page 410.

In many instances can be accepted the Gaussian model of the

energy spectrum of the deviations of the frequency or derived phase
G.n (o)== O‘k ) ‘- ( o ) ' (7.2.9)

vhere A_'fz%fsé““n_;equivalent band of the frequency deviations;

e
Gy O =g (7.2.10)
The correlation function of the deviations of the frequency or

derived phase will take the form

B,y (')=°i,¢=-'("“" . (7.2.11)

1
‘“"ﬂ (]

shje

The statistical characteristics examined occur, for example,




DOC = 83022916 PaGE S377

with the tracking the phase of the signal, which has certain

instability of the carrier frequency.

Knowing the technical characteristics of heterodynes, utilized

on the radio link, it is possible to find the energy spectrum of the

frequency deviations and the dispersion of these divergences.

Depending on the taken measures for stabilization, the standard
deviation of frequency usually is from 10-° to 10-°* from the value of

carrier.

The energy spectrum of divergences usually very narrow, and

value Af,, can be 10-3*-10-? Hz,

However, in the use/application of constructions/designs and the

diagram of the heterodynes, weakly defended from the mechanical

effects and the pulsations of supply voltages, there can be the

- A G das s e
3 NP coa
UL TR T e

cases, when 4f,. has a value to 100 Hz.

Let us pass from the statistical characteristics of the

-, "'il'e' k. AT

frequency deviations to the statistical characteristics of changes in

the phase,

S AR st R

RATA TSR

The random function of phase can be expressed in the following

(‘, form:

- RS g

e
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’ [}
%o (¢) == 2x .j Al (f) dt, (7.2.12)

and it is the random function of time with its functions of

distribution and correlation.

Page 411.

The basic special feature/peculiarity of the random function of
time ¢.(!) in the case in question will be its transiency, of what it
is possible to be convinced, on the basis of the following

considerations.

Upon transfer to the selection the integral is replaced by the

sSum

n

Pom = 2%y Afcs B,

[}

where 1
t
m—-z‘—.
M= 'nn”'un

Since ¢,. is obtained as a result of the addition of a large

number of random variables Af«4&f, the distribution function is

normal.
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Dispersion q; can be found as the sum of the dispersions of

the summarized random variables

-
(2)e
G=@Y i, anr=ig St (7.2.13)

im) .
where

Af e

f“"_ “l‘k *
Consequently, the random process, which describes phase, is

normal nonstationary process with the increasing dispersion. In this

case, if we count off phase in the limits tx, the function of phase

(i{ distribution will be uniform to (1/2x). The energy spectrum of the

fluctuations of phase will narrower than the spectrum of signal, and

at the zero frequencies approach infinity.

Let us consider the now statistical characteristics of phase
with its changes due to the displacement/movement of objects. The
random process of changing the phase, as it will be evident from that
following, is unsteady. Let us find the statistical characteristics

of changes in the frequency deviation.

Page 412. /




DOC = 83022916 Pace ()

The speed of relative motion, which is determining the frequency
deviation from the nominal value, can be changed in close margins;
therefore the random process of changing the frequency deviations
proves to be stationary. The function of the distribution of
divergences usually takes the complicated form, and sometimes in the
first gpproximation, it can be acceptea uniform or normal; however,
it does not play large role, since phase is an integral of the
frequency deviation and, therefore, the function of phase
distribution will be usually close to the normal. It is necessary to

only know the dispersion of the deviations of frequency d},..

There is basic interest iﬁ the energy spectrum of the frequency
deviations. From the physical considerations it follows that rapid
changes in the frequency must be observed more rarely than slow.
Thus, it is possible to expect that the energy spectrum of the
frequency deviations will have a density of "power", which is reduced
with an increase in the frequency. However, these qualitative
explanations it is insufficient, and for the calculations is required
obtaining the quantitative characteristics of the random process in
question, in the first place, the energy spectrum of the frequency

deviations. Let us consider this question in more detail.

Por obtaining the energy spectrum of the frequency deviations,

caused by motion, must be accepted any hypothesis of motion. The
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simplest motion is uniform. It is possible to present motion with the
determined maneuver, for example development on 180° with the

assigned radius or according to the more complicated programs.

The hypotheses, in which are used the determined situations, can
be of certain interest, and for them it is possible to calculate the
characteristics, which describe effect. However, this gives the
possibility to obtain only particular solution and to carry out an
optimization of the mode/conditions of tracking for the specific,

specific case.

Page 413.

There is basic interest in the study of the hypotheses of
motion, which give the possibility to carry out a statistical
approach to the problem. As the models of such motions let us take
the trajectory of the "maneuvering” object and "transport"™ assembly
of the trajectories. An example of the trajectory of the
"maneuvering” object is given in Fig. 7.2.4; there also is given the
graph of changes in the relative speed of the motion of object. In
this case for simplicity we assume that the speed of motion is

changed abruptly.

Usually it is possible to consider the parameters of the motion

-l ,r;i"’ DT e . ;
el a X wiedin s | ek -
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of object, i.e., its speed and the average duration of motion without

maneuver <.

After considering that the random process of changing the
relative speed is stationary, it is possible to find correlation

function and energy spectrum.

Let us consider the general case when the moments/torques of
change and value of speeds are by chance. In this case y()=y, when
t<t<ti1, vhere v,—. random values of relative speed;. Mi=fi—l the
random intervals in limits of which does not occur the velocity

discontinuity.

CLR s
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Fig. 7.2.4. Trajectory and the graph of the speeds of the

"maneuvering" object.

Key: (1). Trajectory. (2). Observation point (reference point). (3).

Graph of speeds.

Page 414.

Probability k of changes in the speed for the time r will be

determined from the Poisson distribution [7.4]

R s ‘

plh)= (-'-'533 e (7.2.14)

with k=0, i.e., for the case when changes does not occur,

pO)y=e"", H

IR W e gl

vhere v,,— average number of changes per second (unit of time)

v

Vo= _,..';.. (7.2.15)

_ ?", ‘v.:é*‘;-- v,“‘ ot
fr e w'ﬂ«%ﬁ%ﬁ?{rg :
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Depending on whether are located the moments of time, divided by

interval r, within limits of one and the same interval A& or j

I

different, we will obtain

o(t)o(t+v)=10f,

or
0 (t)0(t+) =0,

where k - difference in a number of intervals.

Correlation function can be found as mathematical expectation
(average/mean value) from product v(t)v(t+r) for all possible
combinations of incidence/impingement into one and the same or

different intervals Al

For the random process with the discrete/digital values

m
- By (x)=lim -+ 2] T

With k’o, 1, 2....0

Correlation function can be expressed in the form of two sums:

By(y=lim — Yo} P (0)+

+lim - Y owe,a 1 - PO, (4

im)
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The first term corresponds to the cases when in the interval

speed is not changed.

We consider the values of speed, after the moment/torque of
jump, statistically independent variables, then
tim - Vowi =0 g,';’n ka1,
{ M- " =1
Key: (1). with.
Page 415.
At the same time
Y
4 ! L]
;i _!_ 3= 2
¥ and
%
B,()=P (), =0}, (7.2.16)

Knowing B8,(x), wve find G,(w),

G, (v)=4 j a’.e_"’ ‘coswrdre=

-J. 46: —';%(v.pcuﬂ 4 esinus)m=
<p

1
= ’TP——" - 2 . (7.2.17)
i o+ o b 1+7
»

From the functions for the relative speed it is easy to switch

<5

T o P 3 M e NI s, g i
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(T over to functions for the deviation of the frequency
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' "A
Afe=fy ¢ °=£fo’_"
then
B (=ale ",
wvhere
°:'¢ EQ:—:r-'

1f we suppose that all speeds from 0 to are equiprobable, then

,l
=5 =54

vhere — the maximum speed of object.

Ouawe

Page 416.

Analogous conversions can be fulfilled for the energy spectrum

g A R RN e R e W i SR i Y
s SRS S N 9 7 ORI, RN WIRE A Faaties s dal il oo P Lo .
Y NG P Pmm g W b e e e : E = e TR TR A
. ) P Y . L

o ] 4 Yhaue fo 1
":p cp
e o 1
4 Cuaxc o Lx S (1) . (7.2.18
I P G“‘“H-;'}'— (219
. R %ep P
vensity of "power" at the low frequencies

”m '3 4'zle

G.,,(o)='%‘ e m- Oep

Let us consider the example
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(®
Umane = 3600 xx/uara fo==1 M2y, 0e, =02 ;:;.p

e = 37,"—.-@0,,‘ (0)=60 'c_‘;@
Key: (1). km/h. (2). MHz. (3). s.

Graphs B,.(v) and G, («») for the example in question are given in

Fig. 7.2'5.

The obtained results make it possible to do important the
conclusion that the energy spectrum of the frequency deviations for
the frequencies, close to zero, has finite value. This means that the !

phase will be described by unsteady random process.
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Fig. 7.2.5. Energy spectrum and the correlation function of the

frequency deviations for the maneuvering object.
Page 417.

During the conclusion/output of expressions for the
"maneuvering” object was done the series/row of assumptions. Very
essential assumption is assumption about the possibility of an abrupt
change in the speed of object, that under the actual conditions
cannot be fulfilled, since in this case will be required infinite

accelerations.

Under the actual conditions the "maneuvers” of object must be
smooth, which will lead to the more rapid decrease of the intensity
of high-frequency components. On these reasons use (7.2.17) and

(7.2.18) for the calculations is not always justified.

Let us now move on to the analysis of the spectrum which occurs
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with the "transport®™ problem. In this case the object can follow past
the reference point by any routes. Let us take the model of
rectilinear routes, then their combinstion n take the form,

depicted in Pig. 7.2.6.

Virtually the range of radio engineering system is alwvays
limited and in the model accepted this is expressed in the form of

circle/circumference with a radius of Rus.

Considering all routes equiprobable and bearing in mind that tﬁe
spectrum of the information, which is contained in the phase of
signal, does not depend on direction of motion, we can switch over to
the ﬁodel, represented in Fig. 7.2.7, in which is given the

discrete/digital set of trajectories.

b o it o o e <
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Fig. 7.2.6. Fig. 7.2.7.

Fig. 7.2.6. Random routes.
Fig. 7.2.7. Model of random routes.
Page 418.

Since Uory=Uyaxc COSa, tga=- R

, vhere At, - time, calculated off
Ouanc ".

moment/torque t,,

' Uora == Upgue COS (“ct‘-xt.%::)'

the values y,,, Making sense only in limits Afuaxe. which can be

calculated from the formula

Russ =V 0 B TR,

For each concrete/specific/actual trajectory can be constructed
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the corresponding curve of a éhange in the relativevspeed. However,
each of their trajectories is by chance, and curves can be alternated
in any sequence. Considering that the object during the motion passes
of one region to another, it is possible to construct the realization
of the random process of change Vo, consisting of the determined
segments of curves with the random variables of the jump of relative

speed. The example to this realization is given in Fig. 7.2.8.

The random process of changing in the relative speed and

frequency switch can be considered as stationary. This process to a

certain extent is analogous to that which was obtained for the
"maneuvering” object. Difference lies in the fact that each velocity
discontinuity is accompanied by a change in the sign and relative
speed has both jumps and smooth transitions. In the first
approximation,, by assuming that the speed is changed with jumps, it
is possible to consider that the energy spectrum is determined by the

expression, analogous (7.2.16), the spectrum in this case will be

wider.
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Fig. 7.2.8. Graph of random speeds.
Page 4189.

Lowering conclusion/output, let us write expression for g,():

.
o.(»)-_-.T:’-’ ’__‘_?: (7.2.19)
*or

If one assumes that the velocity distribution function is close to

the uniform, we will obtain

=7
It must be noted that the assumption about even distribution vy,

within the limits from 0 to v is rough approximation. Although

the velocity distribution function and this case differs from uniform

hovever the use/application of a more precise analysis will only

somevhat change the numerical value of dispersion. The basic lavs,
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important for the optimization, in this case remain valid.

The duration of each ejection of speed is within the limits from

0 to Ruane/Vuanc:

Average/mean value of the duration of the éjections

1 Rusee
VYop == -07’ =0, 707:.

Because of the presence of the sections of a smooth change in
the speed the real spectrum will contain fewer high-frequency
components than this follows from (7.2.16). Observing under the
actual conditions for the "maneuvering” object and the "transport"”
problem and in other analogous cases a smooth change of the speed

leads to the fact that the spectrum, given by expression (7.2.16),

can at the high frequencies differ significantly from that obtaining

from (7.2.18) and (7.2.19).

In this connection let us consider the possibility of using the

gaussian model of the spectrum of the frequency deviations.

Pig. 7.2.9 gives plotted functions

\
""T:,: (curve a) and
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C e a8
-e"( T ) (curve b) for the case vhen dw,  ==00p.
Page 420.

As is evident, curves noticeably diverge at the high
frequencies. The evenness of a change in the relative speed or
frequency switch it is possible by the easiest method to take into

account, using the inertia factor
T+ 1°

After assuming T::%—1“1 i.e. assuming that the object maneuvers
on the average after the time, two times it is larger than its
inertness, and after taking into account the correction, given to

them, we will obtain the curve c in Pig. 7.2.9.

The energy spectrum of changes in the relative speed upon
consideration of inertia factor virtually completely coincides with

the gaussian model, besides the high frequencies where the intensity

of the spectrum is insignificant.
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Pig. 7.2.9. Approximations of the spectrum of phase.

-

Page 421.

This gives grounds for the cases of the "maneuvering” object and the

"transport®™ situation to take the Gaussian model of the spectrum

- ]
2wy jc

| G.\,'e (m) = GA[e (0) e-‘ ( ' (7.2.20)

where
2

v
G, 0= gl
,2
cheme T 1o
and for the "maneuvering” object we have

““'G == o.n = 2. A’“'.'

For the previously examined case the Gaussian model of the
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spectrum will be registered in the form
« fo \8
=)
G,/ (#)= 100e ( )
Equivalent band

8fpype = 3=0,035 @
Key: (1). Hz.

The energy spectrum of the frequency deviations in the case in
question at the zero frequencies has finite value. This will lead to
the fact that the random process of changing the phase proves to be

unsteady.

Summing up the result to the results, obtained in the present

paragraph, it is possible to note the following.

In some phase systems the phase of signal, which carries
information, can it is described by the stationary random process for
vhich can be accepted the fundamental statistical characteristics,
examined earlier. In this case appears the problem of measuring the
changing phase, which is stationary random process. This version can

be called the case of "steady state".

In the series/rov of the phase systems of change the phases are

characterized by unsteady random process and the analysis of the
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optimization of measurement is complicated. In this case it is

possible simply to find the statistical characteristics of derived

phase or deviation of the frequencies, the random process of changing

which in many instances is stationary.
Page 422,

By analogous methods it is possible to find the statistical

characteristics not of the phase of signal, but phase difference of
two signals. In connection with phase navigational and trajectory
systems these characteristics must describe the statistical

properties of the phase difference, measured by navigational

receiving and measuring device/equipment in the hyperbolic phase
system or phase direction finder in the system of trajectory
measurements. The obtained previously statistical characteristics of
phase described a change in the phase of each of the signals during
the motion of object (maneuver) within the limits of the area of
action of one system or during the intersection of the areas of

action of several systems.

Basic operating region in navigation aids is the region in which
the distance of the station is commensurated with the basis. In this
range of change in the phase of the signal of each of the stations it

is possible to congider it virtually statistically independent
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variables. Then the function of the distribution of a difference in
the deviation of frequency or phase difference can be found from the
rules of the determination of the function of the distribution of a
difference in two independent variables, which have specified
distribution. The methodology of optimization is based on the
determination of the minimum of variance of error from the energy
spectra; therefore first of all must be found energy spectrum. It is
obvious that with the independence of a change in the deviation of
the frequencies or phases the energy spectrum of a difference in the
deviation of frequencies or phase difference will be equal to the sum
of the energy spectra of a change in the deviation of the frequencies
or phases. the resulting spectrum preserve the same form, dispersion

will be equal to the sum of dispersions.

More complicatedly is solved the problem, when basis much less
than distance of observation points. This version requires separate
research. With the relatively small basis changes in the phase of two
signals prove to be correlated, and the result of measuring the phase
difference contains information about the angular coordinate a or 8
(see Fig. 1.4.1, 1.4.2). Then are more convenient the statistical
characteristics of a phase difference to consider directly through

the statistical characteristics of angular velocity and angle.

Page 423.
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Since the object possesses final linear velocity and cannot be
located in immediate proximity of measuring point that the random
process of changing the angular velocity it proves to be stationary,
while the angle is described by unsteady process. This follows from

Fig. 7.2.4 if to examine not distances, but angles.

After fulfilling conversions, analogous by that given in the

beginning of paragraph, we will obtain

G. (») ol

s W)= —

ver ,+.%__
'e.
a?
dmgE. (7.2.21)

Object possesses inertness; therefore maneuvers cause not an abrupt,
but smooth change in the angular velocity. With this better to use

the gaussian model of the energy spectrum

-+=z)

Cy(w)=G, (0)e "

M... =2x Af... =2 Vop, 65 Q)= T’: - (1.2.22)

From the characteristics of angular velocity it is possible to pass
to the characteristics of a difference in the increases in the

frequencies [A(Af)). In this case will be changed the dispersion.

Thus, for instance, for the plane and the central sector
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9 wn= °: ('g'). '

where B - base.

The energy spectrum of the derivative of angle and difference in
the increases in the frequencies has finite value at the zero
fréquencies, therefore, the random process of changing in angles and

phase difference proves to be unsteady.
Page 424.

§7.3. Measurement of phase during the reproduction of the changes,

which correspond to basic part of the spectrum.

Let us assume that the statistical characteristics of a change
in the phase are known. Then the continuous process of changing the
phase can be characterized by the selection, realized through
interval A/=+<,. as showa in Fig. 7.3.1. In this formula % — the
interval of correlation for the random process, which characterizes a

change in the phase.

In this case some parts of process will be missed; however, the
bagic picture of its change will be preserved, since all

"independent” values of process, i.e., statistically independent of

|

_C
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the previous values, will be taken into consideration.

In the first approximation, the smboth process of changing the
phase can be replaced with the set of the discrete/digital values,
which retain their value for a period of time %, - Under this
assumption the optimum measurement of the changing phase can be
separated for the optimum measurement of the random values of phase,

constants for a period of time of observation A‘==h¢:

The optimization of the measurement of random phase was in

detail examined earlier and here it is possible to use these results.

“~N
-

Theoretical diagram for the case in question is given in Fig.

7.3.2.

S

Integration must be realized for a period of time At, after

pases

wvhich they must be fixed/recorded phase and values n and vy to be set

to zero.

Consequently, the procedure of the measurement of the changing

% phase provides for the use of correlators, but the interval of
3.
4 accumulation in them (integration) is determined not by the time

interval of the observation of signal & but by the interval (time)

(1}  of correlation %
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The effective value of energy of signal in this case is reduced
and is determined not by its duration and pover but by the width of

the energy spectrum of phase or with the time of correlation and by

powver of signal.
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Fig. 7.3.1. Change in the phase and the discrete/digital

representation of function.

Page 425.

It should be noted that the measuring errors of phase in the

optimum diagram can be determined, using expression (6.6.15), from

the formula
N,
c:’—_— .ﬂ;;, (7.3.1)

vhere @&,-- energy of informational element/cell.

Energy of the informational element/cell

By=Pc:n

gec ?

vhere P.p — average/mean power of signal.

The obtained relationships/ratios make it possible to find

theoretical limit of accuracy of the measurement of the phase of the
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signal when it has very large duration or is in effect continuous
(for example, in navigation aids or systems of trajectory

measurements) and when accuracy is determined not by the duration of

signal, but by speed of a change in the measured phase.

From the diagram it follows that the signal can be of any kind -
simple, complex, noise-like - result from this will not be changed,

since the law of modulation on the amplitude or the phase can be

reproduced in the copies.

The obtained results make it possible in the first

approximation, correct to consider the potential possibilities of

measuring the changing phase.
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\r==1 |
_f. B W
rxe -

Fig. 7.3.2. The diagram of phase tracking: x- multipliers; I'KC -
generator stock signal; f - integrators; v/n - device/equipment,

vhich computes ‘data relation; arctg - trigonometric converter.

Key: (1). fixation of values. (2). cadence generator.




DOC = 83022917 PAGE !L ¢

Page 426.
However, they have one important fundamental limitation.
During the conclusion/output of the relationships/ratios, which

are determining procedure, it was assumed, that necessary condition

is the reproduction of the basic information, placed during the

phase. This was reflected in wvhat the duration of the informational
element/cell of signal was accepted %,. With this interval of the
selection of the values of phase in it (to selection) are reflected
basic (but not all) changes. With the weak interferences can be

unsujtable the loss of the part of the information about changes in

the phase. This leads to the dynamic errors, since the energy
; spectrum of changes in the phase slowly decreases with the frequency
‘and the part of the spectrum of changes, which lies higher than
] i 1/2%,,, in the measurements it is not considered. With the intense
interferences there can be such conditions, with which the errors,
caused by interferences, much more than the errors, which appear,
wvhen the part of the energy spectrum of phase is not considered. in

i this case for an improvement in the results of measurements it can be

-,
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useful to use increased time interval during which the phase is
received as constant. In this case will be increased the errors in
the reproduction of communication/report, but due to an increase in
the storage time and energy of the informational element/cell of
signal will be reduced errors from the interferences. The methodology
in question does not give the possibility to find optimum from the

accuracy, of what and consists its important fundamental limitation.

In connection with that presented it is necessary to consider
for the giving of phase tracking in the wider setting, which has as a
goal to obtain optimum results, i.e., the minimization of the
resultant error, which consists of the fluctuating and dynamic

errors.

§ 7.4. Optimum phase tracking with the use of linear filtration. j
In order to solve the problem of the optimization of the |
characteristics of the meter of the changing phase, let us consider
measurement for the case when filtration is reaiize& before the
phasemeter or in the phasemeter itself with the servo narrov-band ¢

system under the condition of guaranteeing the high quality of

measurement. Useful "signal” for the phasemeter is the random
function of time, which characterizes the phase of signal e(!), for

vhich must be known the distribution function and energy spectrum.
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Interference creates the fluctuation of the phase of mixture o).
With the strong signal the function of the distribution of the
fluctuations of phase is norﬁal with dispersion °:r and energy
spectrum repeats energy interference spectrum with the displacement
to the "zero" carrier frequency.

Diagram corresponding to this case is given in
Fig. 7.4.1. Problem in this case is reduced to the filtration of
"signal"” from the mixture with the noise, with the fact in order to
"signal®™ at the output of filter o¢(f) most accurately reproduced
"signal®™ e(t). Word "signal” is iﬁcluded in the quotation marks,
since in the phase system useful result are readings/indications of
phasemeter, i.e., the value, counted off in the angular units.

Such a formulation of the problem is sufficiently common. This
Problem was solved theoretically by Kolmogorov-Wiener.

Let us consider basic stages and results of the solution in
connection with the case of the optimization of phase tracking. We
consider that o.(t) and ¢,(!) - random functions of time whose energy

spectra G_(») and G («) are known.

It is necessary to find the complex frequency characteristic of
optimum linear filter Asem(j®). vhich ensures the best reproduction of
useful "signal® (/). By the best or optimum reproduction of the

useful signal we will understand such, with which the rms error is
mininum.
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e
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-

(1) eunme-

Fig. 7.4.1. Start of the linear filter of phasemeter.
Key: (1). filter-phasemeter.
Page 428.

It is known that

+08
kelio)= { na(@ye™™ at

where =.(/) - pulse transient function or weight function of filter;

ke(j») - complex frequency characteristic of filter and

|
uw(t)= 35 S ke (jw) e'°dw,
-0

Since k,(jo) and y.(f) are connected with Fourier transform, it is
theoretically unimportant which will be found for optimum filter
Ry owr(j®) Or maonr(!). A8 is known, the response of the component/link,
vhich has weight function n.(f)., to effect eai(f) can be found with the

help of the convolution integral or Duhamel integral

e ()= 5 Pres (f — %) ya (%) dn,
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In the case in question the effect takes the form

Piea(t)=9c ()19, (8), (7.4.1)
then .
po()={ Ipct— )+, — D] nul(x)ds. (7.4.2)

In the absence of interferences and distortions in the filter
Pe () =9c(f).

Now we can register expression for the error
() ="2c (1) — o (1). (7.4.3)

Page 429.

After computing the square of error and after substituting value

?s(t), we will obtain
¥ (1) =97 (1) — 29¢ (1) ; 96 (t — 9+ 9, (t— <)] 9 (x)de+
[ ]
A{Jiect—9te e ~nad} =

=¢* (8) — 29 (1) j 9e (¢ — )+ 2, ((—v)] na (3) dr+-

+ ] Jllee = 42u = lret =)+
49,0t =) n(x)n (=)} dedx,,
Average/mean value of the square of error or dispersion of error
T
T 1 (30t y
g, rl_;g-ré' o' (1) dt.

After substituting into this expression value 3p*(r), ve will obtain O '
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P =dl —2 § Ber()m(x)dv+

Te =%
‘@ n
+ 5 L OR S () Bies (x ~—=,)dzdx,, (7-4-4)

']

since . ¢
[ 22 (6)9ren (t — ) dt = Be. (3,

lim —
T-low T
i.e., the function of the mutual correlation between signal and

mixture of signal and interference and

1im ‘7{‘39.‘.(‘ — 1) ?p..(‘—‘|)d‘=8” (1—")'

T

i.e., the autocorrelation function of mixture.

Obtained integral equation (7.4.4) must be investigated to the
minimum. Por this it is possible to use the methods of variation

analysis. Let us drop/omit detailed conclusion/output, since it is in

$§ 7.3 and 7.4.

Page 430.

After the series/row of transformations it is possible to obtain

4+ 4+

G =2 | | tone (B (x—0+
0D ~e0

+8,,(x—- e d=dt, (7.4.5)
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s onr (1)
where , - the pulse transient function of optimum filter.

Further solution of equation is possible substantially to

simplify, if integration limits are changed 0-= on -o~+>, With a

i change in integration limits is realized also for the moments/torques
{ of time t<0, i.e., in obtaining of expression for the characteristics
of optimum filter it is assumed that the response of optimum filter
can be, also, to that moment/torque, as is applied effect, or, in
other words, for the realization of this optimum filter can be

required the introduction to its composition of the physically

unrealizable components/links in advance. The analysis of a stricter
solution and characteristics of optimum filter, obtained under the
stipulated simplifying assumptions, shows that for the practically
. important forms of spectra G, (v) and G,, (w) this simplification can
5?3 be used. On these reasons let us examine in more detail simple

solution.

Having changed integration limits and after producing

replacement of variables

t—t=x, e /=g e

wve will obtain
. -+ ©
‘ a,g(“)=2_£5.'ll oot (f) X

X [By (v} + B, (z)] e~/ e~ ™" dt d,,
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During this transformation the variable/alternating are divided and

+e@ +00
G @)=2 [ mom(t)e™at { [B, (+) +
+B,, ()] "™ ds,, (7.4.6)
but

’S. s ont (£) e~/ dt == ke our (/)

vhere keose{/®) - complex frequency characteristic of optimum filter.

Then
G“(“) = k‘ onr (i“) IG“ (“) + G" (")l
or

Q.. (») 1 .
ke one (jo)= < (®) + Oy, ) =‘ + G,, (=) (7.4.7)

Consequently, optimum filter must have amplitude-frequency
chiraéteristic, vhich depends on the relationship/raﬁio of the energy
spectra of changes in the phase of signal, caused by ' '
communication/report, and its fluctuations under the action of ;
interferences, and the phase-frequency characteristic, which foresee:‘

k|

phase displacement, equal to zero. Taking into account that

expression (4.7.7) contains only real part, subsequently we will

consider it as expression for the modulus/module of the froqponcy
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characteristic of optimum filter.

With the weak "signal* [G, < G,, ()]
G (@)
kg onr () = =0
(4

1f, as so often is the case, the spectrum of the fluctuations of
phase due to the interferencés it is possible to consider it uniform,
then

ke our (@)= eongt 0'g (w).

i.e., the frequency characteristic of optimum filter must repeat the

energy spectrum of "signal”.
Page 432.

With the strong "signal® [G,(v)» G,,(e)]
ko cur(@)==1,
i.e., the frequency characteristic of optimum filter in entire
frequency band of the energy spectrum of "signal” must ensure flat

gain.

Let us find nov expression for the minimum rms error. At the
output of filter will occur the spectrum of the mixture
G,y ()=4, ., («)[C, (o) + G,, (). (7.4.8)

Brror in the reproduction of "signal®™ at the output will have the
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energy spectrum
Opy(e) = Gy ()1 — K, @) +G, &, ., (@)=
=G,,, (#)+ G, (@), (14.9)
where_ggkho and G, («) - energy spectra of dynam;c and fluctuating

components of error.

Vvariance of error

°..=;%.-50;.(-)d-=e:..+e:_. (1410

where =§u and 3, - dispersion of dynamic and fluctuating components

of error.

during the use of formula (7.4.7) for kgour(«) we have
-}

=%

]
(- ]
t G ()0, , ()

+1=5 =) Oy P 4 @410

with the strong "signal®™ [G,(0)>G,,0)

al ()
[Gﬂ (.) -— W dﬂ+

¢:.z -;;50”(0) de ~ e:r

Page 433.

The theoretical possibility of designing of the optimum

measuring systems of the changing phase, or the systems of optimum
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phase tracking, is the important factor, which permits implemention
of analysis and synthesis of real systems, it is sufficient close

ones to the optimum ones.

§ 7.5. Special features/peculiarities of the realization of the
systems of optimum tracking of phase. For the determination of the
basic special features/peculiarities of the characteristics of
optimum filters we will use the results of § 7.4. As it was shown
earlier, the spectrum of changes in the phase can be approximated by
the gaussian function [see (7.2.2)].

G, (w)=G,.(0) ),

G, (0)= ﬂ.i' (1.5.1)

vhere 0;4- dispersion of changes in the phase of signal, which must

track (measure) the system.

The fluctuations of phase under the action of interference have

in the first approximation, the uniform spectrum

o? o
G"(n)ls G"(O)sa -ﬁ‘L-E‘-_f- (7.5.2)

() @< By =2z,
Key: (1). with.

vhere 4f: - to passband of interferences in the. section to the servo

phasemeter (on the radio frequency band 2Af.).

-,
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It is necessary to note, that G.(v») and G_(0) do not depend on
signal amplitude and are determined only by the special
features/peculiarities of changes in its phase. Spectrum G, ()
depends on relation A¢/ss. In Chapters2 and 3 it was shown that the
energy spectrum of the fluctuations of phase with the decrease of
relation Ac/ss and with one interference acquires complex form and the
dispersion of the fluctuations of phase in this case approaches limit
x2/3. However, since it is assumed that the measurement of phase is
realized during the use of }inear filtration, at the "entrance" of
phasemeter relation ¢,/Ac, t0 which corresponds conditional variance

.:/A:-.:’>-';-,' it is possible to allow/assume large.
Page 434.

Knowing G,(s) and G (e) it is possible, using (7.4.7), to find the
frequency characteristic of optimum filter. As a result of
calculation can be obtained th_e frequency characteristic realization
of which will require the compound circuit of filter. In this
connection is virtually important the fact that the opti.mnn frequency
characteristic in the first approximation, can be approximated by the

frequency characteristic of inertia component/link. Fig. 7.5.1 as an

example gives dependence Ryem(w) (curve a) for:

1
]
!
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. Af*al 4, A’.ﬂs 2K, ‘.IAQ=IS¢’,. )

-(4) P

and dependence for the inertia component/link (curve b).

c:'=:=3. G, 0)=3, Gy, (@)= 3e

Inertia component/link in practice easily is realized; therefore
it are conveniently used as the filter, but this filter will be

quasi-optimal.
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Fig. 7.5.1. Spectrum of changes (fluctuations) in the phase and the
frequency characteristic of the optimum filter: a) for the optimum

filter; b) for the inertia component/link.
Page 435.

The frequency characteristic of inertia component/link takes the

ke u(")-‘ﬁ.:ﬁ.

vhere 7Towm - time constant of component/link;

1
T. L ..cn'-

form

vhere weem - frequency of coupling inertia component/link, which
corresponds to effective band width of component/link Awg. multiplied
by '=. .
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It is convenient to mate characteristics at point with relative
amplification by 0.5 (Fig. 7.5.1)

kg en ont (%g0,s an owe) = ko out (%ge.s omr)
but

©g0.s un owr 0,6 @g o0g omr.
Detuning for the optimum frequency characteristic at the level 0.5
can be calculated in accordance with the expression which is obtained

from (7.5'1)' (7.5.2)' (704.7):
e a

After cbmputing foesoms, it is easy to find the frequency of coupling
the quasi-optimal filter of lowver frequencies (inertia
component/link)

fo o un one==0,6 [4e,q eu owe = 0,6 [ge,q ame-
The passband of the quasi-optimal matched filter, which consists of
the inertia component/link, depends on the ratio of "signal®™ to the

"interference", i.e., on G < (0)/G,, (0).

O |
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Pig. 7.5.2. Dependence of the band of filter on the interference

level.
Page 436.

The curves of dependence [es,omr 8NA [gcumonr ON —g.'_‘% are given in
Fig. 7.5.2.

(24

With the work of equipment basic changes undergoes relation

Acjos. Then G, (0)/G,, () it is possible to express through Ac/os:

O (0 __ ofaloAl s A 754
Lo A~ S

Results for example examined earlier are given in Fig. 7.5.3, in

vhich is given the dependence

T "
Sotion s e LSO L
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vith ol 15,
e

From the results it is evident that with the weak "signal” the
band narrov, [esmesr cOmposes approximately/exemplarily 0.6 from
Af,et with an increase in the intensity of “signal”, i.e., with
increase G (0)/G,,(0) or A./es occurs the expansion of band, and it can

several times exceed 4f,,.

R AR ST TR P %

1
j
i
3
]
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Fig. 7.5.3. Dependence of band on A.fos.
Page 437.

Yhe need for band change is the important factor, which limits
the use of optimum modes/conditions with the phase tracking, since in
this case is complicated filter and proves to be necessary
introduction to the schematic of the difficultly feasible measuring
device, which records the relationship/ratio between the interference
and the signal. For this reason it is desirable to consider the
possibility of using the filter with the previously selected

fixed/recorded band, which will be done at the end of the present
paragraph.

Let us consider the factors, which are determining following

error the phase. Expression for error (7.4.11) with the optimum

tracking is obtained earlier.

L a3 1S i
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Error in the reproduction of phase can be divided into two parts
- fluctuating of the interference and dynamic (7.4.9) and (7.4.10).

If is known the frequency characteristic of filter Rs(®), we obtain
1 [ -]
da=p 5 G, (o) E}i(w) d, (1.5.6)

da=d— g

Ctaunrmy 8

Gy (w) &} (w) de; (7.5.6)

It is thought that #4(0)=1, since phasemeter reacts to the phase,
wvithout changing its absolute value. If is used the quasi~optimal
filter, made in the form of inertia component/link, or the optimum
filter, approximated by inertia component/link, then calculations are

simplified.

Then, bearing in mind that effective band width of interferences
for the inertia component/link

Augy =3 %4 e m, (7.5.7)
ve will obtain

OJ (n)ﬂocuon =

°:,.= .’FG,,(O)%'.‘G v omr =

I

© © ©
06V ,,()“'{-a‘-dr["*"-a’Lr,,(o ]

(1.5.8)
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Let us designate
'™
L t= g P (7.5.9)
: then
é A® N -:—-1 ds 9
-5 =%~ O) z= e * e =2l — B,
; vhere ’
o =
. —l. 4 s
| 0= et g 1 | ] B,
4 Dependence 1(8) and 1-1(B8) on B is given in Fig. 7.5.4. The given

results make it possible to obtain relative dynamic error in general

form

o
-E-al—l(p).
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1 Fig. 7.5.4. Value of integral I(g)
From 7.5.3 it follows that ) _
"
¥Y=0,3

then laﬁia)-(li-zﬁo—)] |

LT "’“T__]-’ 7.5.10
The curve of. dependence c’m/o; on G,(0)/G,(0) is given in Fig. 7.5.S5.

After obtaining o, and
(7.4.10)].

Gt

it is possible to find [on ¢,

Using formulas (7.5.7), (7.5.9), (7.5.10) and (7.4.10) and by the




DOC = 83022917 PAGE &

curves, depicted in Fig. 7.5.4, 7.5.5 and 7.5.2, it is possible to
fulfill the calculations of errors with the accuracy, sufficient for

many practical purposes.

as can be seen from results, error in the optimum measurement of
-y the changing phase depends on relation Gh&QVQ,«D.fﬁ% the ratio of
interference to the signal, and the statistical characteristics of
randomly changing phase [7.5.4]). From a fundamental point of view it
is useful to come to light/detect/expose the dependence of error with

the optimum phase tracking on the energy of signal and jamming

density.
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Fig. 7.5.5. Dependence of dynamic error on the interferences (with

optimum band).
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Formula (7.5.7) can be converted as follows:

couone N 1
,“_____ Az.::_m__ % (751
vhere @&, -~ energy of the element/cell of the signal, which has

duration, equal to the interval of the correlation of the phase of

signal.

But earlier it was shown that f=4s /egemor depends on

G, X0)/G,, (o) (see 7.5.3), but

(0) Ae‘" 2 88
U:TTD— _Aﬁ- -——.-2— = Gn —ﬂ:. (7.5.12)

Consequently, relation GETG‘ depends also on @J/N,.
104

Thus, in the final analysis fluctuating component of following

¢
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error the phase depends on ratio &,/N, and o:‘. Let us consider from
this point of view expression for % (7.5.10). Dynamic component of
error depends on 8, but B is determined by relation G,(O)/G,,(O). which,
in turn, depends on 28./Ns and 0:.. Thus, dynamic component of error
in the final analysis is also determined by ratio §J/N, and {,.
from the aforesaid it is possible to do important the conclusion
that in the optimum measurement of the changing phase the basic
factor, which are determining accuracy, is the relation of energy of

the element/cell of signal & in the limits of duration of which the

phase of signal can be considered constant, to the jamming density.

For the optimum phase tracking is required the start of filter with
the changing frequency characteristic, in the simplest case - with
the changing band. In this connection are of interest questions about
the criticality of band and form of the frequency characteristic of
filter and about the possibility of using the filter with the
fixed/recorded band. |

Page 441.
Examining the criticality of the band of filter, we can note that

vith divergence weom from wyemosr Must occur decrease of one both an

increase in another component of error and an optimum it must be

"washed awvay”". Calculations can be fulfilled according to formulas
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(7.5.7) and (7.5.8), after replacing wpemosr by ®oom Fig. 7.5.6
givéé the results of calculation for the case

'a, (o)/a,, (0) =5, Sen/bu,, =100, o =il,
From them it follows that the bandrof filter is not susceptible. This
substantially facilitates the practical.realization of optimum
filters, justifies the use of an approximation of the frequency

characteristic of optimum filter by a8 frequency characteristic of

inertia component/link and gives proof for applying the quasi-optimal
lov-pass filters. Examining a question about the use of a filter with
the fixed/recorded band, it is necessary to have in mind that on some
signal level and during the use of aﬁ optimum filter the errors
become so/such considerable, that becomes meaningless the use of
results. Usually in the practical problems it is possible to be

assigned by maximum error %

Optimum filter can be selected for this relationship/ratio
between the signal and the interference, for which with the optimum
band will be provided % and in the process of functioning the

parameters of filter changes do not undergo.
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Fig. 7.5.6. Effect of band on the accuracy of the measurement of

phase.
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It is obvious that in this case there will be the losses in the
accuracy, since during an improvement in the relation signal/noise it
would be possible to widen band and to reduce dynamic errors, and
with a deterioration in the relation signal/noise to narrow down band
and to attain smaller error due to the decrease of fluctuating

errors.

Howvever, the detailed examination of this question, which cannot
be given due to the limited size of the book, it shows that in many
instances the objective parameters of the accuracy of the measuring
system of phase during the use of a filter with the fixed/recorded
band deteriorate virtually insignificantly.

}

1
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Por the illustration of this position Fig. 7.5.7 gives changing
the variance of error with a change in relation g, (0)/G, (0) during the
selection of optimum fflter for the conditions when maximum variance
of error comprises QL_‘==02&. The remaining parameters correspond to
the previous example. From the curves it follows that for the
conditions of an example to in practice admissibly use the

fixed/recorded band.

Thus, in a number of cases has the capability to use filters
with the fixed/recorded band for the compromise solution of the
problem of guaranteeing the minimum error of the reproduction of
phase. In ihis case the practical execution of filter is Eimplified,
since is not required to measure the relation signal/noise and to

change the band of filter, but errors somewhat increase.

o
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Fig. 7.5.7. Brrors with the constant band.

Qér Key: (1). Filter with the constant band. (2). Optimum filter.
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Thé obtained results show that it is possible to find the

characteristics of optimum filter. The passband of such filters is

commensurated with spectrum band of changes in the measured phase.
Barlier it was noted, that in many phase systems this spectrum is
comparatively narrow, which makes it possible to create narrow-band
interference-free phase systems. However, the theoretical possibility

of designing of narrow-band systems always cannot be realized.

Let us consider the basic versions of technical realization,

close to the optimum ones, meters of variable/alternating phase. The

basic versions are: a) direct-read phasemeter; b) the combination of
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matched filter and high speed phasemeter; c) phasemeter with the

servo system; ¢) phasemeter with the connected at its output filter.

Versions a and b can ensure the optimum measurement of the

changing phase in any ratios of interference to the signal. However,

catinim

their practical realization meets many difficulties. In accordance

with considerations presented above it is possible to fit the

parameters of direct-read phasemeter, which works on the diagram,

depicted in Fig. 7.3.2. The creation of narrowv band does not cause in

this case technical difficulties. Considerable difficulties appear

with the creation of the copy of signal, especially with the serrated

signals, and because of the need for the realization before the L)
measurement of search and tracking the signal on the delay. Important
deficiency/lack is also the difficulty of eliminating the dynamic

errors with the standard determined dynamic effects and the

difficulty of a precise execution of mathematical transformations (of
fission mode and the taking of arc tangent). From the reasons

presented this version did not find wide practical use/application.

Version with the matched filter has that special
feature/peculiarity, that in it are imposed the minimum requirements
on phasemeter. All basic difficulties of the optimum processing of

mixture in this case are transferred to the matched filter. This

causes many difficulties with the realization of such filters, if the
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spectrum, G.(e). narrow-band.
Page 444.

1f radio signal is continuous, which occurs in some navigation aids
and systems of trajectory measurements, then its spectrum is
determined by modulation of phase due to the information. The
spectrum of radio signal complicatedly depends on the spectrum of
phase. Without examining these dependences, let us note that in the

phase systems it usually proves to be narrow. The passband of matched

filter must be narrow. To in practice carry out on the radio
frequency a passband of the.order of several ones hertz or with the
portion of hertz is very difficult. Moreover requirements for the
stability of the elements/cells of filter will be very rigid, since
change in the tuning to 2% of the band gives the departure/attendance
of phase approximately/exemplarily on 1°, which causes the
appropriate instrument error. The creation of matched filter
additionally is complicated, if is used serrated signal, for example
in the form of burst of pulses. In this case the spectrum is widened
- in accordance with the duration of each pulse and consists of
separate "teeth", which are located on the "distance" ;: from each
other wvhere 7. - pulse repetition period. Width of band of "tooth"
is determined with a finite number of impulses/momenta/pulses in the
packet by the duration of packet, and with the continuous sequence of |
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impulses/momenta/pulses - by spectrum of changes in the phase.
Consequently, matched filter must have several narrov-bind channels
and very stringent requirements for the stability of the
elements/cells of filters. On the reasons presented the version vwith
the matched filters is also used rarely. The greatest use/application
has version vith the servo system, depicted in the diagram ?ig.‘ }
7.5.8. By simple technical equipment - by a change in the parameters
of servo system - reaches narrov band in the servo phasemeter (CxoH).
Por the continuous signal during the selection of the passband of |
servo system in accordance with the éiven formulas will be provided

the optimum measurement of the changing phase.
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Fig. 7.5.8. Quasi-optimal diagram of phase tracking of the simple
signal: M® - band-pass filter of radio signal; Ca®M - servo

phasemeter.
Page 445.

The filter for the radio signal (® in the diagram Fig. 7.5.8),
connected to the phasemeter, can have relatively broad band, which
raises instrument/tool accuracy and simplifies its
construction/design. From a theoretical point of view the ratio of
interference to the signal at the entrance of phasemeter does not
play role and error will be determined only by the ratio of energy of
signal for the time, which corresponds to the interval of the
correlation of phase, to the jamming density. However, it is
virtually desirable to reduce the level of the latter for preventing
the "clogging” of cascades/stages by interferences. With the serrated
signals the use of the servo phasemeters is complicated. Reference
stress/voltage, supplied to the phase discriminator of servo system,
must have the same modulation on the amplitude and the phase as
useful signal, with the guarantee of agreement of modulations on

time. In certain cases it is expedient to use correlation-filtration
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diagrams. An example of this diagram for the burst of pulses is given
in Fig. 7.5.9. In this diagram C», - the matched filter for
processing of separate impulse/momentum/pulse, multiplier and
generator of the sequence of video pulses realize a preliminary
processing of mixture, and narrow band reaches in the servo
phasemeter. The basic limitation of diagrams with the servo
phasemeter is the fact that they put out the results, clcse to the
optimum ones, until the fluctuations of readings/indications are

insignificant,

Version with the selection after phasemeter is of interest
during the use of reworking of phase measurements and has
limitations, caused on the effect of suppression with the

demodulation of phase, noted earlier.




DOC = 83022917 PAGE 3#
Ly

y(t) x ce, | AOM |

\
-
L

1) Nocaedobamersnocme
() .::Mwm

Fig. 7.5.9. Tﬂe quasi-optimal diagram of phase tracking of the
serrated signal: X - multiplier; C®, - matched filter; Cad¥ - servo
phasemeter.

Key: (1). sequence of video pulses.
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Page 446.

From that presented previously it follows that are most simple
in the technical solution the phasemeters with the servo system, with

the appropriate selection of their band.

§ 7.6. Optimization of tracking'vith the transiency of the
random process, which characterizes phase. In paragraph 7.2 were
found some statistical characteristics of derivative of phase and
phase for the cases when with the displacement/movement of object or

change in the frequency information is embedded during the phase.

If the purpose of the work of system is the direct measurement
of the deviations of the frequency (velocities), then for the
tracking the frequency are used frequency discriminators. For the
optimization of the measuring systems of the changing frequency
proves to be valid the theory of optimization, presented in § 7.4, in
this case is used the spectrum of the derivative of the fluctuations

of phase, caused by the action of interferences.
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More complicated for the analysis is the case, when the basis of

the work of system is phase tracking. For the optimization of this

system it is necessary to know the statistical characteristics of

phase. These characteristics can be obtained from the statistical
characteristics of its derivative. As it was shown in § 7.2, phase is

characterized by unsteady random process.

This fact creates fundamental difficulties in the optimizations !
of such systems.

. j

- : In the solved in § 7.4 problem optimization were assumed that

the filter would ensure the simple reproduction of useful "signal".

In the unsteady phase it is necessary to find the optimum filter

vhich in the presence of interferences reproduces phases (unsteady) i

with the minimum errors. Consequently, filter must not only minimize

TR P TR AR AT, SR S T WS

error, but also realize a conversion of random stationary process, in

the case - integration in question.

.
P,

? At the output of filter will be obtained the function of time
e Po(1).

3:*‘

b 17

5F Error in the reproduction of "signal" taking into account

ik N

‘: conversion will be expressed
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b ()= 90 t)—2x [ s (1. (7.6.1)
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Variance of error

T ¢ ]
= lim .;. 5 [9. ) — 2-5-4\[. (t)dt] dt. (1.6.2)

Integral equation (7.6.2) must be investigated in such a way as
to come to light/detect/expose weight function % (). minimizing
dispersion o, Mathematically the solution of this problem is
considerably more complicated than for the filter with the simple

reproduction of "signal®, which was examined in § 7.4.

In connection with this it is expedient to lead the study of the
quasi-optimal filter, in which with the assigned form of frequency
characteristic is realized the selection of the passband, with which
is provided obtaining the minimum resultant error, which consists of
the dynamic and fluctuating (from the interferences) errors. this
solution is simpler, gives demonstrative physical interpretation of
results and in many instances corresponds to real requirements, since
the selection of optimum band little is critical and it usually gives

the results, close to the theoretically optimum ones.
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It is necessary to note that the optimization of the system of
tracking the unsteady phase cannot be solved with the help of the
optimization of this system with the tracking derived phase. Sensing
element with the phase tracking reacts to the phase of the mixture of
signal and interference, and the error signal is determined by phase
displacement between the reference voltage and the stress/voltage of
mixture. The error signal is equal to zero at that moment/torque when
phase\displacement is equal to zero, although in this case the
frequencies (i.e., the derivatives of complete phase) can differ from

each other.

Consequently, during the optimization of tracking the unsteady
phase it is necessary to investigate diagram, bearing in mind that it

reacts to phase displacement.

In the case in question, just as in previous, is most expedient

the use of phasemeters with the servo system. During the analysis of
the optimization of the measurement of unsteady phase we will be

oriented toward this version.

Page 448.
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The behavior of the linear servo system in the presence of the
managing and perturbing effects can be analyzed with the help of the
transfer functions and the frequency characteristics. We will use
these known methods of the analysis of servo systems [7.2] for
obtaining the expressions, which make it possible to find value (rms
value) of the errors of dynamic ones and fluctuating in the
dependence on the band and then to determine the band with which the
accumulated error will be minimum. The interference, which disﬁorts
phase, is applied to the “"entrance" of servo system, and its passage

"on output®, i.e., its effect on the result of measuring the phase,

it will be determined by transfer function ®,(s) or complex frequency

characteristic % (jw) of the control channel \
: Ny (s) . Ny (jo)

LelI=1Nar Pl =13RGer |

vhere s - complex number; N,(s)— transfer function; n,(je)— complex {

frequency characteristic of servo system in the extended state.

Knoving the spectrum of the fluctuations of phase from
interferences G,,(«) it is possible to find spectrum and dispersion of
fluctuations of readings/indications of phasemeter from the

interferences

Opa () =D, (jo) G, (),

o 1 ¢ . v
w =t% { 12, () ['G,, (w)de.
L]
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For calculating the dynamic error it is possible to use the fact
that in the servo system is a signal, which corresponds to error. It
is developed the afterwvard being congruent/equating (subtracting)
device/equipment (Fig. 7.6.1).

Dynamic error is determined from the transfer function by

mistake Pou(s)
Do (5)= Tﬁ:(?)“ ' (7.6.3)
With the study of dynamic errors for the random effects it is

necessary to pass to the frequency characteristic on the error signal

, 1
¢olll (’“) = l + . u“)
and its modulus/module

Don () = | Powm (je) |. (7-5-4)

Page 449.

It is known that
Gy (#) =[Pom ()] Gy, (@), (7.6,5)

vhere G, (e)— the energy spectrum of dynamic error; G_(«)— the

energy spectrum of changes in the phase.

This relationship/ratio cannot be used, since in our case phase

is unsteady and its spectrum Q_(») is changed in the time. Since in
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unsteady phase G, (e#=0) it has infinite values, from (7.6.5) it

follows that G (e=0) so can have infinite values, i.e., error will

be characterized by unsteady random process.

Let us examine the conditions, with which dynamic error will be
expressed by stationary random process. In general form of Laplace's

image the effects [changing phase ¢(s)] and response [error J3¢(s)] are

connected with the relationship/ratio
39 (s)=Poun (5) ¥ (%)

or

Yp(s)= 2=l g, (g)s, (7.6.6)

vhere 9(s)s— image of the derivative of the effect: 33:(—')- the
transfer function, which connects the image of the derivative of

effect and the image of error.

The obtained expression makes it possible to find the image of
error not from the image of effect, but from the image of its

derivative.
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= Fig. 7.6.1. Schematic of servo system.
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Page 450.
S I1f we pass to the frequency characteristics, then it is possible

to find the spectrum of response (error) from the spectrum of the

derivative of effect and the changed frequency characteristic on the f

; error signal

Yox (i) = 2200 o, (jo) ju,
During the analysis of random effects it is necessary from Fourier's

spectrum to pass to the energy spectrum.

Then

Gy (-)=,?l,3-":l "G, (@), (7.6.7)

During the calculation of the spectrum of response (error) of

the spectrum of the derivative of effect transfer function and

frequency characteristic endure fundamental changes.
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In the initial transfer function of the error signal is
supplemented the factor 1/s, while to the complex frequency

characteristic factor 1/jw.

The frequency characteristic according to which it is possible
to compute the spectrum of error, if is known the spectrum of the

derivative of effect, it will take the form

-

| om lin)| =

Pom (i-);l-,-l. (7.6.8)

-,

1f effect is characterized by the finite value of the energy spectrum

of derivative at the zero frequencies, then the integrating factor

will stipulate that the fact that the error will be unsteady random ]

process with the increasing dispersion. Consequently, the first space
of optimization must be the determination of the conditions under
which the derivative of effect with the finite value of energy
spectrum at the zero frequencies, will not give the increasing on the
time dynamic error. It is obvious, this is determined by the form of

transfer functions ¢..(s) and Neis).
Page 451.

The transfer function of system in the extended state can

contain the integrating factors

Ny ()= —shiy (7.6.9)
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vhere R(s) and D(s) - the polynomials: p - degree of astaticism of

system., o .

For static system (p=0)

Pou (8) = 3+ kT (7.6.10)

In this case in (7.6.8) is an integrating factor, and the

optimization of system is impossible.

For astatic system (p=1),

N569==£%%ﬂ
D (s
Pou ()= 507 1R

and D
¢’°- (3) = m%. (7,6.‘ l)

In this case the integrating factor vanishes and the
optimization of system it proves to be possible. The physical sense
of this result consists of the following. If the spectrum of changes
in the frequency is final at the zero frequencies and the random
process of changing the phase is nonstationary, then, by using a
static system (for the phase), it is not possible to obtain the

minimum of error, since transient effect, i.e., unsteady phase at the |

entrance, will cause error with increasing dispersion.
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In the astatic system unsteady change of the phase at the
entrance does not give the increasing error, since system is astatic
and error is caused not by the value of effect, hut by its change.

All further actions we will undertake, keeping in mind astatic

system.

Let us find the energy spectrum of the dynamic error

D(fw)
Gy ()= Oy ()@ e Jo)1* = O () 77 BT |

(1.6.12)

Page 452.

As can be seen from the obtained result, in the astatic system
at all frequencies the intensity of the energy spectrum of error is

final and dispersion o, so must have finite quantity.

For facilitating the understanding of some special
features/peculiarities of the optimization of such systems we convert i

the obtained expression

Dou(14) =, (1) F5 a7

then
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o.;.-g.) =& .(/..). .
Oy (9)=G, . (o) [hGs! (7.6.13)

Formula (7.6.13) can be used also for calculating the energy spectrum

of error with to steady state.

In the steady state the energy spectrum of derivative O, (s) has
at the zero frequencies zero intensity, error in this case can be

final at all frequencies and in the static system,

It is important to emphasize that the spectrum of dynamic error
will be different in the cases of stationary and unsteady phase with
the same form of the frequency system characteristics in the locked

state, i.e., with identical ®,(jo) and Ne(jw).

This difference depends on the form g _(«) for the stationary and
G, (») for the unsteady phase essentially differs from each other.
Here and subsequently G,. (e)—cthe spectrum of changes of the
frequency: O.(e)— the spectrum of the derived phase: u,=2s4f.; from
these expressions follows that in the steady state initial is the

random process of changing the phase, and in the unsteady phase -

process of changing the frequency.
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In order to compare the spectra of errors, let us consider an

example.
Page 453.

Let us assume that

o (ju) =Tt
i.e., in the extended state the system is led to the integrating
component/link, what is first approximation for many real systems:
then complex frequency characteristic along the control channel will

take the form:

D, (i) = oo (7.6.14)
|¢u(l“)|'=¢:(‘)==-.-.7ﬁi.l—;-_T; N¢ (Ju) j@==Ng,,

then

0; (Je) I* l_ 1 1
ll .U“)l aNzu ‘+‘./~2“ 8"’”.'_..- (7.6.15)

The frequency characteristics of the system of phase tracking in

question in the locked state is similar to frequency characteristic

of inertial component/link with the amplification, equal to one, and
by the inertness, which depends on amplification N, in the extended

state. The frequency system characteristics on the error signal for
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the derived phase analogous, but amplification is expressed by

relation /N

After assigning the gaussian models of the spectrum of the phase
(for the steady state) and the spectrum of the deviations of the
frequency (for the unsteady phase)_and using the obtained expressidns
for the frequency characteristics, it is possible to calculate the
energy spectra of dynamic error. The results of calculation are given

in Fig. 7.6.2 (a ~ for the steady state; b - for the unsteady phase).

As is evident, the spectra of dynamic error for two cases in
question strongly differ. On these reasons the form of the
characteristic of filter and its band will differently affect dynamic

error.

In the servo systems to manage the form of frequency
characteristic in the locked state along the channel of control
\pbﬂun'is difficult, since system it is possible to have a tendency

toward the instability.

Page 454.

We will use now expression (7.6.13) for obtaining the

relationships/ratios, which make it possible to find the optimum band
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of the servo system, which performs the role of filter.

In these reasons the form of the frequency characteristic of
filter must be close to the form of the frequency characteristic of
inertia component/link and during the optimization it is desirable to
be limited to the selection of the filter pass band (system), bearing
in mind that in the extended state the system contains the
integrating component/link. The modulus/module of frequency

characteristic will be equal to
1

|¢U (l")' =~/o—‘-_—/:’__——__+-l—'
dcm

where agcm— frequency of coupling the inertia component/link to

which is given the servo system in the locked state. . A
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Fig. 7.6.2. Energy spectra: a) for steady state; b) for unsteady
phase. . |
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Then

1 |
“em -—;.—.—’4-]) .
“ocm

| ) =

After substituting in (7.6.13) and after carrying out integration of
energy spectrum for all frequencies, we will obtain the dispersion of

the dynamic error

o™= ‘;?".am (0)327.{1-;40. (‘M.lGi
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With the approximation of the spectrum by gaussian model we will

obtain

(7.6.17)

..
£
}
¥
o,

3

+

L]

Por facilitating the calculations it is possible to switch over to
dimensionless quantities. For this we convert expression (7.6.17),

after introducing variable/alternating ‘==5;§; and parameter
P=tuf00 s m’

-] [
2 Gy (0)de,,,. £ —T*
) .—_._‘E_._‘li"e 'l—-}-,iﬁﬁ-d" (7.6.18)

The integral, entering the expression, was computed earlier. The

graph, on which is determined the value of this integral, is given in

G4y (0) ey, o
= e mute ‘°’:’:' 10y =PI

Coefficient ‘LUM”Lu characterizes the special feature/peculiarity of

Fig. 7.5.4; then

the spectrum of changes (divergences) in the frequency: g*1(g) it
depends on the relationship/ratio between the band of the filter of

servo system and the width of the spectrum of changes in the

frequency.
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variance of error from the interferences is equal to

3 Gou(0) » % focun ®
°w-="'§i"T“0°--—"£’.u. 8 TT
o2 de
— ®a X e 1

A2 ey §

Coefficient s A"——-’ﬁ’-‘—— characterizes interference spectrum 4« and
2 .

their intensity.

Fig. 7.6.3 gives the dependences S8’I{(8) and 1/B on 1/8, on which
it is possible simply to construct curves for the different values of

coefficients and to find the optimum band of filter.

For an example Fig. 7.6.4 gives error functions, resultant error

and optimum band for the case

2
°Ale

Aw e =1, Suy =100,

=] —

ccs' '

Aqhh-032.

In the example in question the optimum filter pass band is 2.5

rad/s, i.e., is approximately/exemplarily three times wider than iw,,.

[RVS VY. S PR WENUI




DOC = 83022918 race §§%

) ' 2 dg Lot
- ) R TV

Fig. 7.6.3. Effect of band on components of errors.
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With the decrease of relative interference level the band of filter

will be widened, with an increase - become narrow.

Thus, in the unsteady phase it is possible to optimize
phasemeter. The passband of this meter is commensurated with &,.: in
the phase systems it it is frequently narrow, which gives the

possibility to create narrow-band interference-free phase systems.

S 7.7. Measurement of the changing phase difference of two
signals. In the phase systems is encountered the case, when it is
necessary to realize a measurement of a phase difference of two
signals A"-"'-'.'" accepted.The measurement of a phase difference of

twvo signals has some special features/peculiarities vhich in essence

consist in the fact that the distribution functions and the energy

T

E
-t
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spectrum of a phase difference of signals can differ from the

appropriate functions of the phase of signals and each of the signals

a phase difference of which is measured, is accepted against the
background of interferences, i.e., their phase under the action of
interferences fluctuates. Interferences in each of the channels can
be independent variables or correlated. In connection with that
presented in general form the theory of the two-channel phase systems

requires separate examination.

ﬁ#* : However, some cases, wvhich have vital importance for the

practice, can be examined on the basis of methods presented here.

In § 7.2 were explained the conditions, with which the energy
spectrum of the phase difference being subject to measurement of two

| signals can be easily obtained by the addition of the energy spectra

of changes in the phase of each of them.

¥
R
s
B
h




DOC = 83022918 race 640 i

4

SV C A

Fig. 7.6.4. Example error function.
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In this case the optimum measuring circuit of a phase difference can

ﬂﬁf be constructed during the optimum measurement of the phase of each of

the signals relative to supporting/reference, that has any phase, and
the subsequent calculation of difference. The corresponding diagram

is given in Pig. 7.7.1. Barlier it was established/installed, which

optimum phasemeters is technically most expedient to construct with

the use of servo systems. If phases @u(f) and eu(f) are unsteady,

»

k)
ol
M

then servo systems must have astaticism first-order minimum.

Using methodology presented earlier, it is possible to find the
\ optimum parameters of each of the meters, for example the optimum
passband of servo systems, and variance of error.

' -

1f phases guuf and 9(f) essence the independent random

processes, and the interferences, vhich function in each of the
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channels, then are not dependent, i.e., are not dependent the
fluctuations of phase under the action of interferences ¢u{¥) and
e (¢), then the dispersion of resultant error will be equal to sum the

dispersion of the resulting measuring error in each of the channels.

The dispersion of dynamic errors and fluctuation errors from the

interferences also théy are summarized.
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wlt)=es(t.p)ens(t) Sramit)  romit) v2{t)=calt, pp)onz(t)

pultlegy(t)

Fig. 7.7.1. 0ptiﬁum measuring circuit of phase.difference of two

l Pea(t)epya(t)
8Pem(t]

signals: 0dM - optimum phasemeters; I'KC - generator of copy of

signals.

nlt)

| @4 | Yon

L] no

F ' ‘ : ¥ (c)
Fig. 7.7.2. Quasi-optimal measuring circuit of phase difference of

twvo signals: @[ - phase discriminator; ®sp - phase inverter; HO -

actuating element; Y+K - amplifier and correcting terms.
-é j Page 459.

Consequently, methods presented earlier and results can be used

during the analysis of some versions of two-channel phase systems.

It is possible to create the meter of a phase difference with
the servo system in which as the supporting/reference is applied one

of the signals. The diagram of this meter is given in PFig. 7.7.2. The

g e R )
oM allll. . Ao ¢ Mo s i
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reading of the position of phase inverter is used for evaluating the

phase difference

9, ()= Ay, (1) 08 [0t + 9, + 90 (O
Yo (8) = Ayy (t) cOs [t 4~ 9oy 4 Py (2)]. 1

After the phase discriminator we will obtain
0,54, (£) Ayy (£} c08 [(Pcy — Pea) + Pus (1) — Pye )\,

if we disregard/neglect fluctuations of phase in the phase inverter

in comparison with the fluctuations of phase in the mixture.

Consequently, diagram works analogously to that examined

earlier.

The fluctuations of a phase difference are determined by the

properties of the random process

A9, ()=9, () +Pn ().

I1f ¢,.() and ¢,() are distributed according to the normal law, then
this distribution is retained also for Ae,(!).

The dispersion of the fluctuations of a phase difference will be
equal to the sum of the dispersions

C"'-.:|+¢’ .
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Upon the identical dispersions it doubles. It is obvious that for

this servo system also it is possible to find optimum passband, using
the methodology, presented earlier. For this it is necessary to know
the distribution function, the energy spectrum of a phase difference

and interference level.

+ ﬁ:ﬁ - E<§:‘<
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