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EXECUTIVE SUMMARY
Radars are now designed to distinguish moving targets from stationary background by Doppler

clutter patches from targets. This report describes how a radar can be designed to operate such that the
clutter and targets can be separated.

A Doppler processing process is described which accounts for the range extent of clutter patches
that can be measured. A pulse burst (N pulses separated by a fixed interval of time) is transmitted, and
the echoes are received until the echoes are so weak that none are detectable. The radar echoes are
passed through a conventional Doppler processor. The Doppler processing must be maiched 1o the
range extent of the clutter in the following manner. Loosely, the range extent of the pulse burst must
exceed the range extent of the clutter patch for the Doppler-processing filter to reach steady-state con-
ditions so that a target and the clutter can be separated. Furthermore, to keep transient signals due to
one clutter patch from corrupting the steady-state signals from another clutter patch, the order of the
filter times the pulse spacing must be less than the range extent of the separation between the clutter
patches. If these two conditions can be met, it is possible to separate targets from various clutter
patches independently with short pulse bursts. This process is called controlled-pulse-Doppler (CPD)
operation.

The advantages of CPD operation are that short times between pulses can be obtained so as to
yield excellent cancellation, no clutter stacking is found from patch to patch, range ambiguities need to
be resolved only witiiin a clutter patch rather than at all ranges, and there is little to no eclipsing. Con-
sequently, if the clutter is patchy and/or limited in range extent, significant improvements can be
obtained in radar Doppler processing by matching it to the measured environment. The subsequent
development is quite mathematical and is meant to place the processes on a firm mathematical founda-
tion. It most likely will be difficult reading. It is written for those that are concerned with detailed
design of radars.

processing of the pulse echoes. I[n practice, sometimes it is difficult for radars to separate some kinds of
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DOPPLER PROCESSING OF RADAR ECHOES
WITH LIMITED RANGE EXTENTS

INTRODUCTION

In this report a study will be presented of the Doppler processing of radar echoes from clutter
patches of finite range extent. This study shows how radar performance can be significantly improved
in many cases. So that the presentation of this study can be properly understood, however, much of
the content of this report will be prologue.

Radar systems are used to detect and locate distant objects through the use of electromagnetic
reflections. These systems work by emitting radiation, and upon reception of the reflected energy from
the object the angle of arrival of the signal entering the antenna is determined and the range is deter-
mined by the time delay in the modulated transmitted signal. In addition, the echo signal is Doppler
shifted by the radial speed of the reflector. It is the processing of the transmitted signal which has been
reflected and Doppler shifted by the target which is the concern of this report.

The earliest radar systems in the 1920s and early 1930s used the Doppler shift in continuous-wave
(CW) radars 10 provide the mechanism for detection. After the development of the duplexer in the
mid 1930s, the emphasis was shifted to pulsed monostatic radars {1}. During World War II the Doppler
information on the pulse was used 1o discriminate the moving targets from the fixed targets. This was
first accomplished by operators observing the amplitude fluctuations from pulse to pulse on the A-scope
which were caused by the target beating with clutter at the range of a target. Development of coherent
moving-target-indicator (MTI) systems was also initiated during World War II. This system could
recognize the moving targets from the fixed targets even when clutter was not present [2]. After World
War Il the development of radar systems which used coherent Doppler processing became common,
and since 20 to 30 years ago many radar systems have used Doppler processing. These systems include
long-range-surveillance, fire-control, over-the-horizon (OTH), point-defense, synthetic-aperture (SAR),
and airborne-surveillance radars. Not only has considerable hardware been fielded over the years, but
considerable theory exists in the literature. Standard handbooks such as Refs. 1, 3, 4, and S can be
referred to for further information. It is hopeless to review this enormous body of literature in this
report. Instead I will outline the situation I wish to address in context with current standard practices.

In pulsed coherent radar systems the Doppler processing is accomplished by passing the echoes
from a group of identical radiated microwave pulses through linear filters. Two of these systems are
classically named the MTI system and the pulse-Doppler system. The MTI system uses interpulse spac-
ing (pulse-repetition interval) long enough that no range ambiguities exist. The pulse-Doppler system
uses interpulse spacing short enough that no velocity ambiguity exists.* Often in practice neither of
these conditions are achieved. The problem which occurs in most systems can be described as follows.
In systems with long pulse-repetition intervals some kinds of wind-blown clutter decorrelate from pulse
to pulse, nullifying the benefits of the filtering. When the pulse-repetition interval is decreased o
achieve more correlation in the clutter from pulse to pulse, the following effects are observed: range
ambiguities are introduced, sometimes clutter stacking from more than one range is obtained, and
better clutter cancellation is required because weak far-range targets compete with strong close-in

Manuscript approved January 20, 1983.

*This operation at a high pulse-repetition frequency is usually referred to as high-PRF pulse Doppler. Medium-PRF pulse
Doppler has both range and Doppler ambiguities.
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clutter. In all these cases enough pulses must be used such that steady-state conditions are obtained. If

the filters are observed during the transient period or before all the pulses required for steady-state con-
ditions are processed, often unrecognizable results are obtained. Simple examples of the transient con-
ditions are described on page 131 of Ref. 1. It is the relation between a group of pulses, called a pulse
burst, and the clutter characteristics which we are concerned with in this study.

Clutter has finite range extent and often occurs in patches. Examples are a vain storm. an island.
sea clutter near a ship’s radar, and a coastline. The clutter patches or clouds are usually characterized
by their range extent, range separation from other patches, spectral spread or decorrelation time. and
amplitude probability density which specifies the mean and variances of the clutter level. Usually the
angle cxtent of the clutier changes by only a small amount over the processing time of tie pulse burst
and is not included in the above list of clutter-patch properties. The effect of the small angle changes
of the beam is to cause a small decorrelation in the clutier. The operation and performance of Doppler
processors with respect 10 most of the clutter-palch characteristics have been studied extensively. How-
ever, little has been done 1o incorporale the range extent and spacing of multiple clutter patches into
the analysis. 1 am going to present a study of the operation and performance of Doppler processors
when the processing includes the range extent and spacing of multiple clutter patches.

I begin setting the stage for presenting the study by describing the signals and the operations on
those signals. These 1 will represent in a mathematical form. 1 will next give basis definitions and
develop the fundamental theorems. Within this mathematical structure I will finish setting the stage by
describing conventional pulse-Doppler and MTI operations under special restrictions. In presenting the
study, I will remove these restrictions and develop the requirements for proper operation with respect
to the range extent and separation of clutter patches. Finally [ will describe the performance analyti-
cally for some examples, showing that for these examples proper radar operation based on knowledge
about the clutter patches significantly improves the performance.

REPRESENTATIONS

I begin setting the stage for presenting the study by defining in detail the signals and processes
which are used throughout the report. The basic signal flow and operations are illustrated in Fig. 1.
The radar generates a waveform (a group of pulses) 8(r) and transmits it through an antenna. The
reflections along with receiver noise and external interference are received. The received signal is
denoted by X(r). With use of conventional coherent radar receivers, the received signal is converted
to baseband and matched-filtered. The resulting complex baseband signals are denoted by X,(1). Con-
ventional Doppler processing is then performed by transversal filters, resulting in signals Y, (I v, {0D).
A time-alignment operation whose output is Zy, (1, v) is next performed by linear delay lmes Finally a
rather conventional constant-false-alarm-rate (CFAR) detection process is performed. The detection
time history is denoted by D(r, v). I next define and describe each of the processes and signals 5(r),
X, X,(0), Y,(+, v, (0], Z,,(1, v), and D (s, v).

Transmitted Signal

The narrow-bandwidth transmitied signal, centered on the carrier frequency w,, is defined in a
conventional way by
Re(8(r)e™ '), (n
where 1is time, / is /-1, and Re represents the real part of the argument in the braces. Furthermore
the baseband complex signal 8(s) of narrow bandwidth with respect to the carrier is defined by

8(1) = 2 Z 8,(r, A\, + 7)), (2)

1=1 =1
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Fig. 1 — Signal flow throughout the complete system

where N is the number of pulse trains, N, is the number of pulses in the ith pulse train, A, is the time
delay between the leading edge of first pulse of the (i = 1)th pulse train to the leading edge of the first
pulse of the ith pulse train, and 7, is the time delay between the leading edge of the jth pulse of the
ith pulse t(rain and the leading eodge of the first pulse of the ith pulse train. Furthermore
5,0, (X, +7,)) is a complex signal of finite time duration ¢, which represents the baseband signal of
ihe jth pulse in the ith pulse train delaved in time by A, + r,,. By definition we require ¢{; < 7, so
that the transmitier is not transmitting two different pulses simultancously in the same pulse train.

In the remaining development, we require the carrier frequency, the spacing between pulses, and
the complex baseband signal be the same tor all pulses in the ith pulse train. Consequently we define
w, and 1, by

w; =w,; forall
and
;=0 =D,

and note 8,() = 8,(:) for all g and A Although not necessary, we further require the number of
pulses in all the pulse trains 10 be the same and define N such that

N =N, foralli
The counting of the pulse trains is sequential, so that
Ay, > Ay, forg > i
The maximum time interval between pulses is defined by

7T = maximum value of =, for all /.

We further define 7, > 7, for g > /. Finally we define £ = {, for all i, which means that all the
pulses have the same width {. The waveform in Fig. 2 illustrates the magnitude of the complex
baseband signal 8(r). The phase portion is not shown.

Received Signals

The received < gnal is composed of reflecled signals, externally generated interference signals, and
noise. In the following discussions we will assume that no external interfering source is present. The
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Fig. 2 — Magnitude of the complex baseband transmitted signal
18D for N=2and N =

noise consists of external noise entering the radar added to the radar’s front-end noise. The noise is
assumed to be white and Gaussian with a time-varying and unknown power level. The radar echoes are
divided into two categories, defined as targets and clutter. These categories are rather arbitrary in that
targets are considered the desired cchoes and clutter the undesired echoes. Targets such as aircraft are
usually characterized by echoes of limited range extent and by their motion in time. Other echoes
which are often considered clutter such as from land, sea, and rain usually have no or small motions,
and the reflections are extended in range.

After the signal is received at the antenna, it is passed through multiple conventional coherent
radar receivers and maiched filters. The conventional coherent radar receivers usually involve several
linear frequency translations, multiple filters 1o reject out-of-band signals, amplification, and a conver-
sion to baseband. The baseband-signal is a complex signal, with the in-phase component being the real
part and the quadrature component being the imaginary part. All frequency translations are integrally
related to the carrier frequency w; so there is phase coherence between pulses of the th pulse train. A
conventional matched filter (matched to each transmitted pulse) is included in each receiver. We
define the pulse width (zero crossing to zero crossing) after matched filtering of a target echo due (o a
point target to be 2¢. Consequently if the radar employs pulse compression, the pulse-compression
ratio is approximately {/{. Of course some radars do not use pulse compression, and for those cases
{/C = 1. The entire process in the coherent radar receiver and matched filter is linear. We define a
linear operator F, () so that the outputs of the receivers can be related to its inputs by

X,(1) = F,(X(1)),

where X (1) is the received signal from the antenna and X,,(r) is the complex baseband signal out of the
pth receiver. The signal flow of the receiver structure is shown in Fig. 3. The reason p = N receivers
are used is that the pulse trains can occur over the same interval of time and be at different frequen-
cies. Some of the cases to be studied later apply certain constraints which allow fewer or a single
receiver. However, for now we allow the process to be described more generally.

We need to describe in detail the received signal at one point along the signal-processing chain.
The signals at all other stages along the processing chain can then be represented in terms of the
defined signal and the processes performed. We choose to define the received signals X,(r) in detail.
The signals out of subsequent processors are then later defined in terms of the signals representing
X,(1). Although we could also represent the signals after various processes back toward the antenna in
terms of the signals Xp(r)‘ we do not, because these signals are not required in the remaining analysis.

The complex baseband signals are writien as
X, (1) =C,(1) + T,(1) + N, (1), (3)

PR TP RN W SRR RPN W Y S TP T A WP PR L R P PR LR {
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COHERENT RADAR Xyt = Fy (Xtv)
RECEIVER AND t——»
MATCHED FILTER

COHERENT RADAR Xoit) = Fy (X{t))
RECEIVER AND F—
MATCHED FILTER

————— [ J
X(t
L J
L]
COHERENT RADAR X4(t) = Fpy (X(1))

ReECEIVER AND [——>
MATCHED FILTER

Fig. 3 — Signal flow through conventional coherent radar receivers
and matched filters

where the complex baseband signals due to clutter C,(r) are

R ¢ _
CG=FY 3T IC,0k[g+x+1,D. (4)
A=) =] y=]
The complex baseband signals due 1o taigets 7,(7) are
N v N -
T,(1) = 2} Z} T, L g+N+1,D, (5)
=1 i=1 j=1
and the complex baseband signal due 10 noise is N,(r), where p =1, 2, N. Furthermore, N, and
N, are the number of clutter patches and ldrgels respectively, md ,,,,(1 k. [T+, + 7, and

T, 1 [g +A,+ r,,]) are the complex baseband signal representations of the radar cnhoes reflected
from the k1th cluller patch and [th target respectively due 1o the jth pulse of the ith pulse train
passing through the pth receiver. The circuit time delays are { + A, + 7,,. The total time delays
including those associated with the echoes are defined as follows. The time delay associated with the
/th target echo is obtained by observing the time delay between the center of the /th target echo due
to the jth pulse of the ith pulse train and the leading edge of the first pulse of the first pulse of the
transmitted pulse train. This differential time delay is

y,+(z+)\,+r,).

where y, is the time delay associated with the range to the /th target echo, A, + 7,, is the delay of the
J th pulse in the i th pulse train, dnd§ is the delay from the matched filter.

The time delays o, and 8, associated with the ieading edge and trailing edge of the & th clutter
patch respectively, are obtained by observing the time delavs between both the leading and trailing
edges, defined at the time the signal is first nonzero and at the time it just becomes zero respectively.
of the k th clutter paich echo due to the jth pulse of the ith pulse train and the leading edge of the
first nulse of the transmitted pulse train. These differential time delays are

ay L+, +71,)
and

Bi+ (L + A, +7,),

hes e
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where ay and 8, arc the time delays associated with the range to the leading and trailing edges of the
A th clutter patch respectively and (L + A, + 7,) is the circuit delay due to the transmitted pulse delays
and maitched filter. The width in time of the Ath clutter patch is then given by

By — a.
The wrget range extents are assumed to be small relative to the pulse width described in range. so that
the target echo width is the pulse width £. We further define

71{ > 7/1
and

) '. ,‘4.."'. .-.',:','.H

a, > a,
for g > /i so that the echoes are ordered in range.

The complex baseband signals X,(r) are illustrated in Figs. 4 and 5. In both cases there are

= 3 pulses in the N = 2 pulse lrams The magnitude of the transmitted pulses are shown in both
ﬁgures, with the resulting magnitudes of the complex baseband signals X (r) and X,(+) due 10 a single
target being shown in Fig. 4 and the resulting magnitudes due to a single clutter patch being shown in
Fig. 5. No pulse compression was used. If the frequencies w; and w, were well separated so that the
signals from different pulse trains could be easily separated by filters, the dotted portions of the echoes
would not be present. Later this condition will be defined as the frequency orthogonality condition.
However, if w; = w,, then the dotted portions would be present, and if the targets or clutter did not
decorrelate significantly over the time frame, the signal magnitudes of all echoes would appear nearly
the same. In these examples echoes from the first and second pulse trains do not overlap in time. This

condition will later be defined as the time orthogonality condition. For now we allow the signals to
overlap in frequency and time.

RER m ) '."'Wivvvv
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Fig. 4 — Illustration ofa target echo after conversion to baseband for
=2 N=3and{ =
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Fig. 5 — Echoes from a clutter patch after conversion to baseband for’
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Another example involving a pulse-compression waveform and a single target is shown in Fig. 6.
The target echoes are shown delayed by both the matched-filter and range delays. The central peak
ratio is approximately {/¢.

between zero crossings of the compressed pulse is shown to width 2¢ so that the pulse-compression

(6401 ldq1(t, Ay + 07q]}

[dq21t, [Ay + 7]}

-—1.)<A1—l<— §—f
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I .

0+ + 1

[Tyaplt, 1, [T+ 2y + 1]}

Y

2

Fig. 6 — Target echoes after conversion to baseband for
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Transversal Filters

The Doppler processing of the received signals is performed in a conventional manner with
transversal filters [1]. The process is defined by

M
V(. v, 0D = ¥ W,.,.X,( [r,,] (6)

pvmap pmi/
m=1

where Y,(s, v, [0]) is the complex Doppler-filtered signals (passed through 0 circuit delays) of the pth
and vth filter, with p=1, 2, ..., Nand v=1, 2, 3, ..., N, N, being the number of outputs for
each pth signal, M is the order of the filter, W,,,, is the mth filter weight of the pth and vth filter, and
T,m iS the circuit time delay of the mith filter tap of the pth filter. Again, the arguments in brackets [0]
and [r,,] indicate that the signals Y,(s v) have no new delays beyond the delay 7 ,, already present in
the signal X,(r). The signal flow for the filters is shown in Fig. 7, and the form of the pth and vth
filter is shown in Fig. 8. The filters can be used as band-rejection filters, which are conventionally used
in MTI radar systems, or as bandpass filters, which are conventionally used in pulse-Doppler radar sys-
tems. This is accomplished by adjusting the filter weights W,,,. The circuit time delays in the pth
filter are all identical. Consequently the time delays T ,m €an be written as

Tom=(m=1) 71,

where the time delays 7, are set equal to the interpulse spacing 7, for i = p.

7, =1, fori=np.

,
f———s Yiit. 1, (0]
X4(1) TRANSVERSAL — v,(1, 2, [0))
— FILTER ®
= °
p=1 .
——— Yqit, N, 0]}
——» Yalt, 1, [0])
Xylt) TRANSVERSAL |— Y,it, 2, [0])
— FILTER :
p=2 °
——— Yz(t, Nv, [0])
[ ]
[ ]
.
t: Ynit, 1, (0D
Xn(t) TRANSVERSAL Ynit, 2, [0}
— FILTER e
=N °
P L Y\t N, [O])

Fig. 7 — Signal flow for the Doppler filters
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Fig. 8 — Form of the pth and vth transversal filier

The complex Doppler-filtered signals are written in terms of the complex baseband signals by
combining Egs. (3) through (6), yielding

N M NN ~
VL v, 0D = F F 3T W,0nCpplt, k, L+ 1, + (G = Dr,+ (m—Dr,D
K=lm=lim1j=1
N M NN —
+ 3T Woum Tt L g+ 2+ G = Dr, 4 (m = D7D

[=lm=1jm] =1
N
+ 2 Woum N0, €
where the order of summations has been changed and the circuit time delays have been added together.

An example is illustrated in Fig. 9. Two pulse trains N = 2 containing N = 3 pulses each are
transmitted at identical frequencies but separated in time. The echoes are assumed to have no Doppler
shift so that the single target echoes are all of amplitude |4 |, where 4 is a complex number of fixed
phase for all six echoes. The filter is of the order of M = 2, and all the weights are 1 + j0. No clutter
or noise is present. The resulting waveforms before and after filtering are shown in Fig. 9. Filter 1 is
matched to the first pulse train; consequently filter 1 gives an unusable output to the second pulse
train, because the time delays in the filter do not match the pulse spacing in the pulse train. A similar
result is obtained for all pulse trains not matched to the filter. When the pulse trains pulse spacing does
match the filter time delays, the desired response is obtained. The desired response has a leading and
trailing transient condition with a steady state condition in between. In the example given the first
response in [ ¥, (r, v, [0D| is a value |4| which comes from the first target echo. This is a transient
condition, because the entire filter is not yet loaded. The filter reaches a steady-state condition on the
next two pulses, and then again a transient condition exists as the last pulse exits the filier.

Time Alignment

For convenience as well as for target ranging, the complex Doppler-filtered signals are passed
through a time-alignment circuit consisting of multiple sets of delay lines. The lincar operation we
require is defined by

Zy, V=Y, v, [Ay=a,) + G —1,)g-D+T(N+M-1-¢)D, (8)

P Y G PN T P PP R S W U 2 e e a
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Fig. 9 — Complex Doppler filtered signais Yp(r, v, 0) for the case of N = 2, N = 3,
and M = 2, all weights W, = 1, all target echoes identical, and no noise present

where p=1,2, ....Ng=12 ..., N+ M-1,v=12 ..., N, and Z, (s, v) is the lime-
aligned Doppler-filtered signal from the vth filter appearing at the pth and gth tap of the delay lines.
The operation using delay lines is illustrated in Fig. 10.

By combining Eqs. (7) and (8), the time-aligned Doppler-filtered signals are expressed in terms of
the complex baseband signals by

Z,,(,v) = 2 222 vm Cip (LK, C+N+G—Dri+(m=Dr,+ Ay —1,)

k=lm=]i=1j=1

+GE-1)@-D+7(N+M—-1-¢9)D
N M NN

+ 35T Woum Tp Wb B+ N, + G = Dri+ (m = D7, + Ay = A,)

[=]mm]jm]jm=]
+GF-7)qg-D+7(N+M—-1-¢q)D
+ 2 em Ny (L IOy =X,) + G =1 )@= D +7(N+M~-1-9D, 9

where the circuit time delays have been added together. Furthermore we define the signal Z,,q(r,v) lo
be composed of three additive signal components given by

Z, (V) = 2, (1 V) + Z, (1, V), + 2,1, V), (10)

where the signals in Z (1, v) are composed of complex baseband signals derived only from the echoes
due to the ith pulse lralnpd551ng through the p = ith receiver, the signals Z (1, v) are due to only the
noise, and the signals in Z,, (¢, v) are composed of all other complex bdscband signals except those due

10
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Fig. 10 — Schematic representation of the time-alignment circuit tor
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to noise and those echoes due to the ith pulse train passing through the p = ireceiver. By use of Eq.
(9), the signal Z,, (1, v) is
N

N N
Z, 0 v) = 2222 v Copll. K, L+A +0G=Dr +n—Dr pt Ay —A)

=1m=1i=1,=1
i=p

+GE-r)g-D+7T(N+M—-1-9)

v,

r M N N
+ 22; Woewm Tip(t 1, [+ + (- Dz, +Gn—Dr,+ Ay —A,)

{=1m=1 /

+GF—r)g-D+7(N+M—-1- ), (1)
the signal ZM(!, v) is
Z,( v) = 2 Woom N, (t, [y =A,) + G=7,)(@ =D +7(N+M—1- g, (12)

and the signal Z,, (T, v) is
N,

Z,(1 v) = 222 om Cop (1 K, (L + Ay

k=1m=1j=1

+(N+M-D7+ G +m—r,— (g Dr,D

z

: M N -
+XTT Woem T L L+ Ay

Im]jm

+(N+M-DF+ G +m—Dr,— (g = Dr,]). (13)
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The understanding of the structure and properties of the component Z/,q(l v) of the time-aligned

Doppler-filtered signais represented by Eq. (13) is 4 major thrust ot the study to be presented.

The time-alignment operation is defined so that echoes from a single target will cause nonzero sig-
nals to be simultaneously present over a time ¢ in Z,, (+. v) for all permissible values of p and ¢ when
the transmitter transmits all & - N pulses. The reason for this requirement and the proof that the
time-alignment operator matches this requirement is discussed later. However, knowing the require-
ment allows us to discuss, in the next paragraph, why g takes on valuesupto N + M— 1.

After a target echo due to the first pulse of the ith puise train passed through the (p = i)th
receiver becomes present in the filter, the filter responds to each subsequent echo until a steady-state
condition is reached at the time of the target echo due to the Mth pulse. A steady-state condition of
the filter is maintained until after the target echo due to the last transmitted pulse (the Nth pulse of the
ith pulse train) is processed. At this point the filter continues to have an output in M — | time loca-
tions even though there is no input target echo. Consequently there are N + M — 1 filter responses
due to echoes from a single target and the ith pulse train which are passed through the p = ith
receiver. For any given target and any ith pulse train, there are M — 1 filter responses at the beginning
and the end of the total set of filtered responses in which the filter is in a transient state, and there are

— M + 1 filter responses in which the filter is in a steady-state condition.

An example of the time-alignment operation is illustrated in Fig. 11. The input signals are shown
in Fig. 9. The pulse trains shown for Z,, (t, v) are the components_of Zm(t v), and the regions of
time in Fig. 9 labeled "unusable results are the components of Z (¢, v). The noise component
Z (2, v) is zero. One time exists when all the processed echoes in Z, (¢, v) from a single target are

brought into time alignment, which is the desired resuit.
Target Detector

The target detection and measurement process will not be of concern in the study and thus will
not be discussed in depth in setting the stage for presenting the study. However, it is defined so that
the form of all the signal processors are described before we develop the basic theorems and describe
conventional pulse-Doppler and MTI operations. The basic detector is constructed from a series of
three operations. First the outputs of the time-alignment operation Zn(t, v) are passed through a con-
ventional CFAR detector expressed by

D, v)-l" if Zpg (6, V) > 05 (1) X 41(0),

0, otherwise,

forp=1,2,....,Ng=1,2 ..., (N+M—-1),andv =1,2, ..., N, where o, (1) is the CFAR
normalization parameter which requires estimation, ¢;(¢) is the first threshold, and D,,,,(t, v) is the
detector output, which is 1 if a signal is present above the background at the pgth tap of the time-
alignment circuit and is 0 if no signal is present. The second operation is involved in counting the
number of simultaneous target detections obtained from the outputs of the time-alignment operation.
The process is defined by

N NiMm-1
D, v, n) = 1 if zl 21 opq('r IL)DW(L v) > y,(1),
p=1 q=
0, otherwise,
forw =1,2,..., Nyandv = 1,2, ..., N,, where 8,,(«, 1) is a function which takes on values of 0

and 1, (1) is the second threshold, N, is the number of second detector operations, and D (1, v, u)
is the output of the second detectnr operation which takes on a value of 0 or 1. Finally the third detec-
tor operation is an operation defined on the output of the second operation, and several possibilities
exist. An example of third detector operation is

12
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Fig. 11 ~ Time-alignment operation performed on the complex
Doppler -filtered signals of Fig. 9

N

pGw={L if #Ql D(t, v, u) > u3(0),

0, otherwise,

forv =12 ..., N, where N is the logic and operator, us;(r) is the threshold of the third detector
operation, and D (1, v) is the detection history for each of the vth Doppler filters as a function of time.

The detector operations may be interpreted as follows. The first operation is concerned with
obtaining the detection of signals above the background for all outputs of the time-alignment operation.
The next two detector operations are concerned with allowing only a final target declaration for a
specified distribution of detections made by the first detector across the p= 1,2, ..., Nand ¢ = 1, 2.
... N+ M — 1 outputs of the time-alignment circuit. For example the second detector could require
coincident detections for all values of p as ¢ takes on different values u = ¢. The third detector could

13
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then require u = g of the outputs of the second detector to be present. If a pg matrix of tirst detec-
tions were constructed, we would find @ columns with all values being 1 it a final warget declaration was
made for this example. The data flow in the detector and the processes involved are represented pie-

torially in Fig. 12.
V )

Dpalt. V) 76| DLV, peqUIREMENT ON THE DISTRIBUTION
> OF DETECTIONS OVER THE pq
lq MATRIX OF 0s AND 1s
MATRIX OF
0s AND 1s
qu(t, v) /[: D(t, v, 2)
A A
lq L-——.
[ ]
Zpg (1, v) e .
] —  Dgqlt, v} ° DIit, v)
—] I . -
[ ]
— . THIRD DETECTOR
OFERATION
*‘
FIRST DETECTOR /p' D(t, v, Nu)
OPERATION -
Dm(t, v} 1
q

SECOND DETECTOR
OPERATION

Fig. 12 — Functional operations of a detector

Although we have not discussed the material required to fully understand the detection process,
we can make a few brief comments concerning the detector. First, clutter conditions exist for which
targets are masked in some of the outputs of the time-alignment operation. Consequently only certain
subsets of the outputs of the time-alignment circuits will contain deteclable signal levels due to targets.
Second, there is a tradeoff between the probability of detecting real targets and the probability of detect-
ing ghost targets. This tradeoff is controlled by the second and third operations of the detector, which
control the requirements on the distribution of detections over the outputs of the time-alignment
operation. A ghost-target condition exists when a target declaration is made which is due to the echoes
of multiple targets at different ranges. The form of the detector was chosen to balance the real-target
and ghost-target detections when targets are visible over a portion of the time-alignment circuits.

Once a final target declaration is made, the target’s range and angle of arrival are determined.
Both are determined in a conventional manner. The range is determined by measuring the time delay
(proportional to range) between the first transmitted pulse and the target detection and subtracting off a
fixed circuit bias. The angle is recorded at the time of the target detection.

BASIC THEOREMS AND DEFINITIONS
We now define frequency and time orthogonality conditions between pulse trains. The processors

we will describe that will be involved in the study will require at least one of the two conditions for
proper operation. The basic theorem underlying such operation we will then staic and prove. This

14
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theorem simply involves the rearrangement of terms in the representation of the signals. Some other
theorems and definitions which are independent of a specific Doppler processor are nexi given.

Orthogonality Conditions

The frequency orthogonality condition is defined as follows:
Definition: The pulse trains are said to meet the frequency orthogonality condition if ZM(I, v) is below
the thermal noise for all p, ¢, and v even for the very strongest echo conditions. This implies that the
pulse trains are offset in frequency w; enough so that good filtering can separate them.

The time orthogonality condition is defined as follows:
Definition: The pulse trains are said 10 meet the lime orthogonality condition if Z, (1, v) and Z, (1. v)

do not occur over the same time. This condition is met if any two pulse trains are separated in time
enough. The condition is stated in the following lemma.

Lemma I The time orthogonality condition is met if

a)

_ By,
A1 =A) > (N=1) 7, + max [ '— min[ ] for all J,
Yy, Y

)

¢ a,
where max {y ] is the time equivalent of the range to the farthest expected echo and min L ] is the
N 1

time equivalent of the range to the nearest echo. This lemma is proved in Appendix A.
Rearrangement Theorem

The rearrangement theorem, which is fundamental to processor operation in the study, involves
rearranging the terms describing Z (+, v) and defining new signals which are components of Z (1, v).

The theorem is as follows:

Rearrangement Theorem: The signal qu( {, v) can be written as

Z(t, v) = ZR (1 v + Z5,(r, V),
where

' 210 v = B (R (v, 04 SLG v, D+ RIG v, D]
é Nr,v—lzl e (0 v, )+ 8 v, D+ Ryt v, |
' and
r‘ - N <« >
. Zy (1, v) = kzl (R, (t, v, k) + S5,(r, v, k) + RS, (e, v, k)],
, in which
. <

RI(t v, 1) = Z 2 ovm Dpi—menyp (4 4 C+Ay+(N+M-D7
.l. j=1 me=l
— + (= Dr,~(g=Dr,D,
. 5
.
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7
SE( v, D= EM

M
2 pvm p(j m+1)p (f 1 [§+AN +(N+M_2)T
J= -]

m

+(G'-Dr,-(@-1) 1',]).

i > +m- M — —
! RL (v, D)= 2 2 Wom Tojemsn, (L LAy + (N + M =27

N+l m=j;-N+1

+ (' = Dr,— (g = Dr,)),

- < M-1 — —
ﬁ wa(’, V, k) = 2] 21 Wme Cp([‘-m+l)p (t, k, [c + AN +(N + M—‘ 2)1'
j=1 m=

+ (j," I)Tp - (q - I)TP])'
- N oM
- et v, k) = z’:’ 2 vm CoG=manp (0 b L+ Ay +(N + M — 2)7
9 -1

+ (' = Dr,~(g— D)),
:‘ > N+M-1 M _ - _
; R;q(f. v, k) = 2 2_ va,,, C pG—m+1)p (, & £+ AN +(N+M-2)7

=N+l mm=j—N+1

+ (' = Dr, = (g = Dr,)).

*‘i The proof of this theorem is given in Appendix A. We define ZT(I v) and Z,fi(t v) as com-

ponents of Z, (1, v) due to targets and clutter respectively. We define R;,(r v, ) and Ry, (1, v, k) as

left remainder signals for targets and clutter respectively. We deﬁge by SE(r, v, 1) and S5, (1, v, k) as
>

separation signals for targets and clutter respectively. We define RL (¢, v, 1) and RS (¢, v, k) as right
remainder signals for targets and clutter respectively. All the right remainder, separation, and left
remainder signals appear at the pgth tap of the time-alignmem circuit for the vih filter. The /' index
represents the counting of the number of filtered target echoes from a single target starting with the
first one and ending with the last one as the filter decays to zero._The index range j/=11t0 M — 1
represents the filter’s transient signals, the index range j'= M to N represents the filter’s steady-state
signals, and the index range j /= N + 1 to N + M — | represents the filter’s decaying signals for a
given target or clutter. The left remainder signals for any one target or clutter is composed of terms for
when the filter is in a transient state during the initial buildup. The separation signals for any one tar-
get or clutter is composed of terms for when the filter is in a steady-state condition. The right
remainder signals for any one target or clutter is composed of terms for when the filter response is
decaying. The example shown in Fig. 1 is repeated in Fig. 13 with the separation and remainder sig-
nals labeled.

Separation Time Intervals

The concept of separation time intervals is defined on pulse trains meeting either the time ortho-
gonality condition or_ the frequency orthogonality condition. The kth-clutter-patch separation time
interval for the pth pulse train denoted by A, is defined with the aid of Fig. 14 as follows. First time
is broken into intervals of length 7, beginning at the time of the leading edge of the first transmitted
pulse in the first pulse train. The left edge of Af, is then defined is the first time interval of length 7,

which occurs after the time interval containing the trailing edge of Rg,(r, v, k) and is given by

integer

+

B—k——xﬂ] T, +7,+ (M- 21,
Tp

where

xW=Z,+AN+(F/+M—2)?—(q—l)-r,,.
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Fig. 13 — Remainder and separation signals for the example shown in Fig. 11
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The right edge of Af, is defined as the last time interval of length 7, which occurs before the time
>

interval containing the leading edge of R;, (1, v, k) and is given by

"Tead ST

ak+qu

Tp

T, + N‘rl,.

integer [

Subtracting the left edge from the right edge gives the width of the kth-clutter-patch separation time
interval for the pth pulse train as

a, + + —

integer l—ﬂl T, — integer lBkT—XW T, +(N=M+ Dr,.

Tp p

Similarly, the /th target separation time interval for the pth pulse train denoted by A,,f is defined
with the aid of Fig. 15 as follows. Again time is broken into intervals of length 7, beginning at the
P' time of the leading edge of the first transmitted pulse in the first pulse train. The left edge of A,[ is
e then defined as the first time interval of length r, which occurs after the time interval conlaining the

My - pERDMRS R

14
<
trailing edge of R (¢, v, k) and is given by

: , + Xpo + &
X integer Vit Xm i T, +7,+ (M~ 27,
P .
FIRST TRANSMITTED
PULSE OF THE FIRST] T or
w PULSE TRAIN [Rpq ft. v, k)| [Roq (t, v, k|
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.- Fig. 15 — The Ith target separation time interval Alpr

The right edge of A is defined as the last time interval of length 7, which occurs before the time ;
>

k interval containing the leading edge of RL (1, v, k) and is given by
- —_
+ X0 — L — <
3 integer y—'—x”i—gl + N7, j
T
P

Subtracting the left edge from the right edge gives the width of the kth-clutter-patch separation time
interval for the pth pulse train as

7/+xM—Zil [7/+x,,.,FZ,-
Yt Xp Zbid 3V X PG

" " 1',,+(N—M+l)1',,.

integer {
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We next state the separation-time-interval theorem. which will be used later.

Separation-Time-Interval Theorem: The flter is in steady-state operation over the kth-clutter-pateh
separation time interval tor echoes trom the Ath clutier patch due to the (p = th pulse train. Simi-
farly the filter is in steady-state operation over the fth-target separation time interval for echoes from
the /th target due to the (p = ihth pulse train.

The proot of the theorem is given in Appendix A, This theorem is almost trivial but serves as
the basis of the rest of this report. Furthermore we find the filter can obtain steady-state operation
locally over a clutter patch. We will more fully exploit this fuct subsequently.

The two cases which arose in the theorem proof are illustrated in Figs. 16 and 17. In Fig. 16, part
of the steady-state separation signal is covered by the remainder signal, but the steady-state filter condi-
tion exists over the Ath-clutter-patch separation time interval. In Fig. 17, the steady-state separation
signal exists over only portions of the Ath-clutter-patch separation time interval, and none of it is
covered by the remainder signals.

c
Spqft. v. k)

> .
1251 REq 1 v, K| RSgtT v, kI

;
Ain—’l

TIME
fo—— @k * Xpg——])

le—ak * Xpq * M- i T,
g, + Xpg ¥ M- g —————a

.
je— integer |r.’},.{;9".| Tp * 15+ (M~2ir,—»f

+
j———integer Fl T'XEE Tt Ney, —

]

|e——— " “ Xpg * Nty ———

b —f * xpq * (NN, —

l‘———-——————-——[li‘xm‘(ﬁ*M'erp -

Fig. 16 — Time frames for the clutter remainder and separation signal for
By — a,) > 7, for the kih clutter patch and the pth pulse train

Time-Alignment Theorem

We are now in a position 1o state that the time-alignment operation defined earlicr does in fact
perform the desired operation. We restate the operation as a theorem, with the proof being given in
Appendix A:
Time-Alignment Theorem: The filtered radar echo from a single target due to the jth pulse of the ith
pulse train appears in Z, (1, v) for p = iand ¢ = j" ata time Ay + 7(N + M — 2). This is true for
all valuesof i=1,2,..., Nandj'=1,2,..., N+ M- 1.
Segmented Clutter Signals

A well-known fact about pulse-Doppler radars is that when the range is ambiguous due to the
clutter extent and the pulse-repetition rate, the clutter cchoes trom multiple ranges are superimposced.
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Fig. 17 — Time frames for the clutter remainder and separation signals for By —ay) < T
for the kth clutter patch and the pth pulse train

Subsequently we will prove theorems concerning this property. In the interim, however, it is useful to
define a segmented clutter signal:

Definition of a Segmented Clutter Signal: 1If the time interval required to transmit the /th pulse train,
which meets either the frequency orthogonality condition or the time orthogonality condition, is larger
\ than the time extent of the kth clutter echo, then the kth clutter echo can be broken into time inter-
- vals of width 7; and the kth clutter echo can be expressed by

- Coli=mip(t K [xpg + G' = D1,D)
Me o, a, +
= ¥ Cy—m+vp|t k p, |integer -—k—T—M] 1, + (' = Dr,+ (- D7, ]
u=1 4

where the uth segmented clutter signal is

. ay + XW
Cp(j'—m+1)p[f. k, u, linteger { ———

(A RSN ety
LAARENAA A . .
e e Sl

- 1',,+(j'—l)'rp+(y—l)1',,]
»

and is the same as

4R

- Coiiomsny(t ki Ixpg + G’ = D1,))

over the time interval from (u — 1)7, to ut,. The time interval from (u — D)7, to w7, is defined for
5 u = 1 as the first time segment of length 7, containing a,. Furthermore N, is

+ a, +

L" N, = integer [Bk—x”"l — integer Ik—x”ql + 1,

;“ Tp Tp

[ - where again the integer function simply means that the fractional part of the rational number is
p ignored.

-

The uth segmented clutter is illustrated in Fig. 18. The figure shows that segmented clutter sig-
nals arc simply picees of the clutter signal defined over time intervals of 7,. The leading edge of the
wpth segmented clutter signal is located at the time
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Fig. 18 — The uth segmented clutter signal

e o iﬁ-,w-‘) MR-

. a; +
integer 2k T Xpg ,+ U = Dr,+ (u— D7,

Tp

and the trailing edge of the uth segmented clutter signal is located at the time

a, +
"—Tx;"’ +G' = Dr,+ (u=Dr, +7,.
p

integer

Eclipsing Conditions

High-power pulsed monostatic radars blank their receivers while they transmit. If an echo is
entering the radar antenna and receiver during this time, it is not received and eclipsing is saiu to occur.
Figure 19 illustrates the eclipsing of an echoes from a single targetl due to a pulse train of three pulses.
The transmitted pulses are labeled 8§(r), and the echoes at the input to the receiver arc labeled X (1),
Since 8(¢) is a pulse train which uses pulse modulations such as linear FM for pulse compression, only
the envelope of 8§(r) and of X (1) is shown. These waveforms illustrate the relative timing. As Fig. 19
shows, the echoes from the first and second pulses occur during the transmission time of the second
and third pulses respectively, and a partial eclipsing occurs. Afler the echoes are passed through the
receiver and matched filter, the echoes partially eclipsed will not be completely matched to the filter.
However, the last echo not eclipsed is completely maiched to the filier and yields the normal desired
response.

et S0 v, g .
N "“. . . '. '. ‘. . . T IS

For waveforms which meet the time orthogonality condition, a few eclipsing properties can casily
be computed and are shown in Table 1. The left column shows the interval of time that the single-
target echo due to the first pulse of the ith pulse train must fall within for eclipsing to occur. Next the
number of times the echoes are or are not eclipsed is given. The fraction of the echo eclipsed for those
echoes being eclipsed i1s next given. Finally the number of times the filter can obtain a steady-state
condition for a single target without using eclipsed or partially eclipsed echoes is computed (the number
of times echoes are not eclipsed plus one minus the order of the filter M) and is shown in the table. If
the quantity is negative, the quantity is set to zero. The proof of the results in Table 1 is given in
Appendix A. Even if some echoes are eclipsed, th2 filter can reach steady-state operation and the tar-
get and clutter can be separated if they have different Doppler propertics. We will not discuss the pro-
perties of waveforms which do not meet the time orthogonality condition. These properties are much
more complex, because transmitted pulses from multiple pulse trains can cclipse target echoes from the
ith pulse train. However, the analysis is similar.
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Fig. 19 ~ Target eclipsing for N = 1, N = 3, # {, and a single target

Table 1 — Single-Target Eclipsing Conditions for Target Echoes Due to the
th Pulses Train Being Eclipsed by Pulses From the th Pulse Train

T

[ Time Interval of the Number of Times Fraction of Number of Times the Filier Can Obiain a Steady-State Condition
First Target Echo vy, Echoes are the Time an For a Single Target Without Using Eclipsed Echoes
Unprocessed Echo
is Eclipsed Filter Order M = _ _ _
Eclipsed | Not Eclipsed 2 3 4 N-2 N-1 N
0—g, N 0 v/ 0 0 0 0 0 0
=1, + N-1 1 ly,~7.8, 0 0 0 0 0 0
! 2r, =21, 4+, N-2 2 ly,—2r /2, 1 0 0 0 0 0
g 3r,—= 31,4, N-3 3 ly,= 37, I/T, 2 1 0 0 0 0
[ dr,—dr +1, N-4 4 ly,—4r \/T, 3 2 1 0 0 0
'E- (N=Dr, = (N=-27 +, 2 N-2 ly,~(N=Dr /T, | (N=3)| N=-& | TN=-5 | ... 1 0 0
g (N=-Dr, = (N<Dr +, ! N-1 ly;=(N=Dr /L, [ (N=2 | (N=3) | TN-4) | ... 2 ! 0
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Table 1 can also be used to describe eclipsing of clutter echoes as long as the interpretation is
modified slightly. If the clutter patch extent is smaller thuan the time between pulses 8, — o, < 7,.
Table 1 can be used directly with several slight modifications. The left-hand column is read as the time
interval within which any part of the first clutter echo lies. The column on the fraction of time an
uncompressed echo is eclipsed is not meaningtul. However, the time interval the processed clutter
echoes are modified due 10 eclipsing is bounded by 2¢, but may be less, depending on a, and 8;.

When the clutter patch extent is greater than the time between pulses 8, — a, > 7,, the amount
of eclipsing is different for different time intervals of the clutter patch. This is illustrated in Fig. 20,
Since the signal X, (/) is composed of the superposition of the cluiter echoes that overlap in time. the
results are better illustrated by showing the magnitude of the components of X, (/). Figure 20 shows
that the cclipsing affects the early part of the clutter patch three times and affects the later part of
clutter patch occurring ume 7, later only two times. Using this example as a guide. the properties listed
in Table 1 can be used for this case as well with the following change in interpretation. Since in these
cases the clutier echo due to the first pulses can now fall into several time intervals in the left column.
the properties for each clutter segment over these time intervals can be read in the right-hand columns.
Consequently the filier can reach steady-state cunditions for some segments of the clutier patch and not
for others without using signals modifiad by eclipsing.

ENVELOPE OF
a{t)

1 0 [ 1

fe— T —{ = [Cyy (6 1, [+ &y + 0my]i] TIME
1Cy21 (& 1, (E+ A+ 1llb [Cygp 11, 1, 1+ Ay + 213)0i

ECLIPSEDl
TIME

INTERVALS]\ / Son O\ r ICrar (6, 1, 1T+ Ay + 303
8
NN ) /
21 -

Fig. 20 — Clutter eclipsing for N = 1. ¥ = 4. [ # £, and a clutier extent
thatis 8 —a; > 7,

MAGNITUDE OF
COMPONENTS OF
X, {t)

PULSE-DOPPLER AND MTI OPERATION

Most radars using Doppler processing adjust their operation to a steady state such that targets can
be separated from clutter. However, often this is done without regard to the sizes and distribution of
clutter patches. Consequently pulse-Doppler radars use enough pulses so that a steady-state condition
is reached with respect 10 all clutter and targets. We will define conventional pulse-Doppler and MTI
operation which is consistent with past usage but in terms of our new development.

Pulse-Doppler and MTI Definitions

Before giving the conditions for pulse-Doppler operation, the following definitions are first given.
The pulse-Doppler separation time interval for clutter on the pth pulse train is defined by
N,
A, = Ak,
k=1
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and the pulse-Doppler separation time interval for targets on the pth pulse train is defined by

where N is the symbol for intersection. These separation time intervals are simply the smallest time
interval contained in all the clutier or target separation time intervals respectively. The pulse-Doppler
separation time interval for clutter is illustrated in Fig. 21. The condition for pulse-Doppler operation
can then be stated as follows.

N

N, < .
5 RS v. ] £ RS (t, v, K|

8 P k=1

[»] k=1

2

j -c

& 4y

% fv\//\\

<

TIME
e * Xpg———=1
be———— BN, Xpg t M=2} 1y ]

Bn. + Xpq
! 5 l'rp+'rp‘+' (M=2)1, —f

} integer

fe——— integer 01 ¥ Xpa Tt Np,—
9 T » P

I ar+ xpg t+ N L |

i
|

! BN, * Xpg * (N + M=2) 1,

Fig. 21 — Pulse-Doppler separation time interval for clutter for the pth pulse train
which meets the pulse-Doppler operation condition (8 ; > 7,)

Definition of the Condition for Conventional Pulse-Doppler and MTI Operation. For pulse trains which meet
the time orthogonality or frequency orthogonality condition, the condition for pulse-Doppler or MTI
operation on the i = pth pulse train requires that the intersection of the pulse-Doppler separation time

intervals for clutter A, and targets Z,,T on the pth pulse train be greater than the pulse-repetition interval
7, in width. This is written as

widthof (A, N A} > 1,.

Furthermore, if the condition

By + Xxpg) /7, (ay + Xp) /7
1 > max {or — min {or
(yw, + Xpg + Z,)/Tp (y) + Xpg — Zi)/"p
By, + Xpq) (o) + xpq)
is met, where max {or is the farthest radar echo and min {or is the
(yx, + Xpg + 0 (y1 + Xpe = L)

nearest radar echo, then the condition stated is for MTI operation (unambiguous range). otherwise it is
for pulse-Doppler operation.

This definition is a condition on the global requirements for steady-state operation of the filter.
The filter is in steady-state operation with respect to all echoes due to the (i = p)th pulse train for at
least one pulse-repetition interval. Consequently, if the clutter and targets have significantly different
Doppler shifts and the pulse-repetition interval is short enough, the tlargets can be separated from the
clutter with the filter over the time frame that the global steady-state condition exists. Furthermore,
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the targets will appear at least once over the time frame A5 N A,,", since this time frame is greater than

7, and largel echoes appear at time intervals of 7, when the filter is in steady-state operation.

The second requirement defines the operation as MTI or pulse Doppler along conventional lines.
For MTI operation, the range is unambiguous, and consequently the pulse-repetition interval exceeds
the distance between the furthest and nearest echo measured in time. Otherwise, the range is ambigu-
ous, and the operation is defined as being pulse Doppler. We next investigate requirements for and
properties of the pulse-Doppler and MTI operation.

Requirement on Transmitted Pulses

For the filter to reach steady-state operation and the conditions for pulse-Doppler operation 1o be
met, a number of pulses must be transmitted. The requirement on the number of pulses needed is
stated in the following theorem.

Theorem on the Number of Pulses Required for Pulse-Doppler and MTI Operation: If a pulse train meets
the condition for pulse-Doppler or MTI operation, the number of transmitted pulses on the ith pulse
train N must be

(BNC+qu)/Tp (a| +qu)/7p
N > integer {max {or — integer {min {or + M
('yN,+x,,q+Z,)/f,, (y1+ xpg + L) /7,

for puise-Doppler operation. For the special case of MTI operation
N>MorN>M+1,

depending on the relative values of the nearest and farthest echoes 1o the time intervals 7, measured
from time equal to zero.

The proof of the theorem is given in Appendix B. This theorem basically states that the number
of pulses required for pulse-Doppler operation is enough to fill the filter of order M plus the number of
puises required to extend from the nearcst echo to the farthest echo. This further means a need to
keep transmittling in the presence of nearby targets until the farthest echo is received and the filter is
filled so steady-state conditions are met.

Pulse-Doppler Clutter Stacking Theorem

A well-known property of puise-Doppler radars is that the clutier echoes are superimposed from
all ranges which are a multiple of the range equivalent of the pulse-repetition interval and that the
echoes anywhere in range are not superimposed for MTI operation. We restate this property as a
theorem and prove it in Appendix B in terms of our previous mathematical structure.

Pulse-Doppler Clutter Stacking Theorem. At any instant of lime, over the pulse-Doppler separation time
intervals for clutter and targets for the pth pulse train, the filter response is due to the excitation
formed from the superposition of echoes from the pth pulse train belonging to each clutter patch seg-
ment u =1, 2, ..., N, of each clutter patch for k =1, 2, ..., N,. Furthermore, if the MTI condi-
tion is met, the filtered steady-state echoes of Sy, (1, v, k) at any instant of time is due to one and only
one clutter-patch segment of one and only one clutter patch.

A Counting Theorem

It is useful to know the number of times a target will appear in the pulse-Doppler separation time
interval. This result is stated as a theorem, and the proof is given in Appendix B.
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Counting Theorem. The number Ng of targel separation signals SPZ(/. v, 1), for the /th target due 10
the pth pulse train which meets the condition for pulse-Doppler operation that appears in the pulse-
Doppler separation time interval is given by

v row s v - - -
- .".’ . u P P ]

(ay + xp) /7, By +xp) 7,
r Ng = integer |min {or ~ integer [max jor + (N =M+ 1.
)-v. (71+qu—§i)/rp (71+qu+€/)/7p

Range Ambiguities

A well-known property of pulse-Doppler radars is that range is ambiguous. This will be stated as
a theorem. No proof of this will be given, since it is well known. Interpreting the property in our

notation, we note that the filter is in steady-state operation with respect to all echoes over the pulse-
[‘ Doppler separation time interval. Then all targets that are multiples of the pulse-repetition interval are
- located in the same place in range over this interval.
- Theorem on Target Range Ambiguities for Pulse-Doppler Radars. For a pulse train which meets the pulse-

Doppler condition, all targets separated by multiples of the pulse-repetition interval 7, will be ambigu-
ous in range.

CONTROLLED-PULSE-DOPPLER OPERATION

The previously described material has set the stage for properly presenting the main developments
of this study, which are described next. We will show that the filter can obtain steady-state operation
with respect to echoes from a given clutter patch and will show that over the time interval in which this
occurs no other signals due to other clutter patches are present. Consequently the targets can be
separated from the clutter in each clutter patch individually. However, certain conditions must be met
and the results must be properly interpreted before this operation can be achieved.

Definition of Controlled-Pulse-Doppler Operation

We begin the development by defining the requirements for obtaining pulse-Doppler operation on
a clutter patch.

Definition of the Condition for Controlled-Puise-Doppler (CPD) Operation. For pulse trains which meet the
time orthogonality or frequency orthogonality condition, the condition for CPD operation on the kth
clutter patch and the (i = p)th pulse train requires that the width of the separation time interval for the
kth clutter patch and pth pulse train Af, be greater than 7, which is written as: width of AS, > 7.
Furthermore over Af, we require that there be no other signals present due to other clutter patches.
Finally, if the condition

Bk—ak<‘r,,

is met, we say the operation is controlled MTI (CMTI) operation (unambiguous range across the clutter
patch), otherwise we say it is CPD operation.

This definition is a condition on the local requirements for steady-state operation of the filter.
Consequently, if the kth clutter patch and targets contained within it have significantly different
Doppler shifts and the pulse repetition interval is short enough, targets can be separated from the kth
clutter patch with the filter over the time frame that the local steady-state conditions exists. Further-
more, the targets will appear at least once over the time frame of A{,, since this timc frame is greater
than 7, and targetl echoes appear at lime intervals 7, when the filter is in steady-state operation. The
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second requirement defines the operation as MTL or pulse Doppler with respect to a particular clutier
patch. For MTI clutier-patch operation the range s unambiguous across the clutter patch. Otherwise,
the range is ambiguous across the clutier patch, and the operation is defined as being pulse Doppler.
We next investigate requirements for and propertics of the CPD operation.

Requirement on Transmitted Pulses

For the filier 1o reach steady-state operations with respect to a particular clutier patch so that one
of the conditions for CPD operation is met, the number of transmitted pulses must meet a require-
ment. This requirement is stated in the following theorem, which is proved in Appendix C.

Theorem on the Number of Pulses Required for CPD Operation. It a pulse train meets the condition for
CPD operation on the kth clutter patch, the number of transmitied pulses on the ith pulse train N

{ must be

i‘ N > integer {(B, + x,,)/7,) — integer{(a; + x,,)/7,) + M

s for CPD operation. For the special case of CMTI operation

E N2MorN2>2M+1,

':; depending on the relative values of the leading and trailing edge of the clutter patch with respect to the
Lﬂ time intervals 7, measured from time equal 1o zero.

3

Controlled-Pulse-Doppler Clutter Stacking Theorem

For CPD operation, in a similar manner as we described for pulse-Doppler radars, clutter echoes
are superimposed from ranges which are multiples of the range equivalent of the pulse-repetition inter-
val. However, the clutter echoes are stacked from only a portion of the ranges, because of the short
duration of the pulse train. We state the property in a theorem.

’ CPD Clutter Stacking Theorem. At any instant of time over the separation time interval for the kth
:: clutter patch and the pth pulse train Ay, the filter response is due to the superposition of echoes
t belonging to all the kth clutter-patch segments uw =1, 2, ..., N, but no other clutter echoes under

) the CPD operating conditions. Furthermore, if the CMTI condition is met, the filter response under
i these conditions is due to one and only one clutter-patch segment.

The proof has already been given as a portion of the proof of the pulse-Doppler clutter stacking
theorem in Appendix B. In that theorem it was necessary to show the clutter stacking results individu-
ally before the collective results were given.

t“ A Counting Theorem

It is useful to know the number of times a target will appear in the separation time interval, and
the result is stated as the following theorem, which is proved in Appendix C.

-CPD Counting Theorem. The number N (k) of target separation signals S% (1, v, /) that appears in the |

f—‘@ separation time interval A, for the /th target located in the kth clutter patch and due to the pth pulse

- train which meets the CPD condition is given by :
. N, (k) = integer [(a) + x,g)/7,] — integer [(B, + x,)/7,) + N—= M + 1.
i . .

?. Separation Requirements

[

" We have investigated the requirements for unmasking a target in the kth clutter patch. We next

investigate the requirements for not corrupting this result with cchoes from other clutler patches. The
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conditions we need are illustrated in Fig. 22, The transient decay of the (A — 1)th hlter given by the
>

right remainder signal R, (1, v. A — 1) must end before the Kth-clutter-patch separation time interval
A, begins. Furthermore Aj, must end before the transient buildup of the filier begins for the
(k + 1)th clutter patch. The conditions which must be met 1o ensure this aperation is stated in the fol-
lowing theorem and proved in Appendix C.

Theorem on CPD Separation Requirement 1. For a pulse train 1o meet the CPD requirements, the lead-
ing edge of the (k + 1)th clutter patch ay,, must be a distance of
a2 integer (8, + XW/T/,}T,, = Xpg T NK)+ M- 17,
from the Ath clutter patch, and the Ath clutter patch must be a distance of
integer {(a, + x,,) /7,07, = x,0 2 Baci + (NK) + M~ 7,
from the (A — Dth clutier patch.

This theorem is importani. because it shows that the number of pulses N and pulse spacing 7,
must be chosen such that a separation time interval is obtained and is not corrupted with echoes from
other clutter patches. The requirecments are illustrated in Fig. 23. The figure shows that for small
N, (k) and M the clutier-patch separations equal just several pulse-repetition intervals 7, Consequently

for short values of r, the patches can be fairly closely spaced and yet the CPD operation can be
obtained.

w a;uvkh acnvkl R‘c (t. v, ki >c
g e Rpgit. v. k + 1)
§ \ °° akp a v, k* 1
L m\éqr i W
1 xpg * N+ M2 TIME
ineger : !’% : Tp ¥ Tp t M2,
| - .
integer Vortxp : T+ ﬁvp
o
}*,_k — J— i _.{
(S — AR -
Fig. 22 — Conditions necessary 10 keep other-clutter-patch echoes
from corrupting the Bth clutter patch
(k-1)th CLUTTER kth CLUTTER (k + 1)th CLUTTER
PATCH PATCH PATCH
a1 By ay B e +1 B +1
| t ! !
; || ) ' " l|
) ' ] : . : :
1 ]
| 1 ! 1 !
' b | | ]
POttt ettt ettt
-l o - — e
Tp (Nglk) + M-2)7, (Ng(k) + M-1)1,

Fig 23 — Clutter patch separation for CPD operation
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- The next question that arises s whether one unmuashs targets in other clutter patches when one s
' sel up to extract targets from say the (A = A*)th patch. The situanon is tustrated in Fig. 24,0 which
shows that there are a number of nitervals of fength 7, across the separation time interval Ay, because
the range extent of the A*th patch cxeceds the range extent ath pateh. These intervals are labeled
s =1, 2, ..., N (k) Werequire one of these intervals s = 3" 1o not be covered by remamder signals
from adjacent clutter patches. From these thoughts a requirement on the closeness of adjacent clutier
patches can be obtained, expressed in the tollowing theorem.

Theorem on CPD Separation Requirement 2. Given a pulse train that meets the CPD requirements for
the k*th clutter patch, it is possible to obtain steady-state operation for the kth paich over at least one
time interval 7, and not be covered by remainder signals from itself or other clutter patches if the foi-
lowing requirements are met:

o (Bl\‘_qk') > (BA _QA).
° there is a value s in which both
integer {(a; + x,)/7,} 7, > (Bioy + x,) + (M = 27, + (N(Kk) = s)7,
and
oy > integer{ B, + x, M1, 1, + 1, + (M =27, + (s + D71, — xp

are true and s can vary from 1 to N, (k).

EC - >C
" palt. v, k=1} Rpq (t, v, k + 1)
o
2 'UNCOVEREDI _
§ < REGION Roglt v. &1
2 RDG (t, v, k}
s=0 522 5 -4 e
Wt Xpq ) s=' $=3 s:5 TiME
je— integer | —— -ﬂl TptTpt M1,
be—————B, 1+ xpg * N+ M-2) Tp
a * Xpg =
L je——integer %" N 1, NGl =) 1 -
- i Pt Xoal o b iM=20ey 15+ )
2 j+———integer % Tty Tpis+ Mg -]
X e o + 1+ Xpq {
h - . ay + Xpq =
[ [ integer 7 p+*Ny———————————— -

Fig. 24 — Remainder signals and the separation tume interval tor the Ath dutter patch
when the number of pulses i1s set by the A*th clutter patch

=2 s
=V

LAcn 4

The theorem basically states that for those patches of less range extent than the range extent of
the &*th patch one can extract targets if the distance between the nearest edges of the adjacent patches
is greater than an integer multiple of the pulse-repetition interval 7,0 as dlustrated in Fig 25 Using
this theorem and the others concerning CPD we are now in a position to discuss how an algorithm ftor
choosing the pulse burst could be designed.

We could start the algorithm by finding the patch with the longest range extent and determine the

pulsc-repetition interval 7, and number of pulses N in the pulse train to obtain CPD operation for this
patch. Next we could determine if targets in other clutter patches can be tound by using the results of
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(k-1)th kth (k+1)th
CLUTTER CLUTTER CLUTTER k*th CLUTTER
PATCH PATCH PATCH PATCH
> D)
= lQ | : Tp
. —~{

LI Lt ididtiidl
[
| | |

—",—_-»- et m—
(M=2)1, + (NglKI=s),  (M=T1, + (s + 1)1,
FOR SOME s BETWEEN 1 AND N,(k)

Fig. 25 — Spacial separation requirements to see largets in other patches when
CPD-operation conditions are set on the k* patch

the theorem on CPD separation requirement 2. If all these conditions are satisfied, the one pulse burst
will unmask all targets in all patches. If the conditions are not satisfied, we have three fundamental
choices: use more than one burst, redefine patches by combining some into a single patch, or not see in
all paiches. The algorithm must incorporate judgment then as to what is most important before the
pulse bursts are determined. Some examples of what the algorithm might do is as follows. Two small
closely spaced patches might be combined into a single patch so that all requirements are met. Possibly
one large patch is far out in range and several smaller chaff patches are up close. The operation could
be set nominally so that every observation would look in the several smaller chaff patches and every
fourth observation would look in the patch out in range. The design of this algorithm is beyond the
scope of this development, which is concerned with fundamentals of the processes and detailed imple-
mentations.

Range Ambiguities

The CPD operation has target range ambiguities like those of the conventional pulse-Doppler sys-
tems. However, the pulse train that meets CPD requirements consists of only a short burst of pulses,
and there are much fewer ambiguities. The foliowing theorem gives the interval where the target range
is ambiguous and a formula for computing the number of possible range ambiguities for targets
deiccied in the kth clutter paich. The proof is given in Appendix C.

Theorem on Target Range Ambiguities for CPD Operation. For a pulse train that meets the CPD condition
for the kth clutter patch, targets separated by multiplies of the pulse-repetition interval 7, and located
in the interval y, such that

v, < integer {{ay + xp0)/7,) = xpe — (M ~ D)7,
and

v, > inleger((Bk + XP‘I/TP} — Xp T (M - 1)1‘,,
will be ambiguous in range. The number of range ambiguities is given by

integer {(8, + x,n0)/7,} — integer {(a + x,)/7,} + 2M = 3.

Example of Performance

We will compare the performance of an ordinary pulse-Doppler radar and one using a short pulse
burst which is configured to see in a clutter patch. The geometry is shown in Fig. 26. A shipboard S-
band radar (wavelength A = 10 cm) illuminates the sea close in range and a heavy wind-blown rain
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< g
| 10 nmi | 9nmi |
TIME

Fig. 26 — Echo geometry

cloud between 61 and 70 nmi away. The time between pulses 7, is 60 us, which corresponds to 5 nmi
unambiguous range. A target is located at 62 nmi. Consequently a conventional pulse-Doppler radar
will receive simultaneously sea-clutter echoes from 2 and 7 nmi, rain-clutter echoes from 62 and 67
nmi, and the target echo. The cross section of these clutter echoes are shown in Table 2.

We will use a three-pulse canceler for both the pulse-Doppter and CPD cases. The formula for
computing the cancellation ratio is given on page 219 of Ref. 3:

dnt,0, 2
C=v3 |

where o, is the clutter spread. Using a o, of 1 m/s for sea clutter and a o, of 6 m/s for rain clutter,
we obtain cancellation ratios of —79 dB and —48 dB respectively. However, we assume the equipment
limits the cancellation to —45 dB, which is the limiting factor. Table 2 shows the cross sections after
cancellation.

Table 2 — Clutter Cross Sections at Selected
Ranges Before and After Clutier Processing:

Selected Range Clutter Cross Section*
Type of for Computing the (dBre 1 m?)
Clutter Clutter Cross Section
Patch (nmi) Before After
Cancellation | Cancellation |
Sea clutter 2 -2 —45
7 -1 -52
Rain clutter 62 +26 -19
67 +26 -19

*The parameters used in computing the cross section were as follows: azimuth
bandwidth = 2° pulse width = 300 m, antenna height = 30 m, sea state = 4, back-
scatter coefficient = —48 dB at 2 nmi and —58 dB at 7 nmi, rain-cloud height = 6 km,
rainfall rate = 16 mm/h, and backscatter coefficient = —73 dB.
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We next compute the number of pulses in a pulse train required for the CPD radar to sec a target
in the rain cloud using

N > integer {8, + x,,) /7,} — integer {lay + x,) /1,} + M,
where
Xp =LA+ (N+M=-27 —(¢g- D1,
a

and noting that £ = 1 us, Av=0 0,8, =120pus. 7y =60 us, 7 = 60 us, a, = 732 us, B; = 840

us, =1, M=3 N, =1 and N

Solving for N iteratively, we find N = 5 will satisfy the requirements for CPD operation. Under
this condition N, (k) = 1, which implies that a target in the rain cloud will appear one time in separa-
tion time interval Aj; for CPD operation. We next compute to see if the two clutter patches are
separated enough by

integer {(ay + xp0) /1) 71+ Xpg 2 B1 + (N(K) + M = 2)7,

for CPD operation. We find this inequality to be true.

We can now compare pulse-Doppler and CPD operation. The CPD-operation performance is
obtained directly by noting that the cancellation in both paiches are independent. Consequently from
Table 2 we find that the clutter cross section after cancellation of the rain clutter is —19 + 3 dB = —16
dB re 1 m2. The 3-dB increase in clutier cross section is due to stacking of the two clutier segments in
the rain cloud. Consequently under clutier-limited conditions a 42-dB improvement in signal-to-clutter
ratio has been obtained on the target located at 62 nmi in the heavy wind-blown rain cloud. A target
with a cross section of about 0.5 m? can then be detected in the rain cloud.

We next compute the performance of the pulse-Doppler operation. In this case the clutier from
ranges of 2, 7, 62, and 72 nmi are stacked on top of each other. By far the strongest echo is the one at
2 nmi because of its short range. We compute its equivalent cross section as if it would have been at
62 nmi by

4
. . . . 2
cross section at 62 nmi = (cross section at 2 nmi) l-62—] .

Since the cross section at 2 nmi is —47 dB re 1 m?, after cancellation its equivalent cross section at 62
nmi (the same as the target) is +2 dB re 1 m?. Consequently the clutter cross section after cancella-
tion for the pulse-Doppler operation is 18 dB worse than for the CPD operation, and now a target of 15
dB re 1 m? would be required for detection. Furthermore only five range ambiguities need 1o be
resolved for the CPD operation versus approximately 40 for the 200-nmi-maximum-range pulse-
Doppler radar.

SUMMARY

The Doppler processing of radar echoes was studied under the condition that the location and
range extents of the clutter patches was known or measured. A mathematical structure was developed
to describe the processes, and conventional pulse-Doppler and MTI operations werc reviewcd within
this structure. We showed that pulse-Doppler and MTI sysiems obtained a global stcady-state operation
with respect to all clutter. However, we showed that it was possible to obtain a local stcady-state
Doppler processing operation with respect 1o each clutter patch individually (controlled-pulse-Doppler.
or CPD operation) if certain conditions were met. Basically the pulse-repetition interval and the
number of pulses transmitted must be set based on the clutter environment consisting of range extents
of the clutter patches and decorrelation time of the clutter.
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The general result s that, if the cutter s patchy. targets and clutier can be separated in cach
ctutter pateh individually byouse ot short pulse bursts. Under these conditions, there are often tew
range ambiguitios 1o resolve. there s hiitfe stachmg o clutter residues. and there often s no echipsing
except possibhy at short runge. These resulis and the fact thar short pulse-repetition intervals can he
used to keep the clutter correlated show that the CPD operation can vield significantly improved pertor-
mance over conventional pulse-Doppler and MTE systems. A simple example was shown to tllustrate
this fuct.

REFERENCES
1. M.L Skolnik, ntroduction 1o Radar Systems, McGraw-Hill, New York, 1962,

2. N.R. Gillespie, J.B. Higley, and N. MacKinnon, "The Evolution and Application of Coherent
Radar Systems," IRE Transactions on Military Electronics, MIL-5 (No. 2}, 131-139 (Apr. 1961).

3. D. Barton, Radar System Analysis, Prentice-Hall, Englewood Cliffs, N.J., 1964.
4. F. Nathanson, Radar Signal Processing and the Environment, McGraw-Hill, New York, 1969.

5. M.L Skolnik, editor, Radar Handbook, McGraw-Hill, New York. 1970.

33

L_‘, P T T T

L L e ow




3
r\

-
k.
o
-
Lo
P
P

T T

Appendix A
PROOFS OF BASIC THEOREMS

PROOF OF LEMMA 1
We restate Lemma | and prove it.

Lemma I1: The time orthogonality condition is met if
_ B, o
Wy —A) > (N = Dr; + max —min{_ '{, forall i
YN, 71

Proof: if p > i, the last echo in qu(r, v), given by

L+M+(N=Dr,+(m— Dr,+Ay=A)+(@-DGE-1,)+ (N +m~1—¢)7 + max [ﬁ;‘],

I

must be present before the first echo in Zm(r, v), given by
I+Ay+N+m-D74+U+m—-21,— (g — l)rp+minlc;:l.
Forming the inequality, we obtain

— :BNC . 23]
A, —A; > (N = D)7, + max [YN,} — min [71 .

Since A, > A, for all p > i it is then sufficient to require

— B
As1—A; > (N = D7, + max [ N‘l — min [a'l
, YN Y1
for all i !

Furthermore, if p < i, the first echo in Zm(r, v), given by

Z+)\,+01‘,+(m—1)1',,+()\N—)\p)+(q—1)(?—7,,)+(/T/+M—2)?—(q—l)?+minl::],

must occur after the last echo in Zm(t, v), given by

[+ + (N+ M -7+ (N= D1, + (M= D1, = (g - I)Tp+maxl€:'c}.

t

Forming the inequality, we obtain
- Bz\ﬁ X a
A~ A, > (N =17, + max [?.v, - nin T
Since A; > A, for i > p, then
- B
Aigr— A > (N = D7, + max I ‘4 = min {*'t.
YN, Y1

The same result is obtained for i < pand for i > p.
Q.E.D

34




NRL REPORT 8693

PROOF OF THE REARRANGEMENT THEOREM

The redarrangement theorem will be proved tor only clutter, because the case for targets is analo-
gous. The cx'prcssions for

Z‘ (1. V)= 2 2 z W, nC,,ti k, [E%—)\\ +(I+.\l—2)?+(j+;)1—2)7[,—(q—1)7,,])
= m=1,=
and
- ,\', !
Zyvi=3% % 2 om Tp (1 L LCH A+ N+ M =T+ G+ M=2r,—(g—Dr,D

f=] m=] ;=1
are defined so that when applied to
Z,,(, V) = Zg (1, V) + 25, (1, V),
the defining equation for qu(l, v), Eq. (13), is obtained.

Furthermore we may write
NC

~ M N
Z5 1, v) = 3 W, L Gtk Ixpg + G+ m—=2)7,D),
- =1

=] m=]

=

where
=L +Ay+ N+ M-27-(q- Dr,.

The sum over j may next be divided into three parts:

ZL(, v) = 2 2 v E Gt kb Ixpg + G+ m=21,D)

k=] m=1

N—m+1
+ ¥ Culk Ixpg+ G+ m—21,D

j=M-—m+1

N
+ ¥ Culk I+ G+m=21,D¢.

j=N—m+2
We redefine the index over jas
JS'=ji+m-—1,

and Z5, (1, v) becomes
N

Z;,(t, v) = 2 2 2 WovmCoti—menp (. k Ixpg + G'— D7,

k=] | m=1 j=m

M N

+ Z 2 vamC (J-m+l)p(" k, [XN + (j'_ I)T”])
mm] =M
M N+m-1

+ 2 2 Wp\'mC (J—m+l)p(" k, [Xm +0' - ”T”]) ’
meal = N4]

The summations over m and j' can be rewritien by interchanging the order of summations. The
first case is

2 2 pym (/'—m+|)p(" k, [XW + ([' - ”T,,]) = 2 2 pvap(_/'—m+l)p(,' k, [qu + (.j'- )Tp])'

m=\ j=m r=1 m=1
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. v

The second case is

Z pwnCpU'—nH»l)p(I' k. [qu + (j,_ I)Tp])

m=] j'=M

B~ QOEEE

M
Z pvm p(/ m+I)p(’ k. [qu+ (./ I)T,,])

‘." M <

The third case is
M N+m-1 '
vamC (- m+l)p([' k, [qu + (./ - I)Tp])
m=l j'=N+1
N+m—-1 M ,
= z 2 vamC (/—-m+l)p(" k’ [qu+ (J - 1)7[7])
j=N+l m=j'~N+1

Using the reversed-order summations, we can rewrite Z,f(,(r, v) as

- Nc J'
Z;l(t, V) = E 2 2 [lvap(j'—nH'l)p(,' k, [qu + (jl— I)Tp])
k=l | j'=1 m=]
N M '
+ 2 2 ovm Co (- m+l)p(t k, [X,,q+(/' - I)Tp])
j=M m=
N+M~-1 M ,
+ 2 2 WoemCoii- m+l)p(’r k, [qu + ('~ l)Tp]).
j=N+1 m=j'~N+1
We define
< J'
R (1, v, k) = 2 S WoumCoti—menp (6 K Ixp + G = D1,D,
/-1 me=1

S;q(f, v, k) 2 2 pvap(j'—m+l)p(t’ k, [qu + (j’— l)Tp]);

=M m
> +M- M
R;,,(I, v, k) = 2 2 vamC G- ,,,+1)p(f. k, [qu + (' — I)Tp]).

j=N+1 m=j'-N+1
Consequently

~ N |< . > ¢
Z5 (V) = Y ARG (6 v k) + S5, (6 v, k) + Ry (1 v, K,
k=1

which is the rearrangement stated in the theorem.
Q.ED
PROOF OF THE SEPARATION-TIME-INTERVAL THEOREM
In proving the separation-time-interval theorem, two cases arise, illustrated in Figs. 16 and 17.
Case 1: B — ay > 7, Clutter Only

In case I, if the leading edge of the first steady-state term given by the clutter separation signals
S5, (1, v, k) given by
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is less than the beginning of A th-clutter-patch separation time interval
ﬁl\ + X':"L

Tp

mnteger r,tT, + (M- Dr,.

then the filter is in steady-state operation at the beginning of the Ath-clutter-patch separation time
interval. The result 1s

Byt x
= M + (M~ D7,

Tp

a, + (M - D71, +x,, < intcgcr[ .
r

Since 8, > 7, + «,. then

a, + Xpy.
r

. T, + a; + x, t additional time
< integer { -4 al .

T

P r

which is true.
In addition if the trailing edge of the last steady-state term given by the clutter separation signals
Syl v, k) given by
Bi + Xpg + (N + M= 2)7,
is greater than the right end of the kth-clutter-patch separation time interval
a; + Xpq

+ N7,
T, }"'p T

integer [

then the filter is in steady-state at the end of the kth-clutter-patch separation time interval. The result
is

- a, + —
Bi + Xpg + (N + M —2)7, > integer [—k—TL"’—] T, + N7,
P
Since By, = 7, + a, + ¢, then
a, +
(o) + xpg) + €+ (M —1)7, > integer [—k——xﬂ Ty
Tp

and since M 2 2, then the result is tiue.

The two conditions imply that the filter was in steady-state operation (defined by separation sig-
nals) over the kth-clutier-patch separation time interval, since the steady-state terms defined by separa-
tion signal, extends over the entire kth-clutter-patch separation time interval and are covered by
remainder signals on both ends.

Case 2: By —ay < 7,
We will prove that none of the separation signals (steady-state signals) are covered by the left and

remainder signals. Then any separation signal which appears over the separation time interval is in
steady state over this interval and is not covered by other signals.

If the leading edge of the separation signal Sj, (1, v, k)
a, + Xpg + (M= D1,

>
is greater than the trailing edge of the right remainder signal R, (1, v, k)
Bk + X/,q + (M - Z)Tﬂ'
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then the first steady-state signal occurs after the last left remainder signal. The result is
ap tXpgt (M= D7, > By + xp + (M= D1,
or
a; + T, > Bs.

or 8, — a, < 1,, which was the original condition.

If the trailing edge of the last steady-state term of Sy, (1, v, k)
By + Xpg + (N— D1,
is less than the end of the leading edge of the right remainder signals 7%,;',,((. v, k)
ay + Xpq + }Vrp,
the last steady-state signal is not covered by the right remainder signals. The result is
(N=1Dr, +B, < N1, + ay,

or By — a; < 7,, which again was the original condition.

Q.E.D.
The target proofs are not given.

PROOF OF THE TIME-ALIGNMENT THEOREM

The proof of the ume alignment theorem is constructed for only targets, since the clutter case is
analogous. We evaluate RT (t v, 1), SF (1, v, 1), and RT (1, v, 1) for ¢ = j' and obtain

RIG YV, D=8 F W Teomeny(t LE + Ay + (W + M — 7)),

g=1 m=]

N M - -
SPE(" v, )= 2 2 pvm p(q—m+l)p(t' ], [c + Ay + (N+ M- 2)-1:]).

q=M m=1
> N+m-1 M _ -
RI(, v, )= ) Y., WonDgemen,(t L L+ Ay + (N + M- 2)7]).
q=N+1 m=g—N+1
We find for the /th target the filtered target echoes in the remainder and separation signals all occur at
time Ay, + (N + M — 2)7 for ¢ = j. This implies that there is at least one time when each filtered

target echo from a single target given by i = 1, 2, , Nand j'=1, 2, N + M — 1 is present
simultaneously in Zm(t, v) for all valuesof p =1, 2, ..., Nand g =1, 2, ., N+ M -1

PROOF OF THE CONDITIONS ON ECLIPSING GIVEN IN TABLE 1

Referring to Fig. Al, we find the following relationships. First it takes M — 1 pulses before the
filter can reach steady-state operation. Added 1o this number is then the number of echoes being
eclipsed that must pass through the filter before steady-state operation is reached using echoes not
eclipsed. The steady-state condition exists until N echoes have been processed, and then the transient
decay begins. Consequently the number of times the filter can obtain steady-state operation for a single
target without using eclipsed or partially eclipsed echoes is given by N — (M — 1) — number of echoes
eclipsed. Since the number of echoes eclipsed is equal 1o N — the number of echoes not eclipsed, the
desired result is obtained. If the result is negative, the result is not real and should be sero.
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Appendix B
PROOFS ON PULSE-DOPPLER AND MTI OPERATION

PROOF OF THE THEOREM ON THE NUMBER OF PULSES REQUIRED
FOR PULSE-DOPPLER AND MTI OPERATION

Pulse-Doppler Operation

The left and right edges at the pulse-Doppler separation times for clutter are as follows. The left
edge of A, is
By T X
inlegerl CT id T, +1,+(M-27,,
P
and the right edge of K;' is
g + qu

™ l‘rp+N1',,.

integer l

The left and right edges of the pulse-Doppler separation times for targets are as follows. The left
edge of A is

_ YNyt Xpg T4
integer — | +1,+ (M- 27,
P
and the right edge of A is
+x0 =L —
integer _up_q_é_,] T, + N1,
T
’

The greatest left edge caused by the requirement for K,f N K,,T is

B+ Xpg)/7p

integer [max {or ,+(M~-2Dr, +1,
(yn, + Xpg + L)/,

The least right edge caused by the requirement for K,f N A,,T is

(ay + xp)/7,

integer {min {or T, +Nrt,

(y) + Xpg — Z,)/‘r,,

The width of the time interval of K,‘,' N K,,T is obtained by subtracting the left edge from the right edge,
yielding

((11+qu)/7,, (B.\‘ +qu)/7p
integer |min {or r,,+N-r,, — integer|max {or T, 4+ (M=-2r,.

(7|+an_21)/rp (y\,+XM+Zr)/Tp
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This time interval must be greater than or equal to 7,, where p = i to meet the condition for pulse-
Doppler operation. Invoking this condition and rearranging terms vields

B\ +qu ((ll +qu)/7'p
N 2 integer |max — integer [min {or + A

(y\ +X/u/+’=~)/r Wl‘*’qu"Z:’/Tp

Q.ED.

MTI Operation

For MTI operation

(BN} + Xpy) /7, (a) + xp)/7,
I > max {or — min {or
7;\1’,+qu +§:)/Tp (71 +qu _Zr)/fp
Consequently
(BNt'*'qu)/Tp (a,+x,,q)/'r,,
integer Jmax gor — integer |min {or
(VN,+qu+Ci)/Tp (Yl +X,,q'-C,-)/T/,

must be 0 or 1. Consequently

N>2MorN>2M+1.
Q.E.D.

PROOF OF THE PULSE-DOPPLER CLUTTER STACKING THEOREM
Pulse-Doppler Result
The cluller separalion signal written as

S (v,k) = Z 2 om CoGomspy (LKL + Ay + (N+ M =27+ (' = D1, ~ (g = D7D
J=M m=1

is written in terms of the segmented clutter signals using the definition. The result is

St v.k) = 2 2 2 v (j._m+,,plr,k,u,[inleger[

u=1 j'aM m=1

ak+qu

, G = D7+ (u— ”T,,”,

P

where the order of summation has been changed. The sum over j' is broken into three parts, and the
result is

Nl( J=M+N, —u-1 M ay +x
S, (v.k) =3 ZM Y WoumCotymmenip| ko finteger ——T—M
- 14

u=) me=]

Tt G+ u-— 2)1',,“

T, t '+ u— 2)7,,“

JeN-utl M . . @ + Xpg
+ 2 z vame(j"‘m+|)p rkulinteger { —————
J=N~u+M m=1 T
7-- M

+ 2 E pvm (j'—m+1)p

Jj=N-u+2 m=1

~.

+
f,k.u.[imeger IELT—M] + (' +u-~ 2)7,,”].
P
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We rewrite the middle term (MT) of the sums defining S, (1, v.k) as

S=N=-u+l M .
MT = 2 Z prn c[l(,/'—m+|’/)

J=N~u+M m=1

tLk,u,

a, +

integer |—k——x"i] ,+ (' —u-— 2)1-,,“.
T
P

By defining
Ji=y+u-2,

we can rewrite the middle term as
Ny N M .
MT = 2 2 Z W C

pvm “p(j"—=m=-u+l)p
u=l j =N +M-1m=1

a, +
l,k,u,linteger [————k Xpa
Tp

The order of summation can be reversed:

N Nk M >~ . ak + XM o1
MT = Y < XX Woum G- mousnrp |Lkou]integer [ + (" - l)r,,]] > .
SN M=l u=l[m=1 P

The terms in the angular brackets all appear at the same time. The inner sum, in braces, is the
steady-state filtered signals due to the echoes from the uth clutier s2gment. The middle sum is over all
clutter segments. Consequently the steady-state filtered signals are due to echoes from all clutter seg-
ments u =1, 2, ..., N, at any instant of time.

The next part we have to prove is that the terms in MT extend over the puise-Doppler separation
time interval. The leading edge of the first term of MT occurs at time

g + qu
Tp

integer [ ]-r,, + (N + M- 21,

and must be less than or equal to the left edge of the pulse-Doppler separation time interval given by
Xpg + (M =271, + B
Consequently

+
integer [""T—x""]r, + N+ M =271, < (M =27, + By + Xpq:
4

which can be rewritten as

a; +
N¢ < By + x,q) — integer [_L‘r—hl
4
By definition
+ +
N, = integer [L&P_ﬂ_l — integer lgk—xﬂ] + 1.
Tp Tp
Combining yields the desired result:
Bk + qu

Tp

integer [
The trailing edge of the last term in MT occurs at the time
ay + qu

" ]T,,+(N— Dr, + 1,
»

integer[
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and must be greater than or equal to the right edge of the pulse-Doppler separation time interval given
by

Mﬁf +NT

r P

inleger[
Tp

Consequently the MT terms extend over the pulse-Doppler separation time interval.

By the definitions of puise-Doppler operation, the separation signal Sy (1, v,k) is composed of
clutier echoes from all clutter patches over the pulse-Doppler separation time interval for clutter on the
pth pulse train. Consequently from the previous part of the proof on clutter segments we conclude the
following. The signal Sy (1, v,k) is composed of all clutter segments of all clutter patches at any instant
of time under the pulse-Doppler conditions.

Q.E.D.

Result When the MTI Condition is Met

If the MTI condition is met, N, is either equal to 1 or 2. If A, equals 1, which is the case illus-
trated by Fig. B1, then the previous pulse Doppler result for MT applies and is written as
N W . a, +
MT = Y 3y Woum Colj=m—us1p [t,k,u, [integer (—k—x—”q r,+ ("= D7,
J"=N+M-1 M=1{m=] Toq
Since there is only one clutter segment term, there is only clutter segment at any instant of time for the
kth clutter patch. Furthermore because clutter patches are disjoint, that is,

a1<B]<a2<Bz<a3<B3< ...<aNc<BN(,
and the MTI conditions are met, the terms due to all clutter patches are disjoint. Consequently the

separation signal S;,,(t.v,k) is composed of only one clutter segment from one clutter patch at any
instant in time.

w __

o< ~ .

s ': [Coij—m + 1p(t. K, [Xpa+ i =11 7))
o

gomg \

Che [ VI

| TIME
‘Tp|TpITpITp'
[
ag Py

Fig. Bl — Location of the clutter echo N, = 1

If N, equals 2 which is the case illustrated by Fig. B2, then for u = 1 and u = 2 the clutter seg-
ments occupy different intervals of time as long as the MTI conditions are met. Consequently the
clutter segments are disjoint in time. Furthermore, because clutter patches are disjoint and the MTI
conditions are met, the terms due to all clutter patches are disjoint. Consequently the separation signal
Sy (1. v.k) is composed of only one clutter segment from one clutter patch at any instant of time.

Q.E.D.
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~ ay +x .
w o cp”'_ m+ p (t, k, 1, [integerl = pql Tp + (j ‘1)Tp + (u-1)rp])
o [}
s 3 ~ . ag +x .
E ;: Colj—m+ 1p (t. k, 2, [lnteger{k—%p—qlfp +(i-Dry + (u—1)'rp])-]
w ol
8§ WIN

TIME
Tp Tp Tp Tp
| |
a B

Fig. B2 — Location of the clutter echo N, = 2

PROOF OF THE COUNTING THEOREM

From the proof of the theorem on the number of pulses required for pulse-Doppler and MTI
operation we found the right edge minus the left edge of the pulse-Doppler separation time interval to

be
a; + Xp)/7, l B, + Xp)/T,
integer | min {or 7, + Nr, — integer [max{or ,+ (M —21,.
l l(‘Yl + Xpg — Zi)/Tp (‘YN, + Xpq + Zi)/“'p
This quantity is equal to N,7,, which is the time interval in which N, target separation signals can

occur. We recall that target separation signals occur clear across the pulse-Doppler separation time
interval for pulse-Doppler operation. Consequently the terms can be arranged to give the result

ag +XN)/Tp ﬁNc+qu)/7p
N, = integer |min{or — integer [max {or +(N=M+1).
(1 + xpg — L7, 1t xpg + /7,

Q.E.D.
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Appendix C
PROOFS ON CONTROLLED-PULSE-DOPPLER (CPD) OPERATION

M ENLIE e S g Co ol b MR S e b o r. ——
. d L . . L .

. S . . .

B e S '..:'_'.'A'. o

n’ PROOF OF THE THEOREM ON THE NUMBER OF PULSES REQUIRED FOR CPD OPERA-
TION

The left and right edge of the pulse-Doppler separation times for the kth clutter patch on the pth
pulse train are as follows. The left edge of A, is

integer (B, + x,)/7,) 7, + 7, + (M — )1,
[‘ and the right edge of Af, is
o integer {(ay + x,0)/7,) 7, + IVT,,.
The right edge must exceed the left edge by one pulse-repetition interval, which yields

integer {(a + x,g)/7,} 7, + N 7, > integer {(8 + Xp )t T, 1, 1, + (M= D1,
Solving for N yields

N > integer {(8, + x,q)/7,) — integer {(a) + x,0)/7,} + M.

For MTI operation 8 — a, < 7,. Then

integer {(8, + x,)/7,) — integer {(a) + x,)/7,}
may be either 0 or 1, and consequently
N2Mo N>2M+1.
Q.E.D.

PROOF OF THE CPD COUNTING THEOREM

From the proof of the theorem on the number of pulses required for CPD operation we found the
right edge minus the left edge of the separation time interval A§, to be
integer {(ay + x,)/7,1 7, + N 7,—linteger {8 + xp0)/7,} 7, + 7, + (M — 2)7,}.

This quantity is equal to N,(k)7,, which is the time interval in which N,(k) target separation signals
can occur. Consequently the terms can be rearranged to yield

N, (k) = integer {(a, + x,g)/7,} — integer (B, + x,0)/7,} + (N — m + 1).
PROOF OF THE THEOREM ON CPD SEPARATION REQUIREMENT 1

<
The left edge of Ry (1, v, k + 1) must occur after the right edge of Af,. This is written as
a4 + X, 2 integer {(a) + qu)/“'p} T, + N T,
We note the previous result

N, (k) = integer {(a, + x,g)/7,} — integer (B, + x,o)/7,} + (N = M + 1).
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Combining these two equations yields the result
ayr = integer ((By + X, )/ 1)}, = xpg + W,(K) + M = 1) 7,,.

<
Furthermore the left edge of Af, must exceed the right edge of Ry, (1, v, k — 1). This is written
as

integer (B, + Xp )/} T, + 7, + (M= D7, 2 B4 1+ xpy + N+ M =21,
Combining this equation with the requirement for Ns, we obtain
integer {(oy + x,0)/7,) = Xpg = Bim1 + (N(K) + M = 2) 7,
Q.E.D.

PROOF OF THE THEOREM ON CPD SEPARATION REQUIREMENT 2
The trailing edge of the (k — 1)th right remainder signal must not cover the separation time
interval from s 7, to (s + 1)7, from its left edge. As shown in Fig. 24, this requires
integer {(a + x,0)/7,) 7, + N7, = (N = )1, 2 By + xpo + (N + M = )7,

Furthermore the leading edge of the (k + 1)th left remainder signal must not cover the separation time
interval from s 7, to (s + 1)7, from its left edge. From Fig. 24, this requires

apsl + Xpg = integer [(B, + x,)/7,]7, + 7, + (M~ D7, + (s + D7,

The proof is completed by noting that since the range extent of the k*th patch is longer than that
of the kth patch, the separation time interval is sufficient for the kth patch if it is not covered by the
(k — 1)th or (k + 1)th patch signals.

Q.E.D.

PROOF OF THE THEOREM ON TARGET RANGE AMBIGUITIES FOR CPD OPERATION

The last target echo after passing through the filter of the yth target is located at a time
y,+xm+(1v+M—2)'rp,
which must be greater than the trailing edge of the separation time interval Af,, yielding
Yi+ xpg t+ (N+M=-2) T, > integer {(ay + X)) 7, + N T,
Rearranging terms yields

y, > integer {(a, + x,)/7,) 7 = xpg — (M = 7,

Furthermore the first target echo after passing through the filter of the yth target is located at a
time

Y1+ Xpgr
which must be less than the leading edge of the separation time interval Ag,, yielding
v+ Xp < integer {B + xp)/7 ) T, + 7, + (M~ D7,
Rearranging terms yields
v, < integer {(By + xp)/7p} Tp = Xpg + (M = D1,
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The number of range ambiguities is obtained by subtracting y** — ™" and dividing by T,, yielding

(™ — y™M)/7, = integer {(B, + x,q)/7,} — integer {(ay + x,)/7,} +2M = 3.

—

Q.E.D.

MR
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