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PREFACE
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The work summarized in this report falls intno two separate, though

. .
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related, areas. Image processing techniques to extract target data from

an optical sensor and the suhsequent gufdance algorfthm to use that Aata

o

certainly form a closed loop system with regards to purpose. However, the
intent here is to look at basic concepts in hoth problem areas without
. regard to “closing the loop” and forming a complete tracking system. The

work reported on texture analvsis of image Fata was done by Captain James

Ledbetter, Frank J. Seiler Research Laboratorv. The work on the
reachable—set guidance evaluat{on was performed and written hy Dr, Michael
Larimore and Dr. Claude Wiatrowski, University of Colorado at Colorado
Springs, with minor vevisions by faptain Ledbetter for {nclusion in this

report.
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SECTION I

1.0 TIntroduction and Background

The continued advancement of 8o0lid state imaging technology has
resulted in an increased emphasis on the development of low-cost, 1l{ight
weight sensor arrays for Alr Force surveillance, reconnalissance, and
weapons control systems. The use of these sensors as 1maging devices {is
attractive due to elimination of high voltage vacuum tube technology of
conventional vidicon tubesl’z. The sensor's small size and low power
requirements 1insure both linear and array devices will have a strong
impact in tracking applications where limited space and power availability
are factors. Additional technology verification has been provided by an
Air PForce Avionics Laboratory program which conducted a parametric
analysis of an array tracker system to determine its performance
characteristics and found that the charge coupled device (CCD) imaging
array was not the limiting factor in most tracking applicationsa. More
recently, the Jet Propulsion Laboratory has reported the design of a CCD
tracker for a space missiona.

This report documents efforts undertaken to investigate two different
problem areas 1in optical tracking. The first area 1is that of target
segmentation in the optical field of view. The segmentation process must
be performed early in the processing of the 1image data and 1s a
combination of boundary detection and texture analysis techniquess. of
particular interest in this study 1s the information gained from the image
texture. This interest 18 a result of natural terrain where many military
targets would he located. Such terrain is not predominately characterized
by tonal edges but by textural changes.

The second area of interest 1is adaptive guidance and control. An
"{intelligent” weapons system utilizing an optical sensor might ultimately
incorporate software that would allow 1t to adapt to the changing
scenarios it "sees” by anticipating or predicting what a target might do
to optimize its position in an encounter. The present guidance techniques

of pursuit or proportional navigation can be deceived by an intelligent
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target capahle of radical manuevers 1{in the final seconds of the
encounter. This report examines a promising aeuidance technique that can
adapt to maneuvers. The technique is evaluated in terms of its

implementation with present day technology.
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SECTION II. TEXTURE ANALYSIS INVESTIGATION

2.0 Introduction

Image segmentation is a major component of any machine image analysis
requirement. Based on the quality of the segmentation, other important
image descriptors, or features, can be defined to further represent the
image data. However, while humans find it very easy to “see” a collection
of objects when they view a scene, machines “"see” only an array of equally
weighted pixel values which vary in intensity based on the amount of light

incident upon them. Obiects, therefore, are not “seen”, only pixel

intensity from which the obiects comprising the image must . determined.
Pi{xel 1intensities, and the way they are arranged, com ‘e the hasic
elements of information availahle to segment collections pixels {nto
objects of 1interest or regions whichr have more or 1 omogeneous
properties.

Pixel intensities and their arrangement comprise the inextricahle
relationship of tone and texture properties in the image. Both properties
are always present in an image, one usually predominating over the other.
When an area has veryv little variation in pixel intensitv, the predominant
property 1is tone. When an area has wide variation in pixel intensity, the
predominant property is texture. The size of the area 1n this distinction
is critical., Its crucial nature arises when Adescrihing a given texture in
terms of its tonal primitives and a given spatlal organization. The term
"spatial organization” requires the declaration of the size of the area
concerned. For that local area, the texture {is then the comhination of
one or more tonal primftives, regfons with tonal properties, and a spatial
rule specifying their arrangment. The segmentation of images where the
information wvaries between the tonal properties and the textural
properties is very 4ifficnlt unless a priori knowledge is available on the
gtatistics or properties of the texture. Without this knowledge, local
area operations must he used to discern the statistics of the texture.
However, the computation of these properties {s a function of the size of

the local area, This interrelationship usually results in the houndary
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between two textural areas being blurred or bhroadened due to the averaging
of the properties of the regions when the local operator 1s straddling the
boundary.

#i When regions of uniform texture are defined there are many different

L ways to approach deriving the properties of the textures. A very useful

tﬁ survey of differing approaches to texture definition is given in Reference

Ci

6. One method which has proven very useful in classifying textures is
that of determining concurrence matrices and defining the texture based on
features of those matrices7. The power of this approach is that 1t
characterizes the spatial 1interrelationships of the grey tones in a
textural pattern. Its weakness 1s that it does not capture the shapes of
the tonal primitives.

In this section of the report, information on two investigations into
texture segmentation techniques is presented. The image used was almost

entirely textural in content. The primary 1nterest was in determining a

fast, simple “"information 1{indicator” that could be used to enable an
X adaptive segmenter to switch between tonal and textural operations in
finding edges for further boundary definition. Section 2.1 describes the
i ‘ image used. Sections 2.2 and 2.3 describe an erosion study and a
A

statistics study, respectively, of different textural edges in the image.

2.1 Image Information

The images used in these {investigations were 512x512 suhpartitions

from a 4000x3000 pixel image from the Seasat-A synthetic aperature radar

(SAR) sensor. This sensor operated from July through early October 1978
and generated a large amount of land and sea data. Since it is a radar
imager, the information {n the 1images 13 almost entirely textural 1in
content., Figures 2.1 and 2.2 are the images used in the study. The
broad, dark shaded bands on the images are a result of the technique used
to photograph the screen of the video monitor in the International Imaging
Systems Model 70 image processing system used in this study. Various
textural edges in these images are used in the studies detailed in the

following sections.
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Figure 2.1 Seasat Image 1 Figure 2.2 Seasat Image 2
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2.2 Erosion Study

Erosion 1s a filtering approach applied to binary images. The process
is summarized in Reference 6 as follows. The basic idea is to define a
structural element as a set of resolution cells constituting a specific
shape such as a line or square and to generate a new binary image by
translating the structural element through the image and retaining only
those pixels as 1's where there is a match between the structural element
1's and the image 1's. The process, in effect, erodes the binary image as
succesgive translations of the structural element are made through the

image. This process is shown very simply in Figure 2.3.
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Figure 2.3 Erosion Process

The textural feature obtained for each tramslation of the structural
element through the image is the number of 1's left after each cycle. For
binary images this is the same as the area. The area versus the number of
erosion cycles is plotted and yields what 1s called the covariance
function.

The power of this approach is that it emphasizes the shape aspects of
the tonal primitives of the texture. It has found wide application in the
analysis of microstructures. Since ‘the texture in Figures 2.1 and 2.2 are
very fine, i.e., the tonal primitives are very small, it seemed that this
approach could be wused to determine shape characteristics, 1i.e.,
orientation, width, and density of the different textural edges. The
edges considered in this study are shown in Figure 2.4 and Figure 2.5.
The coordinates of the crosshairs define the names of the two edges, i.e.,
edge (430, 312) and edge (127, 122). The edges were partitioned into a

32x32 image for the analysis.
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Figure 2.4 Figure 2.5
Location of Edge (430,312) Location of Edge (127,122)

The important parameters in the erosion procedure are the binary image
and the shape and size of the structural element, or mask, used to erode
the 1image. The binary image is important from the standpoint of the
threshold level used to generate it from the original grey level image.
Figures 2.6, 2.7, 2.8 are the results of thresholding Figure 2.1 at levels
where 10%, 20%Z, and 30%, respectively, of the grey levels in the original
are above the threshold level. All pixels above the threshold value are
set to 1 in the binary image while all pixels below the threshold are set
to O.

The structural elements used in this study were primarily chosen to
determine how well the orientation and density of the edges could be
determined. Figures 2.9, 2.10, 2.11 show the effect of one, two, and
three erosion cycles, respectively, on Figure 2.6. The structural element
used was a horizontal 1line three elements long, i.e., [l,1,1]. The
covariance plots resulting from the complete erosion process on edge (127,

122) and edge (430, 312) in Figures 2.6, 2.7, and 2.8 are shown in Figures
2.12 and 2.13.
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Figure 2.6 Figure 2.7
Seasat Image 1 - 10Z Threshold Seasat Image 1 - 20Z Threshold

Figure 2.8 Figure 2.9
Seasat Image 1 - 30X Threshold One Erosion - 10% Threahold
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Figure 2.10 Figure 2.11
Two Erosions - 10% Threshold Three Erosions - 10% Threshold

|I "'.' l‘ £) 'l » '. _'A & r""" . T
. . f . Ve

Al Ao doa B oA U SR WU NPT WY PINP U N WU S T G T




- -

= 10% Threshold
| ! ————————— 20% Threshold
‘ 307 Threshold

]

i

b

¥

\
150 ¢ ',\

\

".
, A
1004 |
3 'f .m i
- = v
5 = P
n"‘ % ! \
: 1
n g sop
- = . \
\‘ ‘\
5 10 15 20
Erosion Cycles
Figure 2.12 Covariance for Edge (430,312), --- Mask
= 107 Threshold
------ = 20% Threshold
150 ¢

30% Threshold

1201. \

90} \

0 \ \\
- AN
- 604 \
s ™\
O. \\\\ \\
= .
- L ~._
30t \\\ ™~
\ T~ \\\
\ Ce N
\ 4‘ \
5 10 15 20 25
Erosion Cycles
Figure 2.13 Covariance for Edge (127,122), --- Mask

10




Edge (127, 122) and edge (430, 312) were chosen because of their
decidedly Adifferent characteristics, as evident in Figures 2.4 and 2.5,
An examfnation of the covariance plots in Figures 2.12 and 2.13 shows that
erosfon with the three-wide, horizantal structural element results in
plots that are markedly different also. FEdge (430, 312) is oriented at
approximately 45 degrees and is relatively hroad but not very dense.
Visually 1t 1is not perceived as having any horizontal gqualities due,
primarily, to its density and orientation. This 1is also evident on the
covartiance plot of Figure 2.13. The very rapid erosion to zero in five
cycles for every threshold level indicates very little 1in the way of
horizontal qualities. The 1large area, or naumber of 1's, at the 307
threshold level 1is indicative of the size of the edge hut, due to its
orientation, the horizontal mask quickly shows that the structural
primitives comprising the texture of this edge are not horizontal in
nature.

Edge (127, 122) is visually nerceived as a dense, relativelv thin
horizontal edga. 1Its covariance plot In Figure 2.12 {immediately reflects
the horizontal orientation through the large numher of cycles necessary to
erode. Even more important is the piecewise linear nature of the plots.
Constant slope is an indication that the same numher of pixels are bheing
eroded for each cycle. This 1{implies that a very uniform structure
matching the orientation of the structural element is present. Figures
2.9, 2.10, and 2.11 also show that during the erosion process the
horizontal qualities of the edge were amplified by the horizontal mask.

Two other structural elements masks were applied to edge (430, 312),
These elements were oriented at 135 and 45 degrees. The covariance plots
for them are shown in Figure 2,14 and Figure 2.15. The same properties
are evident as discussed previously for the horizontal mask. The 45
degree mask immedi{ately shows the orientation of the edge. The piecewise
linear structure emphasizes the orientation match. During the erosion

process the 45 degree property was emphasized by the mask.

1

PO PN DY Vg P DR ~ PPV e §




.
PR ]

No. of "1"s

10% Threshold
20% Threshold
30% Threshold

!
|

ZOOT
150 ¢
|
|
|
1004
\ .
s0) |
9 ]
|
\‘\
—_:é““———-___ N .
5 10 15 20
Erosion Cycles
Figure 2.14 Erosion Cvcles Covariance for Edge (430, 312), - Magk
= 10% Threshold
=w= ==~~~ = 20% Threshold
—— ~ = = 30% Threshold
200 |
\
150 L \
100 ¢ \ |
' \‘
\‘
~._
I v \;
50 + T
~ \\
\~
e —
—_— - .
l ; —\?__;u\_* S~
e T TPee e e e Ty e 4 L TTiheeme
! 5 10 15 20 25 30 35 A
Erosion Cycles -
Figure 2.15 Erosion Cycles Covartance for Edge (430, 312), - Mask
12
P S - it drcietoiianiimaluadn it itmcitelilhitintidiitd




2.2.1 Conclusions

The erosion process was very gond for emphasizing the hasic properties
of the edges considered in this study, Emphasis was placed on orifentation
and density properties in this study. There is no reason that periodicity
of texture structures cannot bhe identified by using structural elements
designed to accent that property. Such masks would consist of 1's
separated by 0's with the blank space determining the period.

The texture 1images resulting from this SAR sensor seem to lend
themselves very well to the texture analysis approach. One prohlem area
is that it {s an {terative process requiring sometimes many passes. One
possible very good use for this process would be to use it as a
preprocessing step. A few erosion cvcles could be performed to accent any
areas of an image that match the properties the structural element was
4designed to reveal. Then the resulting {image could be used for further
processes bhut the properties of interest would now dominate other
qualities or features in the image. This could aid the feature selection

process for representing image data.

2.3 Statistics Study

K.I. Law58 developed and reported on “"texture energy” transforms
which performed better than co-occurance statistical approaches. For a
zero mean field, the texture energy measure 1is the standard deviation
since the variance would bhe the average of squared signal values, an
energy measure in the formal sense of the word. If the 1image had been
previously filtered, the texture energy measures the local energy within
the pass band,

Since elther the variance or the standard deviation alone has been
shown to be sufficient to extract texture information, a statistical study
of two types of textural edges was performed. The study consisted of
determining the mean and standard deviation of a 1lncal area as that area
was moved across the textural erdges. The edges used in this studvy are

shown in Figure 2.2 and Figure 2.16.
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Since the mean and standard deviation are local operations, the size
of the 1mecal area, or window, is an important parameter. Two sizes of
windows were used, a 32x32 and a 16x16 area. There was no particular
reason for choosing these sizes other than they fit within the texturally
distinct areas that comprised the region around the edges. For faster
iterative operation, smaller sizes would be more appropriate.

The location of the window is defined by the upper left hand corner
pixel co-ordinates. When the window was moved through the edges it was
placed to the left of the edges and moved completely through them. This
is normally done 1In a raster-type scan in most hardware. For an
interesting excursion, a path perpendicular to the orientation of the edge
was used to determine if being able to depart from the normal raster-scan
method of convolving a local operator through an image could be beneficial.

Statistics were also determined for the edges after they had been
filtered with a Sobel operator. The Sobel gradient is an edge detection
operation. It has been used in texture discrimination studies with good
results. It 1s a nonlinear 3x3 operator which 1s defined by the following

masks:

-1 0 1 -1 -2 -1
x=1-2 0 2 y=] 0 o o
-1 0 1 1 2 1

For each pixel the Sobel magnitude 1s determfned by

o 5
SBL = x + v2

In this study, the square of the Sohel magnitude was wused and the
operation was laheled SOBELSQ. Figures 2.17 and 2,18 ghow the results of
applying this mask to the edges of interest.

Figures 2.19 - 2.24 show the results of the statistical measurements.
Ag ig evident in Figure 2.19, the 32x32 mask size does not descriminate
the narrow edge (430,312). This is a result of the edge comprising too
small a percentage of the mask area as the mask 1is moved through {t.

Figure <.20 shows that the smaller mask size greatly improves the edge

14
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descrimination capability. It also shows that the SOBELSQ operation

provides 1little improvement. Figure 2.21 indicates that an appreciable
{mprovement {i{n locating the edge boundary can be obtained by moving the
mask on a path perpendicular to the edge. This results from the increased
percentage the edge has in the mask as it first enters the mask.

Figures 2.22 - 2.24 show the results on edge (72,372). This edge 1is
different from the narrow edge (430,312). It has more width and,
therefore, should show a double mode characteristic as the mask 1s passed
through it. In fact, both the 32x32 and 16x16 masks do not meet this
expectation, as shown in Figures 2.22 and 2.23., The standard deviation
measure i{s enhanced by the Sobel operation in the 16x16 case. Figure 2.24
shows the double mode characteristic is obtained when the mask i{s moved on

a perpendicular path to the edge orientation.

2.3.1 Conclusions

As expected, mask size and path direction are important in determining
the effectiveness of a filtering operation. The wusefulness of the
variance and standard deviation as texture measures for these images 1is
not completely evident from the limited results. Certainly under the
right conditions of mask size and filter preprocessing, such as a Sobel
magnitude operation, the usefulness of the variance as a texture measure
could be enhanced. Certainly the present results do not conclusively
point to the varlance aa the sought for texture information indicator for
these texture images. Without a priori knowledge of the texture

characteristics, however, it remains an effective texture measure.
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Location of Edge (72,372) ' SOBELSQ Operation on Fig, 2.1
Figure 2.16 Figure 2.17

SOBELSQ Operation of Fig. 2.2
Figure 2.18
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SECTION TUI., REACHABLE-SET GUIDANCE TECHNIQUE
3.0 Introduction

Guidance of short range air-launched missiles has heen based largely
on a static technology for the 1last decade. Conventional guidance of
"fire and forget” weapons has been dominated by variations of proportional
and pursuit navigation, founded in optimal control for non-maneuvering
1nterceptton9—13. They require simple angle wmeasurements, and are
easily implemented 1in analog hardware. Within terminal saturation
constraints such techniques provide adequate accuracy for scenarfos
involving non—maneuvering vehicles., Yet, an intelligent target capable of
radical maneuvers can deceive a conventional guidance strategy by
purposely 1{inducing terminal saturation in the final seconds of the
encounter,

In the presence of maneuvers, formulation of an effective guidance

strategy becomes far more complexlh-la.

Control effort must in some
sense anticipate target trajectories by modeling maneuver capabilities and
the target response, both deterministic and random, to the closing
missile. Stated in this framework, the problem reduces to a differential
games formulation, defining optimal evasion/pursuit strategieslg. Yet,
the solution, even for very contrived scenarios, leads to a significant
numerical hurden, unsuitahle for practical usage.

While such an elaborate approach will be of doubtful wvalue in this
context for some time to come, it does serve to indicate that onboard
intelligence can he used to greatly improve a missile's advantage over its
adversary. Indeed, the capahilities of digital hardware have matured to
the point where serious consideration must be given to advances 1in
guidance strategy over the conventional techniques. Of particular value
would be a study of the tradeoffs possihble between level of intelligence
({.e., hardware capabilities) and overall missile performance (i.e., miss
distance and aspect angle). An extensive evaluation of this nature woulAd

illuminate key factors necesgssary for the development of future weapons

delivery systems. By reducing computational requirements to a common
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denominator, i.e., currently availahle hardware, practicality with respect
to physical size 1limitations can be assessed; this also allows
extrapolation of practicality into the future with projected advances in
microelectronics. Of course, it is the performance of any given control
strategy that ultimately determines if the necessary hardware is warranted.

The work effort described by this report Aoes not attempt such a
survey, but rather, a small fraction of such a study was conducted; a
single promising guidance technique was examined and compared with
benchmark simulation tests of conventional guidance {i{n several encounter
scenarios. Then, using currently available technology, the architecture
of the required hardware was examined. The results indicate that using
current technology, substantial improvements in missile performance can be
realized. Of course, this is simply a single point of the overall study,
and does not pretend to proclaim the best currently available technique.

The subject of this evaluation is a guidance 1law developed 1in
Reference 20, based on the concept of reachable set theory for dynamic
systemszl. It was chosen because it 1s representative of a class of
guidance strategies that could be of immediate value, i.e., it (1) has an
intuitive structure, (2) calls for moderate computation in the form of a
systematic search, and (3) 1is suited for a sampled data context.
Variations can be appended to the basic law to adapt it to other types of
encounters by using a cost function based on physical limitation522—23.

The following sections present details regarding: Encounter Model
(Section 3.1), Conventional Guidance Implementation (Section 3.2),
Advanced Guidance Implementation (Sections 3.3 through 3.5), and

Observations of Performance From Simulations (Section 3.6).

3.1 Encounter Model

Before discussing the guidance techniques in detail, it 1is necessary
to describe the model of the target and missile behavior. For the most
part, the assumptions and numerical values used i{n reference 20 were drawn
upon. The target was allowed a constant forward speed of 1000 ft/sec;

maneuver—induced drag was assumed compensated by forward thrust. The
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maximum turn was governed by a 6 G constraint on normal acceleration, Due
to the short duration of the close-range encounter, the target was
constrained to maneuver in a single plane having a “tilt” angle § with

respect to its initfal velocity vector, as shown in Figure 3.1,

Initial Velocity
Vector

— Y
——
-\

&

T
§

"Tilt"

X Angle

Figure 3.1 Maneuver Plane Definition

The missile model was somewhat more complex, It was assumed to have
an initial speed of 1000 ft/sec, launched from 1its host aircraft. The
thrust was given as 4700 1b, with a burn tiem of 2.6 sec. The fuel load
was 50 1h of the initial 165 1bh. Guidance was by means of a normal lift
vector, magnitude a, , at an angle ¢ with respect to the missile hody as

shown in Figure 3.2.
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Figure 3.2 Missile Acceleration Vector
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In the interest of practicality, a parabolic drag force law was used

- 2 (a4 w/g)
D Kl v CDo + K2 ) CL
v
where
CDo = 2.3 - zero lift drag coefficient

L = .0025 = induced drag coefficient
1 - proportionality factor = .001
proportionality factor = 1000
= migsile weight, function of time

= gravitational acceleration

< ® £ RN R O
N
L}

= missile speed




Scenarios were defined hy the relative positions of the target and
missile and their respective velocity vectors. The target was then
allowed a maneuver strategy bounded by 6 G's in turn rate, at a fixed
angle of tilt. Missile guidance was done by choice of 1{ift vector as a

function of closure.

3.2 Implementation of Counventional Guidance

For the purposes of simulation and benchmark evaluation, conventional
guidance was represented bv two techniques; proportional navigation and
pursuit guidance. Linear combhinations of their respective components can
be used where the welighting constants may be functions of range, {i.e.,
favoring pursutt initially and proportional on final approachza. Here,

each was used in its purest form.

3.2.1 Proportional

The magnitude of the normal acceleration for proportional guidance is

given as
a (1) = C |8 45tV |

where

eLOS(t) = rotational rate, with respect to inertial space, of
the line of sight angle to the target

closing speed

navigation constant (normally hetween 3 and 6)
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Figure 3.3 Proportional Guidance

In three dimensions, the angle of the missile acceleration orientation
{8 chosen to rotate the missile velocity vector toward the target's
relative displacement vector.

While in practice this calculation is done in analog hardware, for
simulation purposes the necessary derivative was approximated by a

gsampled—-data finite difference.

GLOS(kT)—GLOS((k—l)T)
T c

ay (kT) = ¢C

where T was a small sampling interval. At each such iteration, a new
control effort was computed and used to drive the system's dynamic

equations.
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3.2.2 Pursuit

For this second case the magnitude of control is given by

ay (£) = [0 o () |V,

LOOK

with orientation O chosen as in the previous case. The angle 6 LOOK is

measured from the missile body axis to the target location.

Target

Missile

Figure 3.4 Pursuit Guidance

Again, this angle was sampled at uniform intervals for the purposes of

simulation.

As mentioned earlier, such techniques have 1long heen used with

success. They prove adequate for launchings where terminal saturation is
avoided due to sluggish target evasfon or close range. The principal

advantages lie in its means of implementation; the measurements required
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are simple, i.e., only a reasonable guess at closing speed and an accurate
estimate of the displacement angle. The simple measurements and their
assoclated sensors, coupled with the analog control hardware, make such
navigation schemes attractive from the point of view of cost and physical
size.

Yet, because these schemes are based on non—-evasive targets, they tend
to de—emphasize any {nitial launch advantage, and prefer to postpone
offensive counter-maneuvering until late in the scenario. That is, since
the controller does not expect changes in the target trajectory, {1t
responds only after a maneuver becomes evident at the angle sensor. This
is often too late for adequate course correction, and invariably results
in terminal saturation and miss distance dependent on the agility of the
target. One means of dealing with this terminal miss effect 1s to

increase the warhead size and the kill radius.

3.3 Advanced Guidance

The terminal effects associated with conventional guidance are largely
responsible for the interest in more sophisticated navigation techniques
capable of anticipating and responding to target maneuvers. A misgsile
launched with a high kill probability means that interception is highly
likely for all valid target maneuvers. That is, the target's position in
space and time will be contained in the set of all points reachable by the
missile; as time-to—go decreases, this reachable set shrinks. The
guidance controller must maintain the initial advantage by anticipating
target attempts to exit the missile's shrinking reachable set. For this,
the controller should examine all valid target trajectories and respond as
if the worst one (from the missile's viewpoint) were to be used.

Clearly, this is an 1l1l1-posed problem which can be rendered tractabhle
by the quantitative observation in reference 20. Using a dffferential
games analysis of this framework of assumptions, it can be shown that the
target maximizes time-to-go when 1its maneuver is a maximal acceleration
turn. For our purposes, the tilt angle & of this maneuver is unimportant;
a complicated function of relative position and attitude. Using this
observation, a tractable guidance scheme can then be implemented. In

brief, the controller determines the target's trajectory, assuming the
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target makes 1{its maximum turn at some selected tilt angle § . Upon
examination of a set of such angles, the missile responds as 1if the target
were to choose the "worst case”, 1.e., anticipating the optimal maneuver
for the target. After a brief interval, e.g., determined by computational
requirements, the process is repeated using updated position and attitude
information, ylelding a "closed-loop” implementation.

The detailed operation, 1including mathematical particulars, 1is as

follows:

Given ohservations of relative displacement, missile and target
heading and speed, assuming a relative coordinate system to be described

later, then

a. the controller assumes that the target chooses a maneuver

plane defined by § and uses its optimal maneuvers to maximize time-to-go.

b. Next, the necessary missile heading coordinates ( $,0 ) to
effect an intercept are computed. This is done using the following time

function expressions for relative Cartesian displacement:

bx(t) = Ax(0) + V_t cos(4) cos() -:: sin(v,t /a)
t
Ay(t) = Ay(0) + th sin(¢) cos(0) +-§ cos(6) [cos(vtt /at) - 1]
t
Az(t) = Az(0) + V.t sin(¢) + 1 sin(8) [cos(v_t /a ) - 1]
m at t t
where
Vt = target speed
a, = target turn rate (maximum)
Vm = misgile speed
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The closed form iIntegration results by assuming constants for speed,

maneuver angle, and heading angle. At the interception time tf
Ax = Ay = Az = 0

By defining 2= thf as the distance traveled by the missile, both ¢

and 6 can be eliminated to yield a single scalar equation in the
time-to-go:

£(ty) = 22 - [Ax(0)~ i- sin (Vttf/at)lz

t

- [Ay(0)- i; cos(6) (cos(Vttf/at)-l)]2

- [Az(o)-% sin () (cos(Vttf/at)-l)]z
t

This can be solved for the positive root tf using a Newton—-Raphson

gearch; then the actual missile heading can be found using closed-form

evaluations:

1 [A z(0)+ %- sin (6) [cos(Vttf/at) ~1)]

¢ = f¢(tf) = gin .

thf

0= fe(tf) = cos-l [Ax(0)+ i; sin (vttf/at)]
cos (¢)

thf

At this point, the velocity vector that the missile should have for

interception 1is known, (Vm, ¢ ,9 ), given the specific target maneuver

angle 6.
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c. Given the actual missile heading, the acceleration necessary
to yield an average velocity vector of (Vm,¢ ,0) over the interval

(o, tf) is approximated by

Av 2Vm§

a'L(d):tf 5

where § {s the angle separating initial and desired velocity vectors.
This relationship 1is depicted in Figure 3.5 and represents the control

effort necessary to respond to a specific maneuver.

Actual Initial
Velocity v(0)

Final Required Velocity

Necessary v(ty)

Change in
Velocity
Av

Desired Average Velocity V4

Figure 3.5 Required Missile Velocity Change
d. Conceptually, ajfunction a (8) exists, glving the necessary

missile control effort as a function of target maneuver angle § . The

maximum of this function defines the worst case evasion that the target
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can choose. Hence, the missile controller anticipates this as the
*
maneuver, and responds with normal acceleration a;, oriented at the

angle of vector AV defined above. The computation {involved will be

detailed in the next section.

a (5)
a
max
e |
at {
]
]
]
f
1

=

-~ 6%

Maneuver Angle §

Figure 3.6 Missile Acceleration Function

Note that an interesting feature emerges for such an analysis. At any
given instant, the function a; (§) summarizes the advantage that the
missile has over its target. That is, {f a means of successful evasion
exists, then for some angle §, a; (§) exceeds the maximum allowable normal
acceleration of the missile. Such information could be particularly
valuable to a pilot 1f presented as a "probability of hit" measure,.

While computation and architecture will be discussed in subsequent
sections, one consjideration must be mentioned here. This guldance scheme

in 1ts closed-loop form must actually be updated in a continuous fashion.
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Yet due to computational operations, it hecomes sampled data control, with

the update or sampling interval determined by the necessary computation.

3.4 Algorithm Requirements

In this section, the requirements of the advanced reachable-set based
guidance scheme are discussed. First, an overall description of the
software is presented, addressing the structure of the Fortran listing of
GUIDE found in Appendix A. Then, using findings from tests using this
software, currently available hardware is evaluated.

A gimplified flowchart in Figure 3.7 is included here to aid in the
description of the Fortran listing in the Appendix. Upon first entry,
initialization steps are encountered, allowing the wuser to set
interactively a number of options and parameters, At run time, this

section (lines 34-74) is skipped, and actual control computation proceeds

as follows:
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Figure 3.7 Flowchart
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1) PFirst, the elapsed time from the previous contrnl calculation
i8 checked against the specified update interval. If insufficient time
has passed, there is an immediate return back to the calling program. The

control effort previously determined is maintatned.

2) When the update interval has elapsed, a new control effort {is
determined from current measurements. Passed to the routine are the
actual states of missile and target with respect to an inertial
reference. The palrs of six—-dimensional vectors specifically contain (X,
Y, Z) position values, followed by spherical velocity information (V,¢ ,0),
{.e., speed, azimuth and elevation of the velocity vector. These are
transformed by linear algebraic rotation to a missile-centered coordinate
system. Use of this coordinate system as a basis for necessary
measurements eliminates the need for a strapped-down inertial reference in
the missile. Assuming the turn rates are slow with respect to the update
interval, only wmoderate degradation 1in the overall performance {s
experienced.

The new coordinate system is defined by an X-axis in the direction of
the missile axis, and {ts positive Y-axis 1lving in the plane of the target
point.

3) The five measurements in this system (range, target azimuth,
target speed, veloclty vector azimuth and elevation) are appropriately

corrupted by random measurement noise.

At this point the target measurements have been conditioned as if the
missile sensors had gathered them; i.e., they represent the information
available from sensors having only the missile and target as directional
reference. Thus, the code in the subroutine to this point (line 100) is
simply overhead computation. Actual control computation made by the
missile begins at line 130. Certain sections of the code associated with
the missile are also overhead, performing certain initialization
computations. As such, they are executed only one time per pass so
efficlent coding was not felt necessiry. The computation bound 1loops,
however, must be studied for improvement 1in efficiency before actual

implementation.
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4) To begin, the missile-centered measurements were transformed
to a target-centered system, defined analogously to the missile-centered
system. This step is necessary due to the problem formulation described

in Section 3.3. This is done in lines 130 through 165.

5) At this point, the search for the worst case control effort
begins. A window is defined straddling the angle 6* determined as the
target's worst maneuver at the previous update time. In practice,
assuming a sufficiently fast update rate, the tilt angle of worst maneuver
changes slowly, so will remain within such an 1{interval. (For the
simulations conducted, an 1interval of 30° was used.) For the two
extreme maneuver angles, 51=6*- %,62=6*+ %- the solution 1s found for
the necessary missile velocity vector direction to effect an intercept.
As described earlier, this is done using a Newton-Raphson search for the
time-to-go, tf, and then solving a closed-form expression for ¢ and 6 .
£ is

adequate) convergence will require only two or three {terations. For each

Agssuming good starting values (the previous value found for ¢t

window edge, the necessary control effort a; 1is found, again described in

Section 3.3.

6) The process of search and evaluation is repeated using the

window's midpoint.

7) The smaller of the control efforts computed for the window
edges is determined and the corresponding tilt angle abandoned in favor of
the midpoint angle. That 1is, the window 1s halved by rejecting the
maneuver angle that represents the lesser threat. The control effort as
well as the desired velocity vector parameters are stored for the new

window edge.
8) The new window width 1is checked against a prespecified
threshold. If it exceeds the threshold, the binary search continues by

repeating step (6) above. If it is {indeed 1less, the maximization of

control effort i1s complete.
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9) At this point, all pertinent 1information ahout the worst
possible maneuver is available. Specifically, this includes the time to
intercept, tf, the required control effort, a; , and the desired missile
velocity vector, (V, ¢,0 ). The vector {s transformed bhack to

missile-centered system.

10) Finally, the angle of application for the control vector
1s determined. At this point the missile has sufficient information to
determine the necessary control surface deflections to generate 1{ts

acceleration vector.
11) The last section of the subroutine (lines 297 through 309)
simply map the acceleration vector back to the 1Inertial system, for

compatibility with the calling program.

3.5 Computational Requirements

The proposed algorithm 1is heavily arithmetic bound. As a result,
computational requirements are easily estimated since the time required
for floating-point arithmetic will be predominant and will he a good
estimate of total computation time required. Additionally, software
emulated floating-point arithmetic would obviously not be acceptable.

The algorithm was divided iato its major parts as shown in the block
diagram of Figure 3,8 and computational times estimated for each part. An
8086 microcomputer operating at 5 MHz with an auxiltary 8087
floating-point processor was used for all time estimates, Estimates were
made by counting floating—point operations (including load and store) in
the original Fortran program and multiplying by the appropriate 8086/87
instruction time. Pessimistic estimates were made at all times.

In Figure 3.8, the start-up search was ignored since it {s only made
once and contributes 1little to the comn-*ational problem's dynamics.
Times for each of the subprocesses are shown in Figure 3.8, The total

computational time requived by the 8086/87 processor is given by:

37,877 + 14,586 N + 9,304 M + 7,293 M N
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vhere N is the number of Newton iterations needed to calculate the
direction of the velocity vector for {intercept and M is the number of
binary search passes required to search for the maneuver angle. Typical
values are three Newton iterations and M=4 corresponding to dividing the
maneuver angle search window into 16 segments. For these values, the
total computational time 1s approximately 206.4 milliseconds, about an

order of magnitude slower than desired.

3.5.1 Trigonometric Look-Up Table

The algorithm was searched for significant opportunities for
improvement. Although the 8087 floating-point processor was used for
calculating a variety of functions, the sine and cosine functions were
especially prevalent and time consuming. The 8087 calculates thege two
functions from the tangent function via trigonometric identities. Another
time estimate was calculated using the 8087 for all calculations except
for sine and cosine evaluations. These latter functions were assumed to
be stored in a look-up table in read-only-memory. The results of this
estimate are also shown in Figure 3.8. The total computation time
required using the B8086/87 and a look-up table for sine and cosine is
given by:

17,893 + 5,766 N + 4,024 M + 2,883 M N

For the same conditions, N=3 and M=4, as in the previous example, total
computation time was approximately 85.9 milliseconds. Although a
significant improvement over the original estimate of 206.4 milliseconds
without the look-up table, further reduction of computational time was

desirable to improve the performance of the algorithm.

3.5.2 Multiple Processors

The next logical step was to attempt conflgurations of multiple
8086/87 processors. Simulation showed that end-to-end computational delay
was critical and not sampling rate. Thus, pipelined processor

configurations were ruled out as not reducing end-to-end delay but only
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increasing sampling rate. Parallel computation was clearly necessary.
Examining Figure 3.8, most computation is clearly required in setting up
the search window and searching for the maneuver angle. Fortunately, each
of these two tasks could be configured to allow parallel processing. Each
edge of the search window could be found independently. Each half of the
gsearch window could he searched independently. Figure 3.9 1{s the block
diagram for the implementation of the algorithm. The time estimates in
Figure 3.9 assume two completely independent 8086/87 systems, each with
its own sine and cosine 1look-up tahle. These systems are loosely
coupled. The total computational time for the dual processor system is

given by:
12,554 + 2,883 N + 2,012 M + 1,442 M N

Again, for N=3 and M=4, the total computation time is approximately 46.6
milliseconds, a reasonable performance for this algorithm. As an added
bonus, the second processor could bhe used for sensor and actuator
conditioning as shown in Figure 3.10., The times when the second processor

would not be needed hy the control algorithm are exactly these times when

data are input and output.

3.5.3 Future Refinements

Clearly, all three performance estimates are encouraging. Even the
single processor estimate of 206.4 milliseconds is sufficiently fast that
a newer-generation processor will be able to reduce this time to an
acceptable value. Cost and performance figures, normalized to a single
processor system without 1look-up tahle, are shown in Tahle 3.1. Notice
that although the dual processor system's performance is greater, its cost
performance ratio 1s actually greater than that of the single processor
with look-up tahble. A very desirable investigation would be to actually
code and test this algorithm on an 8086 with 8087 floating-point processor
and look-up table for sine and cosine. It is likely that an improvement
of a factor of 2 over the pessimistic estimates could he found, If the
performance of the single processor system could he so improved, the

difficulties and costs of the dual processor could be avoided. In anv
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case, the actual implementation of the single processor system would
provide more accurate data on which to bagse performance estimates of other

systems.
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Tabhle 3.1. Cost and Performance of Architectural Alternatives

SYSTEM PERFORMANCE COST COST/PERFORMANCE
8086/87 Processor 1.0 1.0 1.0
8086/87 Processor 2.4 1.1 0.46

with Look—up Table

DUAL 8086/87 Processors 4.4 2.2 0.5
with Look-up Table

3.6 Performance

The achievable performance of an advanced guidance technique
determines if the cost of additional sensors and computational hardware is
warranted. For the sake of comparison with conventional guidance, several
classes of tests were simulated using the target and missile models
described earlier. In this way, the robustness of the reachable set
approach could be assessed by systematically degrading the assumptions and
measurements entering into its formulation. Two representative encounters
were used, shown in Figure 3.11: Scenario two involved a rear attack with
the target maneuvering by pulling up at two o'clock, f.e., a low crossing
rate. Scenario flve dealt with a side attack on a target maneuvering as

before, involving a high crossing rate.
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3.6.1 Perfect Measurements

To evaluate the potential for success, simulations were first run
using perfect measurement {information. The resulting miss distances are
given in Table 3.2. While insignificant computational delay was assumed,
a sampling or update rate of 100 msec was used for the reachahle set
approach. It can be seen, as would be expected, that performance of
conventional techniques 1is severely degraded by high crossing rate. In
both cases, the terminal efforts required by conventional guidance
saturated the allowable limits of the missile. On the other hand, the
advanced approach gave a control effort well distributed over the
encounter's duration, indicating a high degree of anticipation, as noted
in reference 20. Ideally, the effort should be wmonotonically
non-increasing, whereas in practice a small degree of “upturning” of
control effort is witnessed on final approach. In both scenarios the
improvement in miss distance over that of conventional guidance exceeds

two orders of magnitude, and gives virtual target contact.

Table 3.2. Miss Distances

Scenario 2 Scenario 5
Pro-nav 16' 150'
Pursuit 19 170°'
Reachable Set .11 .28

T =.138
s

3.6.2 Computational Delay

The scope of computation described in Sections 3.4 and 3.5 is clearly
a significant factor in implementation. In practice the length of time
from measurement availability to completion of control calculation
ultimately governs the rate at which course refinements can be made.
Clearly, this implementation delay serves to degrade performance since
actual application of the control effort comes when the measurements have
lost some validity. To study the implications of this effect for the

reachable-gset based approach, a series of simulatfons were formulated
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allowing variations of computation time lag from O to 50 msec. The update
interval as hefore was fixed at 100 msec. Figure 3.12 shows these results
graphically for the two scenarios. The performance hehaves in a roughly
parabolic fashion as time lag 1s increased. For Scenario two, the miss
distance went from .1 to 3 feet; for Scenario five, from .2 to 9 feet.
This is expected from an intuitive viewpoint, since high crossing rate
would 1imply a faster obsolescence of measurement data., Nevertheless,
accuracy remained considerably better than that of conventional guidance

under ideal conditionmns.
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Figure 3,12,
Performance versus Computation Delay
Reachable Set Guidance, Missile Body Reference
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3.6.3 Measurement Error Effects

The most significant requirement of the reachable—set approach, aside
from computational hardware, 1s a set of extensive measurer :nts, and their
assocliated sensors. The necessary information 1{includes relative
displacement (target range and displacement angle) and relative velocity
(target speed and heading). The required accuracy of these measurements
dictates the sensor cost and complexity. To evaluate the performance
sensitivity with respect to measurement errors, a third set of simulations

was conducted.

1) Range Error. To each measurement of target range a white
Gaussian error sample was added. The standard deviation of the error was
gspecified as a percentage of the actual instantaneous range; the
distribution was truncated to give only positive range measurements.
Figure 3.13 shows an ensemble mean over 25 samples of performance versus
range error standard deviation. It can be seen that moderate to sgevere
penalties result from random range Inaccuracies. For a standard deviation
of less than 75%, the performance {i{s still superior to conventional

guidance.

2) Speed Error. Controlled inaccuracies were incorporated into
speed measurements in much the same manner. Performance degradation was
more pronounced than for range errors, but the basic shape remains

unchanged, as seen in Figure 3.14.
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3) Target Heading. The angular measurements necessary were

degraded by a white Gaussian disturbance added to each sample. The
standard deviation of the error was given in abhsolute degrees. As seen
from Figure 3.15, both scenarios were essentially equally affected by
errors In the target heading angle. Five degree (90 mrad) standard
deviation resulted 1in an expected miss of 25 feet, a substantial

degradation.

4) Target Position. For the 1implementation used in the

simulations, relative target position was generated from a measurement of
azimuth angle from a reference axis. This second angle is apparently far
more critical than the other. As indicated by Figure 3.16, a smaller
standard deviation of three degrees (55 mrad) results in the same mean

miss distance of 25 feet.

Summarizing the observations from the simulations:

1) Given equivalent noiseless measurements, the reachable set
based guidance has potential for tremendous performance improvements over
conventional guidance. This 18 due to the veduction of terminal

saturation effects, and the even distribution of control effort.
2) Actuator lag due to computation time degrades performance to

some degree, although the effect may not he serious. Higher crossing

rates Increase the severity of the degradation.
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3) Range accuracy is apparently not critical. Distance measured
by conventional means should he adequate. Image ranging might very well

be possible.

4) Likewise, relative speed accuracy is not critical.

5) On the other hand, target heading requires measurement

accuracy on the order of a few degrees for suitable performance.

6) Target position azimuth angle apparently required even a

tighter tolerance, but well within present sensor accuracies.

The preliminary results described here are merely intended to indicate
the sensitivity of a typical advanced guidance technique to independent
errors. The apparent sensor accuracy required 1s stringent. Of course,
an actual system would be able to incorporate a tracking or smoothing
algorithm in software, reducing a sensor's raw error substantially, and

consequently enhance missile performance.
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APPENDIX

REACHABLE SET GUIDANCE ROUTINE
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vivd C NOw, GIVEN THE GLSLRVATIORSS Wit GF, (Fakl , TaWLET SPEFL (£uS),
rivsS ¢ LND TARGETY VLol ITy 210t ulT1., 1.F,
RNy (o}
vivw? € KANGE
nitrds C CEAR
wivs C vt
vity € <brlv,
¢itt L THETH
vi12 C
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w113
il a
wild
At116
“wil?
nyte
bl119
viae
hiz2l
w122
vied
n124
nizs
nighd
w127
hi28
nizs
"13¢
nidt
K132
#1393
vid4
»n135
n136
ny37
nids
#1390
©wide
8141
nia2
#1143
w144
B14%
v146
et1a7
ni148
©149
wide
widt
152
153
vid4a
hW15Hs
381
'3 %-¥4
B158
159
vié)
hio6t
6162
#3163
4164
n1o68
vive
vio?
2168

[z NaNeEsNaNaNaNsNes s NeNa N NeRa el g

oOOO0O0

caooOD

(2 N ol o

PAGCE w3 LUIDER (FINA==KELEASE 241/77C=-=L00R08T, 1474)

....

1Y JRAMSFURM MISSILE PCSITIOM ARR VELURLITY VECTURS IMI0 TARGET
CENTERED CHOGRUINATE SYSTe™, obEKE X XIS 1S ALIGANED ¢ I1F
TAxGEY VELGCITY VECTUR,

2) SEARCH FUR wyPST MAMUFVER PLAME oY RINARY SEAKCH, GIVES
NECESSARY VHLOCITY VECTAR FPr INIERCEFT,

3)  TRANGFURM ThIS DLSIKEC VELOCITY VFCTOR RACK INTD MISSTLE
CENTERED CONRBINATES,

4) UETEKMINE DIRECTION UF ACCELERATION VECTUR, GIVEN oV SIGhaA,

COMPUTE VALUES NECESSAKY FOR COMFUTATIU
LISPLACENENT VECTNR (TARGLET CENTERED)

DELY(31)s=RANGEXCOS (REAKR)
LELX(2)==RANGERSIN(HEAR)
LELX(J)s0,

TRANSFOR® POSYITIOM VECTCR INTD TARGET CERTERED WITH X AX]S PkCiFY
ALIGNED wI1TH TAKGET VELCCITY

CALL MYRAN(PHIM,LFLY,HOLD)
TEMPeHOLN(2)
FOLD (2) 2ol D ()
FOLC(3)=2TENP

CALL MIRAN(THETFM,HQOLD,FLX)
1EMPsDELX(2)
LELX(2)=DELX(3)
CELX(3)sTEMP

JRANSFURM VELOCITY VECTCR IN SAME nAY

FOLD(1)=Y,

FOLD(2) 80,

rOLD(3) B8,

CALL MIRAN(PHIN, HOLD, TEM)
TEAPETEM(2)

TEM(2)sTEM(I)

TEM(I)STEMP

CALL MTRAN(THETM,TEV,HNLD)
TEM(1)eHOLD(Y)
TEM(2)=HOLD(J3)

TEM(S) =HULD(2)

'OrLX? IS5 PDSITION VECTCK, 'TEM' IS VELACITY VeCI0k
CONVERY BACK TO $PhErJCAL CRUROINATES IN NEA SYSTEHM

PHIST=ATAN2(TEN(2),TEY (1))
THETSTRATAN2 (TEMCA) ,,SCRT(FGT(TEN(1),TEN(1),2)))

‘GO THE ACTUAL CONTREL COMPUTATION
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i i 4 L) he (FIhimabhb | EALF 241/ 70ttt 87, 147a)
“res AT START=UP, SEAWCH tt!ST PE GYER «HNLE CLFLLE PR 4PaST FPALHEVER
174 r (MAY RE LNLGE PrIUR T (AL H Ry MOST VEHICLE CL*PHTFR ANy Ul t =it
w17y C
w172 LF(JFLAGY 70,6..,79
2173 C
{74 START=UP SEARCH ©NKE INTTTALLY
4175 C LOLUK AT vip90,1H2,27¢ BnCLES PON oaUnST rAlR, o o BALE BINARY SEAKC
vi?76 C UN TrO8E STAnTING POINTS
V177 by L=N
w179 AMza) b 3)
Pied 00 e2 L2s3,4
LBED! UELTAS(LZ~1)aP]/2,
vlt2 CAILL InTER(PELX, 2K, b LT&, VT, v, TIh , HLIT ,ErS,MIT LR, T NLN, TER)
13 IF(IER, Fiigs1) TINzRIT(Y)
vied CALL VECAN(PHIST , Trb 18T, nlT1(2),KIT(3),2ZF1A)
uinKs ATESTZ2 qaVianIh (ZETA)/HTT(Y)
vibo IFCATEST LT AM) D TN oY
187 LMz ATEST
tiLe L=L?
149 6y rAA(|7,1)%AN
2100 FAN(LZ,?)2uF L TA
riay rA(L2,8)3hIT(2)
viue FAACL 2,4)=01T(8)
'3 SN mAR(LZ,5) 41T (1)
ni1ed t2 LANTIruE
h1ey LO £5 n=1,5
Vls‘ﬁ f'.: r&h(s,'\):”ﬂn[’,h)
13 R X/ FENM(H,2)22,00]
viith IF (L 4MEL1) GUL TN 6
vivg EE-3.)
e A LFE(rva™(2,1) LT A (2,1)) =t
vedt nG TN LA
vor2 £3 Meoay
voal IF(RAMIL=1 1) ol T bsAP (L #),8)) M=t
ve 4 e 0 67 as=1,D
23 FAL(YpAY =AY (L, r)
v-e2iv % /) rhr (2,0YzHAM(L,r)
12vr? G
revs L
v?2vi  C CLOME MERE FOR ACTYHAL HKINARY SEARCH
21 L LORFUTE ANGLE DIFFRRLNGE, EXIT WHEN o™Mall eNOUGH
211 L CTHERATSE LNULK AT STuPOINT, 1055 CLTY SHALLER OF EMp POINTS
w212 C
na213 A8 UIFNELZ AL S(HAR(],2)=1HAN(2,2))
n2y4 JF(RIFOF) QLT LEFSepPI/ZiRn Yy 6GQ [0 89
* k21S FELT22(HAa(1,2)+1-Ar(2,2))77,
216 CALlL INTER
w2317 CALL VELAN
DFRY: ATEST=2,xVarblu (LETAY /0T (Y)
vel9 L3}
M2ea [F(RaK (1, 1) LT R (2,1)) Ls?
ezt A (L 1)2ATEST
waye A (Lse)slELTA
223 rA(L,3)2HIT(2)
na2z4e radn(L,£)=H[T(3)
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ve2s
neeb
1e27?
we2d
w2zl
AT
' RE
noa2
vevd
234
veds
236
237
w2348
239
weav
“w2at
v242
nw24ed
0wa2o4
n249%
245
vw2a?7
n244
we4a9
H2da
eest
beb2
'F3-R ]
vedd
LY ]
1256
vabh?
veds
wese
n2ow
261
%262
26y
264
v2Ld
n266
waeJ
1he68
v2e9
nwa7e
v271
nwazr2
©27)
ve74
62798
7276
w277
na7za
8279
nage

QOOO0O0OOOO0

coOooOoOCoO0

a N NaNaXule]

o0 n

FArLE

7¢
71

ee

A2cy  GUIGCE (FiNde=RELEDSE 23177C-=£utuSY, 1:74)

FAR(L,3)=HIT(Y)
6O 1O 68

AFTER BEING INITIALIZED, CCrE HEnF FULR ALL TiME & 2 10
SET UP CURKEWNT SEAKrCH,

TAKES WINDOW AROUND OLEC ('ANUEVER ANWGLE AnD SeT: UP EuD POINTS
FOR SEARCH,

JHEN GOES BACK UP 10 RIMNARY SFARCK P4RT,

MEel
QELTASDFLHOL+NSTEPAFI/ 181 aM
CALL INTER

CALL VECAN

ATEST=22 ,xVM&SIN(ZETA) /11T (})
RAR(C(M+3)/2,1)s8TEST
nAR((M+3)/2,2)sCELTA
HAR((M+3)/2,3)=H]1T(2)
FARC(M43)/2,4)=h]T(3)
FAR((M+3)/2,5)=2K]1T(1)
1F(M,E,1) GU T0O A&

L B

50 TO 71

FINISH UP FINDING »CHSY MALUEVER ANGLE FY LGUKING AT ENG
FOIMTS 0OF LAST InTERVAL, OCGUTPUTS SPHEKICAL ANGLES OF DESIKNEU
VELOCITY VECTYOR,

k=1
IF(FARCL,1),LT AR(2,1)) F=2

. PHIPAREMAR (M, )

THETERSHAR (M, 4)
TINEHAK (11,5)
AMZFAR(M,1)
CELrOLEHAR(M,2)

PAP GESIWKEL VELOCITY VECICR nACK IATD HT158TLE CENTLRED CUNRMINATE
SYSTEM

SPHERICAL TO CARTESIAM
TEM(I)=COS(PHIBAR) #CHS(THETRR)
TEM(2)=SIN(PAIbARIWCOS (THETHR)
TER(3)sSIN(THETER)

ROTATIUN BACK

TENPSTEM(?)

TEM(2)sTEA(I)

TEM(3) sTEMP

CALL MTRHI(THETM,TEM,b0OLE)
JErPEHOLL(2)
OLD(2)3HOLD(I)
POLD(I)mTEMP
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-

e
; N

, JORR)
k' L

T bl S et B Tinge (F1! amaFr P F 241/ 70 ==ti0ST, 1074)
g.
b (PR CALL TR TRl nnipl, Tim)
W ¢2a¢?2 (
47283 C
v2bha rACC T oPnbExlCal IN MIESILE SYSTES
L2Ed L
n2eé PRILEATA.2(Te(2),TFu(1))
vee? TheTu AT r g (TERCSY ,, SuRTIUNTLTFLY),T22(1),2)))
wata ¢ ’ .
w2e9y € PYaD LIFY VFLTC®E AnfGpF STIGI A Fetgr THIS ALTLLERATICON ANGLE
vt (
2% CALL Is.IbT(b'.'ﬂ",F"‘I‘!'T’"tTU.bI‘-J)
v292 C
203 LCLLCE FIMISHE D, AT Tl FOIt Than s add st s dk knd kv N AP PR AN A AT R
veve C
ey C CONVERT THIS LIFT VELYTOR Faln 10 ItERTIAL =<EFFr-FnCL
ve'e C
w2t 7 CALL DISUF L, XT, al,  abhr LA, vT ,PAT , THETA,Ful 1, 5T06)
pous T (1Y=Ca8 (X))« LS (XM IF))
veLy TEG2)sSIM (X IO))eLOL(XM(6))
TN TE (o) =SI- (X (h))
IO GRLCY)Ys~TE~(2)
31 LELIZ) =Tl (1)
ed. e LEL ()5,
3.4 CALL Vo UL{uFL el /700kTOLURT(LEL - FL,3Y) )l EL,0)
vdy SIE2ATA (LT (MOLE, TR ,3),n0L0 (3))
d A IF (A~ 10, =1t 37) O TO 149
R C(1)YaTera§T
39 L-(;-:’:ﬁ«'x
39 LIAY=S81G
vy 147 b TURN
3t [
vt a0 EENLRES
60
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PACARA P
% et e [N
s
s

woe g
Crvi2
vaed
wYv 4
vers
w6
eve?
poava
vece
"Y'
vw?l}
21’ W
TR
D34
215
w2 yé
vihy?7
w18
Juls
puzy
puey
w22
cred
wead
anegd
evegd
2427
bran
pres
ARJIA
wh 3l
ANy
wdd
LY
ev3s
nerae
wraz
veda
rr39
wyay
eval
ira2
nray
Birag
A é3d
vii146
Ava?
vvday
Lv. 49
[AtieY"]
i d-}!
b5
“edy
vrd4
vebs
¢erHs

FTv.’d'L

(z N ak el ela NN s oo N e N e N e N R aRaNa ReN ool N e RaRa R nle]

[aKs NaRel o0

(e aNnl

onn

fack

ey (FTNAr=RELEARE 24177C==tulit ST, 1474)

SUSROUTINE MISnF (TFLAG, YT, x™,RANGE Rt Ak, vT, PRI, THETA,AVEC,ST0)

avis711 ROUTINE TO COmPUTE GRSFRVATIONNS IN mISSILE CEMTERED
COORCINATE SYSTEM, GIVFN IheWRTTAL REFERENCE CUCKDIMATES g

4714 MUD FOR KIGHT=kRALUED CPUKULINATE SYSTER

-

IFLAG = .y GIVE FE THE MEASUKEHENT, & v KETURN RETRAFSFOrRMED A VE
XT & TAPGET STATe VECTULR, (¥Y,Y,Z) X (V,Pr1,ThETA)
xM @ MISSILE STATE VECTICr ETC

RANGE & SEPAKATION FISTALCE

tEAR & AZIMUTH ANGLE YO TARGET

VY & TARGET SPEED

FHT = BPEARING AMGLE GF YaRGET VELOCTTY

THETA = ELEVATION ANGLE UF TAKGEY VFLOLITY

LVEC = VECTOR FOR CCNROL EFFCRY

S§16 = AtisLE FOR LIFT

LIMENSION XT(1),xM (1) @
BISENSION DELC3Y,VHAVECL (), VMVEC2(3) ,VEVECA(S),VIVEC(3)

CIMENSION RVEC(I),HOLPL 08,0l N2(Q)
(IMENSINEK AVEC(J)

GOING UR CUMING
IF(IFLAG) 171,989,104

COrPUTE KFLATIVE PISPLACLPEMT IN TWTERITAL COORNINATES
AND KANGE

o 1v k31,3
CEL(R)SXT(K)wmXI(K)
RANGE=SORT(PUT(MEL ,CEL,3))

LOrPUTE VELODLITY UNIT VELTUFS IN ItFRTIAL CNURLINATES

VEVECY (1) 2COS Xt (W)Y CulS (X1 (n)) |
VMVELYI(2) =250 (A (S)) =0 LS (X €(3))

VMVECT(3)s6Tulxr(e))

VIVEC(1)=COSCXT(H) )2 0S(XxT ("))

VIVEC(2)=2STIN(XT(H)) 2 0HlaT(R))

VIVEC (3)2SIN(XT(R))

LOMPUTE RANGE UMIT VECTCOR

CALL VvPULC(RVEC,) 1,/ ANGE, L ELY)
61




3 PALE L 2 AD SRl o (FItamaFElrASr 2417 7C-=AyiiSY, 1074)

e b/ L
tEae LinSTaonnT my® ¢y a518 vELTULF
Vi ha
v UH S Capl Vol (DL, i 0T rveEr, ViV, 8, VECL, )
;1 vire CALL Vvatin(VHVELD? ,FVEL,HILT1,4)
- w2 CALL VaULIVMVEL? 1 /SORT(POT(V VECZ2, v VvFL2,3)),VrVECP,0)
; iy C
(S o S CCi STRLET m2v ¢ ASTS VECTLR Fwi~ x (ROSS Y
VA YYVELS (1) SVEVFLUL (2)avMVELD (3)w v ' VECYE () av™MVFEC2(?)
Pros VRVELA(2)sVrVFCL () avhvELD (1) =vVECI (1) avHVEL2(D)
ety VEVELA(A) v vl UL (IR YEF(2(2)=vMVFLY(P)evMyEL2(Y)
vieo C
et O LECRPLTE FOSTTITOM AZ21050 Tk
re74 L
VA TF-PanQT(PVEC, v VECL,3)
72 IF (ABS(TENP) ,6GT,1,) TE#F=sSIGw(L,,TE%P)
ve723 bt ARSACNH (TENP)
w74 (
ve7S L COiPUTy VFLOLITY 221ItUTE
11275 G
V727 UL T(VIVED,viVvEFLCL, 3)
Vv 7s Y=CY(VIVED, vt vFC?,3)
re 2 LN DT(VIVEL, JP ViR, 3)
Ve FrIsafon?lyY,X)
| JE(AuS(2Y,uT,1,) 7=516001,,2)
Vb2 TP Yszas81N(7)
R ) vIizsxT (a)
Y4 rE Tlint
Lend €
vvetd C RETHREMN LV IFT VELTGFR
vres?z C
s 12¢ CALL VUL InDLDYL, 5T €HI0),Viver2,3)
Uiles Capt VUL sORE2,C08 (5163, VEvEC S, 3)
AU CALL VADR(AVES,HOL DY, KOLL?, 3)
et WETIHRN
vt N

W ) ERn{l<iw
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vy
dvivd
need
e 4
v 5
v
wuun?
-
pnne9
wpy
ont1y
cr12
13
Bl 4
anss
vl 16
17
vn1e
1y
bnen
hrel
vhpe
nweed
veda
vned
heaé
pAe7
"ke8
eves
e 3?'
weot
rede
03y
Y
vrdd
whd6
G2o7
Beaa
nea3e
reav
pval
baag
P43
vhag
©nv4s
v 46
wna?
XY
feag
Wepe
arhy
Wwo2
nAs33
brdd
13- ]
A1)

FALE e (FTP fmmhb L EASF ZAY/70w=hAul ST, (U7a)

FTHA,L
SUFRULTTHE INTERCXIN, K, tLTA, VT, v, T ,nlT,ePo,mITFn, 1TELR, 1LR)

EOCS32  KOOTINE T0Q SOLVFE FUR VELUCITY GLNIENTATIONM Ffie INTERCEFT
BIVEW TARGLTY TLFLREFEATTUOM AND HOMINAL HISSTLE SPEED

BP 1825 DD TO USE ALTERrATE SOULUTION, ALGEERAIC ELTIHINAYIOM CF
. ANGLE VARTARLES FIKST

XIti 8 INITIAL NISSILE PCSITION WhT TU TAGET (x0,Y.n,20)
(TARGET INITIAL VELOCTITY COLINEAK ThH X AxTS)

K & TBRGEY MAX TURN KATE
CELTA = TARGET TURN PLANE INCLIME
vl = TARGET NONINAL SPEEL

V =2 “ISSILE nOmINAL SPEFD

TIn 3 INLTIAL VALUE FOR GLUESS OF INTERCEFTY Tire (IF ¢, CUMPUTES q
FIT 2 VECTHKR UF INTEKRCEFT INFORMATION (TIFFP,kh],T1HETA)
EPS 3 rAXIinlUn wAnGE EFNCr SDUAKED TO TOLERaTE (T-PLITED)
MITER = BAXTUL i UrEek CF LFESTUN STEFS YU IRY (InPUTIED)
ITER = MUMUEFR UF MEWTCN STEPS CLOGoFLFTIED (PUYHUTITED)

IFR 2 ERROR kETUKRN Mub:bFr =4 (K

gl SIFCLLAKITY LReNITION
2=t FATLURE TU LM VEFGFD IN MITER STEH

oo oo CcCcoOoOOOOOOO0OO0O00

CIFENSION XIN(I),FIT(X)
CIFENSTION SChY(3),5Cx2(3)
REAL K

vATA P1/3,1415w27/

LATSA VAN 2530,/

c MAKE INTFLLYIGENT INITYIAL GUFSS (T2}l CHARE)

visy

TF (VLT ,VNUM) VHzVLOH
ITEREY

1FeTIN

IF(TINGGT 15,) L0 To g
RANGESSNRT (LOT (X IN, XTI, 2))
TF2RANGE VI

NEWTUN STER LOOQP

cOn

1 Ye(VHRTF) 2 ala(XTr (1) VT /raSTIn(naTF))an2
L s (XIM(P)eVT/RaCUS(PELTEY®(CUS(K#TE) =] ) ) ax?
[ @ (YIN(I)eVT/KuSIN(CELTA)Y R (CUS(raTF)mY ) ) 2x?
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tvwH?
271-)
(B 3]
rtod
vb o}
vith2
N
o4
PR
aeey
vbe?
wee
v o6
v
wezd
vvle
73
rv/74
w7
v/t
eez7
vy 78
(79
e 2
vieel
Bt 2

e d

ot
A ]
B
287
wing
vvolQ
v P v
v v
Lud
(AR

LR

;\r_)

orce

ac &,

[l o

b5

gy

v

»N F s 0

LY S o a2 wad el el Suph age Shier MieChtesAne Sa e ) Aew Sam Adag- T Antl Bua it iu St Asfir

v e IH"TE = (FINcCoamRELctSE 249770~=2 1181, 1474)

Y2 4V AV aTFel a (XIN(1)mvT/raQIN(KaTFY) 2 (=VvTaCUS «TFY)
2w (AL 2)eVT/Zia Ll SGFLTAYRICCO(nxTF)=1,))
w(=yTweCOS(DELTAY ST (r «1F))

g (ATHLS)SVT/ZRESING VLTaY(CCO(RRTF) =1 ))a(=VTIeSTHN(LFLTA)
aST A (Kx1F))

TF(ARSIYE) LT3 ,b=b) GO Y G3

JF(SLSTOAPSIY)) JLEERSnViaTF) LN Ty ¢9

[FsTr-y/srhH

PR (TP LT, ) TF:.""i

ITrR=T1E ey

TR (1Tt n GEGHITERY GO TL Yt 0

0 1L 1

GRORETUR"

1Ef=¢
aRGS(=XJH(S)WVT/EKASTIR(LFLTAYR(LUS(KaTF)ml )Y /7 (N 2T
IF(nS(tRB) 6T ,1,) ARG=2SICHL(1,,ArE)
THETASASIM(ALR)

RML e (md [N(2)=VI/KeCNS(PELTAYA(CLS(VaTr)=1,Y)
AREELE(mXIN(1)S+VTZu e ST I (KaTY))
Phisalar2(sNdr, kBN

HITCL)=TH

FIT(2)sPRrY

IT(I)=TnkTA

wETUR™~N

SISl ek JTY b Thout

Ikkey
WETURM

FAJLURE TU CUNVERGE KETLKN
TIRTS

nb THKRR
(RN

bri{GSw

64

- . . o . .
. T - SRR - .
W WP PUE WHE WY WA W W WS € ¥




NS AR AN
FAGE v g (FIVlwmmbp} 0 ASE 24477C==AURuUST, 1G74)
TS B BT YN
Vg 2 SULKUUDTTIE MIRaM(ANG, X Tr, XUMT)
vved
s e L #2711 RKOUTIME 30 ThAGSEFCRM Tn KCTATTGNAZL SENSF & 3=SHACE
& €ves € VECTUR
N ' T
M el C ANG ® ROTATTUNAL ANWGLEF
E Beed . .
i buey XIh = 3=SPACE VFCTOR
F vwitt A C
[: wd1l x0UT & RUTATED VECTCH 4
A pPe12 C
- P13 LIMERSTO XIN(SI),XULT(Y)
» pr14 XCUT(3)=XIN(S)
y wr1h XOUT (1) CDSCAMGIAXINCI)+LTIN(ANGYSXIN(2)
B vri1b XOUT(2)=s=SIN(ALG) 2RI (1) +CUS (AR ) aXTr(2)
: w37 RETURN.
t: wid END
e s% N0 EKRCRS®
P
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T T T T O W R amyrrm—m— v v l.:.:,v_‘.v_,—_'._'v‘“

Pk | (P it dewh i | e 25F 2aV77Ce=r000ST, 197a)

boed St mot TTick Y TLALE, XTI, X000
Wl 2 L

WAy d o184 THVEWSE ThabsF Ok ATT N

v 4L

Vit 9 CTRERSTION 2T (1), Y0t T (0Y)

Li‘.'vrb XCLIT(&){XN.{,))

ARE? AOUT (1200 (Al «X N (1) TN (aN LY eX Jr(2)
vibhed A0uTE2) =0T (aNLIaXIN(L)SCES (a i) X IN(2)
A 9 wE TLKRN

Lt e NE

"R MO EEwRLKSY
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