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ABSTRACT

An algorithm for the assignment of time slots within a

Time Division Multiple Access (TDMA) scheme for an integrated

voice and data packet radio network is implemented in, and

studied by, a computer simulation. The slot assignment

scheme is applied both tO a sttic network, where "best path"

routes are held constant, and also to a network where the

"best path" routes are permitted to change dynamically duriag

the simulation as communications capability at various ncdes

approaches saturation.

The Dijkstra algorithm is used to determine and modify

"shortest distance" routes, and the sensitivity of performance

to various parameters used in definiing the link "distance

function" is investigated. The major conclusion is that it

is possible to route in a way that reduces the average energy

transmitted per message without substantially decreasing the

network throughput.
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I. INTRODUCTION

A. GENERAL

The purpose of military communications is to provide the

military commander with the ability to exercise cz~mmanl and

control over his forces. Military communications sys ms

must be reliable, responsive to user requirements, an -hould

offer a measure of security to the information carrie - he

commander's communications requirements were satisfied for

centuries through the use of couriers and various visual

and acoustic means of communications. All of these communi-

cations techniques have a place in the overall military

communications picture today. However during the last

several decades there has been tremendous technological

development which has driven a rapid evolution of tactics as

new weapons and support systems have been fielded. Most

tactical military communications today are carried by

electrical or electronic devices, e.g. radio or telephone.

A basic radio communications system includes at least two

parties and a channel of communications between rhem. The

channel is a frequency, a band of frequencies, or perhaps a

wire or optical fiber with a bandwidth large enough to

accommodate the modulated signals exchanged by the parties.

A communications circuit is established when one party

10
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(the originator) effects communications with another party

(the addressee) over a channel.

Tactical radio communications today are primarily

hierarchical in nature. That is, the flow of information is

usually up and down the chain of command from senior to

subordinate and vice versa. Lateral links between adjacent

units are usually limited and are not well defined in current

military communications doctrine. Lateral links, when

employed, are usually operated with multichannel radio

equiDment and serve to increase the total communications

system flexibility by providing alternate communications

paths.

-7.rent military voice radio and recoid or data communi-

cations circuits are operated in one of the three mores

described below.

A. Broadcast Operation

In the broadcast method of operation one station

transmits and the other station(s) receive. The flow of

information is in one direction only, however different

stations may broadcast at different times.

Z. ?oint-to-Point Ooeration

A point-to-point circuit is one in which two stations

communicate directly with each other. Both stations may

transmit and receive signals.

6i



3. Net Operation

Two or more stations that use a common channel to

communicate comprise a net. Note that a point-to-poirnt circiit

is technically a net, although a net usually has several

members. Typically one station on the net is designated as

the Net Control Station CNCS) and is responsible for, con-

trolling net oDerations and for maintaining net discirline tD

ensure orderly and efficient operations. In a "directed net"

any station other than the NCS which has traffic to p must

first request permission from the NCS before it may triansmit

its message. The radio (or teletype) operator at the NCS

thereby manually controls the flow of traffic within the net.

Since all stations on the net share the same channel it nay

be possible for two or more net members to communicate

directly with each other (i.e. point-to-point) if the C" so

approves. It is also possible for the NCS to authorize the

net to operate as a "free net". In a free net any sta:on

may send traffic to any other station in the net whenever

the channel is available. This method of operation may permit

greater message throughput if the net has few stations or the

messages are brief and the traffic load is light. As the

traffic load increases and more stations join the net, the

directed net mode of operation may be required to reduce

confusion and to promote the orderly exchange of information.

Today the net control function is done by a radio operator,

and the tactical message traffic is passed by an operator using

12



APC 125 voice radiotelephone orocedure or by a radio teletype

operator. The voice radio messages may either be actual

conversations between commanders (or staff officers) or may

be properly drafted and released written messages that are

then transmitted by trained radio operators. In any event,

transmitting a message via voice utilizes the channel for a

much longer length of time than would be required to transmit

the same message if it were reduced to a teletype message.

It is desirable to limit the amount of time any station is

transmitting for two very important reasons. First, the

chance of being detected and located by enemy radio detection

finding (RDF) equipment increases with the amount of time a

station is t-ansmitting. Second, since only one station may

use the channel at a time it makes sense to keep trans-

missions as brief as possible to provide more time for the

other stations to use the channel.

This dcas not imply that all voice message traffic can or

should be reduced to teletype or digital data messages. In-

deed there appears to be a clear and present requirement for

commanders on the battlefield to be able at times to converse

directly with seniors and subordinates via voice radio. More-

over it is not yet practical to provide every radio with a

means of automated message entry, although the Marine Corps

has made some progress in this direction with the recent

development of the AN/PSC-2 Digital Communications Terminal

(DCT). The DCT is a hand-held, programmable I/0 and display

13



device. It will enable users rapidly to compose, edit, and

display free text, pre-formatted messages, and graphics such

as maps.

The development and integration of computers and micro-

processors with communications terminal equipment can permit

the net control functions to be automated.

The use of computers on the modern battlefield is not

limited to communications equipment. As weapons and military

equipment in general become more complicated and capable,

computers will find increased application. Computers can be

used to process and manage large quantities of information

and can provide the commander and his staff accurate and

timely information.

Military communications doctrine is constantly evolving

as communications requirements change to support new tactics,

equipment, and organizational structures. There is an ever

increasing trend toward the development of digital communi-

cations equipment because digital communications networks

offer great potential for providing rapid, reliable, and

secure circuits of very high quality. These are precisely

the types of circuits required for computer and data communi-

cations. Digital communications equipment easily accommodates

the digital representation of information generated and used

by computers. Thus it is no accident that the development

of communications equipment in general is trending along this

line.

14



B. PACKET RADIO

There has been considerable research conducted since the

late 1960's concerning packet-switching. Packet radio tech-

nology is advancing rapidly and its eventual application to

military communications appears to be inevitable. Packet

radio utilizes packet-switched communications and typically

operates on a multiple access radio channel to create a

digital radio network. A packet radio network has the

capability to provide greater message throughput than the

tactical military communications presently in use, and is

particularly well suited to carry computer communications

and other digital information such as digitized voice or

facsimile traffic.

Packet-switching wa3 originally developed as a cost

effective method of supporting computer communications. The

traffic generated by computers is "bursty" in nature and has

a low duty cycle. That is, computers generate traffic at

very high rates, but the individual messages are relatively

brief and infrequent, so that the messages may be visualized

across time as short bursts of data separated by long periods

of inactivity. Since the channel may be idle nearly all of

the time, it would be a very inefficient utilization of

resources to provide a separate dedicated channel between

each Dair of computers that may have occasional requirements

to exchange data. It is reasonable instead to arrange several

computers (or data terminals) in a communications network and

15



to devise a controlling protocol which allows all of rhes-

data terminals to share a common broadcast channel. 'V s

also reasonable to create a unit of transmission, cal'ed a

"packet", of some appropriate number of data bits and to let

a packet or series of packets be used to represent a data

message.

In a packet-switched network each packet may be of a

fixed (variable in some implementations) length up to a

maximum of perhaps a few thousand bits. Each packet contains

all of the addressing and control information necessary to

route the packet to the desired destination. The addressing

and control information might not be necessary in the follow-

on packets of the packet-switching scheme employing ,irtual

circuits. This will be discussed in later sections of this

thesis.

The ability to connect any two network subscribers is an

essential attribute of any communications network. Tf the

packet radio equipment is designed in such a way that each

packet radio may act as a relay or repeater in addition to t ha

obvious requirement of being able to provide message entry and

reception for local users, then it is not necessary for each

terminal to communicate directly with every other terminal in

the network. In the extreme, most of the packet radio terminals

may be "hidden" from each other either because of the lack of

a line-of-sight (LOS) path caused by intervening terrain

and/or vegetation or because of radio range limitations. If

16



we assume that each packet radio has a very short range as

compared to the diameter of the network, then all that is

necessary for the connectivity requirement to be satisfied

is that there exist at least one path, via any number of

intermediate reDeaters, between any pair of packet radios.

A small computer or microprocessor is reEident within each

packet radio to implement a given packet-switching protocol

or message routing scheme in a manner that is comDletely

transparent to the user. Thi:; gives the user in the network

the illusion of being directly connected to every other user

in the network.

This is the basic idea of a packet-switched packet radio

network. The network is composed of several compatible

computer or microprocessor coitrolled radios operating on the

same frequency or band :f frequencies. Each radio communi-

cates directly with one or more other network members, and

has the capability both to service local users and to act

as a repeater as required to provide full connectivity

throughout the network as a wiole.

Many packet-switching routing algorithms and multiple

access techniques have been developed. The particular routing

scheme and multiple access technique for use on a particular

packet radio network should only be selected after a careful

analysis of such questions as the type of broadcast channel,

channel bandwidth, number of stations in the network, expected

number of messages, message length, network topology and

17



connectivity, radiated power, signal energy, radio inter-

ference, microprocessor capability, propagation and

processing time delays, the permissible message delay and

so forth. Packet routing and multiple access techniques

will be discussed further in later sections of this report.

A brief summary of some of the previous research conducted

at the Nava. Postgraduate School (NPS) concerning packet

radio is provided in paragraph C below.

C. SUMMARY OF PAST RESEARCH IN PACKET-SWITCHING CONDUCTED

AT NPS

Considerable research has been performed recently at NP3

on various aspects of packet-switching, and eight Master's

Degree theses have been produced on the subject during the

last three years. The author obtained much of his background

information concerning packet-switching from these documents.

A brief synopsis of each of these reports is provided in the

following paragraphs.

Lucke [Ref. 1] studied the nature of distributed communi-

cations systems and their possible application to military

communications. He discussed schemes for the distributed

control of communications networks, routing strategies, and

conducted a computer simulation of an asynchronous routing

algorithm originally proposed by Segall and Merlin [Ref. 2].

He also devised a procedure for the time synchronization of

a packet radio network.

18



Bond [Ref. 3] investigated the problem of self-inter-

ference in a packet radio network. He modeled the voice radio

and record communications traffic load of a Marine Amphibious

Brigade (MAB) and used this data in a computer simulation of

a packet radio network to study the problem of self-inter-

ference. His routing algorithm dispatched messages over the

path that required the fewest number of transmissions. Bond

concluded that the MAB network must operate with either a

Time Division Multiple Access (TDMA) or Frequency Division

Multiple Access (FDMA) scheme in order to limit

self-interference.
Kane [Ref. 41 studied the -ossitle use of the VHF, UHF,

and SHF frequency bands for tactical military packet radio

communications. His work included the simulated tactical

placement of a MAB on the STAR Terrain Model, a computerized

parametric terrain representation of the Fulda Gap region in

West Germany. The Simulation of Tactical Alternative

Responses (STAR) Terrain Model was developed by Professor

J. Hartman at MPS and is resident in the NPS IBM 3033 computer.

Kane concluded that a packet racio network could be operated

on terrain typical of western Europe. He proposed the employ-

ment of packet radios capable of operating at center frequencies

of about 300 MHz for foliage penetration and at 1.5 GHz for

increased channel caDacity and decreased probability of

interception.

19
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Hobbs [Ref. 5] also used the MAB and STAR Terrain Model

first studied by Bond and Kane to model the effect of

superimposing a UHF "backbone" sub-network on the overall VHF

MAB mobile distributed communications network. He developed

two algorithms for creating connectivity topologies for the

backbone and mobile sub-networks and concluded that it was

possible to design robustly interconnected communications

networks for the use of packet radio technology in the field.

Chlebik [Ref. 6] used the MAB topology and link connec-

tivity developed by Hobbs to study by computer simulation the

problem of mutual interference in a packet radio network.

His simulations implemented the Dijkstra and Warshall-Floyd

algorithms to determine minimum-hop paths between nodes, and

included a study of the effect of using directional as well

as omnidirectional antennas. He found that although mutual

interference in the backbone sub-network was substantial, it

was manageable. However, more than half of the lower fre-

quency mobile nodes experienced unacceptably high levels of

mutual interference much of the time.

Mercer's research [Ref. 7] entailed further study of

routing schemes and their effects on interference in a packet

radio network. He emplcyed the MAB and STAR terrain models

investigated earlier by Bond, Kane, and Chlebik and concen-

trated his efforts on comparing network performance with

respect to the interference characteristics of least-hop and

least-energy routing schemes. He concluded that least-energy

20



routing, or that perhaps a hybrid routing algorithm based on

least-energy scheme, offered the best solution to the mutual

interference problem.

Lengerich [Ref. 81 used computer simulations to evaluate

the relative performance of two distributed routing protocols.

In his work Lengerich specifically studied the Dijkstra

shortest path routing algorithm and bo-h a synchronous and

asynchronous implementation of the Heritsci [Ref. 9: Dp. 46-90]

distributed dynamic routing scheme.

Heritsch [Ref. 9] devised and investigated by computer

simulation a distributed routing protocol for a Packet net-

work. To reduce the size of the routing problem in large nets,

he organized the nodes into Basic Croup s, Related Groups, and

Families, and created a network management protocol which

demonstrated that efficient decentralized control of a packet

radio network was possible.

D. PURPOSE AND SCOPE OF RESEARCH

1 General

Time division multiple access (TDMA) techniques and

principles and their application to communications networks

are well understood. There are many ways to implement a TDMA

network. The different TDMA schemes offer varying degrees of

efficiency, preservation of network flexibility, and conser-

vation of overall network channel capacity. The DartLcular

type of TDMA scheme selected for implementation in any given

21



network will depend on many of the same considerations listed

earlier for selection of a packet-switching scheme. However,

TDMA scheme selection must also be based on the ability of the

network to maintain time synchronization. The synchronization

problem is addressed in section II.

2. Purpose

The purpose of this thesis is to develop and study by

computer simulation a TDMA time slot assignment scheme

appropriate for application to a packet radio network utiliz-

ing dynamic routing. The Dijkstra shortest path algorithm

is used to periodically determine and modify "best path"

routes between every pair of radios in the network. The

performance of any network is highly dependent upon the type

of "distance function" that is used to calculate the "link

weights" which the Dijkstra algorithm uses to update the

"best path" traffic routing tables. Accordingly, the

research goals include a study of the sensitivity of per-

formance with respect to various parameters used in

calculating the distance function.

3. Scope

It was not possible or practical to simulate all of

the time slot assignment schemes that were developed during

the preliminary stages of research for this thesis. Time

constraints and the amount of work required to write a

simulation program demanded that we study only one or, at

most, two slot assignment algorithms. We decided to

22
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. concentrate our efforts on two schemes that intuitively

seemed to offer the greatest possible performance in a hypothe-

tical military packet radio network. Both schemes were

simulated on a small, richly connected packet radio network

with static best path routing. One of the slot assignment

algorithms gave performance substantially better than the

other algorithm. Since it was reasonable to assume that the

better algorithm would also yield superior performance when

the simulation program was modified to accommodate dynamic

routing, the poorer performing scheme was .iscarded and will

not be discussed further. The remainder of this thesis is

based on the research conducted with the better algorithm.

This narrowed the scope of the thesis to one possible TDMA

slot assignment scheme which could be thoroughly investigated

in the available time.

It was necessary throughout the course o:: our studies

occasionally to make assumptions concerning the design and

operation of the hypothetical network which was being modeled.

All of these assumptions (discussed in section IT) somewhat

limited the scope of the thesis. Assumptions, when required,

were made after careful consideration of stnae of the art

caDabilities. The hypothetical network design and oDerating

characteristics were developed based on what we believe are

reasonable assumptions and opinions of how a military tactical

packet radio network might someday operate.
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II. PACKET RADIO NETWORK CONCEPTS

A. TERMINOLOGY AND DEFINITIONS

Packet radio has a vocabulary all its own. Some of the

tearms come from the branch of mathematics known as Graph

Theory while the other terms ar- unique to communications or

have io specific source. Before proceeding further it is

necessary to provide the reader with definitions or exDlana-

tions of some of the more frequently used terms found in the

racket-switching literature and later portions of this

report. Defined below are some of the terms essential for

the discussion of basic network concepts. Other terms will

be defined as required.

A "packet" is a unit of digital data of some fixed or

variable number of bits. The Dacket radio network discussed

-erein utilizes fixed192 bit packets; however it is possible

to operate a network with variable length packets. Each

racket usually contains a "header" which holds all of the

routing and control information necessary to route the packet

to its intended destination. A message is usually composed

of many packets. The outgoing message is processed within

the local (originating) packet radio or switch to divide the

message into packets. The packets are then sequentially

transmitted over the communications channel.

24



"Packet-switch ng" is zh- c,mmunications technique which

connotes that there . i individual packet processing at Each

packet radio or switch in the network in such a way that the

packet's route through the network may be determined dyram-

ically. In packet-switching each packet is tran.=mitted from

node to node across the network from the originator to the

destination. As mentioned earlier, each packet switch may

provide service to one or more local subscribers in addition

to relaying through traffic.

A packet radio or switch is commonly called a "node", and

the communications path between any pair of adjacent nodes is

called a "link". The links in a network may be radio paths,

wire trunks, or perhaps some combination of both of these. The

network then is composed of nodes and links. As a brief

aside, note that links may be unidirectional or bidirectional.

Unidirectional links may be viewed as one-way streets or'

directed line segments while bidirectional links are analogous

to two-way streets. Only bidirectional links were Permitted

in our hypothetical network because the time slot assignment

algorithm required simplex communications between each pair of

linked nodes in order to coordinate the assignment of time

slots.

Each node in the network maintains one or more links with

other network nodes called "neighbors". It is desirable for

each node to claim more than one neighbor. This enhances
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network connectivity, flexibility, capacity and overall

reliability. It is not clear how many neighbors each node

should try to claim or how many neighbors are sufficient

to guarantee a measure of network robustness; it depends

on such variables as the traffic load, equipment and path

reliability, link capacity, terrain and radiated power con-

straints, whether the packet routing is dynamic or static,

etc. There must be some practical bound on the number of

neighbors a node would need or be able to claim. This is

particularly true of our packet radio network implementation

which vequi:-ed the assignment of a finite amount of equip-

ment resouroes within each packet radio for each link to a

neighbor. Hobbs work [Ref. 5] indicates that five or six

neighbors per node produces attractive networks in typical

situations.

A "weig-it" may be thought of as a cost. "Distance" and

"channel value" are synonyms for weight frequently encountered

in the literature. In our network we assign a "link weight"

to each link. The link weight is a function of the link

attenuation and therefore the energy per bit required to

establish communications over the link. The low attenuation

links are more desirable and are assigned a correspondingly

lower weight than the less desirable higher attenuation links.

We also assign a "node weight" which is a function of

congestion present at the nodes on a link. The node weight
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increases as one or both of the nodes on a link become more

congested. The calculation of node and link weights is

discussed in detail in section IV.

When a packet is transmitted over a link it is said r

have made one "hop". A packet may traverse a single hop

or multiple-hop path from an originator to an intended

* addressee depending on network connectivity and the proximity

of the two communicating nodes. The link weight is used by

the routing algorithm to determine what is referred to as the

"best path" between any pair of nodes in the network. Ie

seek to direct packet messages over the path that presents

the least total cost. Link and node weight functions mai be

constructed that cause link and node weights to be calcu-

lated in such a way that the best paths are actually the

least-hop or least-energy paths. It is also possible to

design the weighting functions and perform the distance

calculations to permit best path assignments based .n a

combination of least-hoD and least-energy path considerations.

Time division multiple access (TDMA) is a signalling

method by which two or more separate and distinct informal:ion

bearing signals are transmitted over the same channel by

allocating different time intervals for the transmission of

each signal. TDMA permits all nodes in the network to share

a common channel by transmitting signals that are separated

in time. Our network used TDMA. Time was divided into time

"frames". The frames had a fixed time duration. Each frame
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was then divided into a number of uniform fixed length time

"slots". Each slot could then be assigned to carry one packet.

Frequency division multiple access (FDMA) is a signalling

method by which two or more separate and distinct information

bearing signals may be simultaneously transmitted over the

same communica-cions path.by sending each signal over a

different carrier Erequency. The possible implementation of

a military packet radio network using FDMA was considered

during the early stages of our research but was discarded

because an FDMA network appeared to require a larger number

of more complex receiver-transmitters than an equivalent

TDMA implementation. Additionally, we decided early-on to

use a spread spectrum technique to provide the packet radio

transmissions the antijamming (AJ) and low probability of

intercept (LPI) that spread spectrum communications offer.

Although it seemed possible to devise a frequency hopping

spread spectrum FDMA scheme, before such a scheme could be

effectively implemented we would have to solve the same time

synchronization problem which was the only major drawback to

a direct sequence spread spectrum TDMA implementation. The

time synchronization problem is addressed in paragraph D

below, and once this problem was solved TDMA became the

operating method of choice.

Code division multiple access (CDMA) is a digital

communications technique that permits several separate and

distinct signals to be transmitted and unambiguously received
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over one broad-band channel at the same time. Each no e in

the network has assigned to it a unique pseudonoise (PM) code

that may be thought of as specifying the node's address.

The PN code is modulated by the outgoing binary data. CDMA

is used in our proposed packet radio network because of the

"selective addressing" capability it offers and because the

CDMA technique is easily implemented in a spread spectrum

communications network.

B. SPREAD SPECTRUM COMMUNICATIONS

Spread Spectrum is a communications technique that

involves expanding the bandwidth of the information bearing

signal. The expanded (spread spectrum) signal is then

transmitted over a much wider range of the frequency spectrum

than a more conventional signal with a transmitted bandwidth

approximately equal to the bandwidth of the information. The

desired signal is recovered by remapping the received spread

spectrum signal into the original information bandwidth.

In a spread spectrum communications system the bandwidth

of the data signal may be increased by one of three possible

methods known as time hopping spread spectrum (THSS), fre-

quency hopping spread spectrum (FHSS), or by a technique

known as direct sequence spread spectrum (DSSS). It is also

possible to design a hybrid spread spectrum communications

system that employs two of these methods simultaneously. All

of this is discussed fully in Reference 10, and since our
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hypothetical network utilizes DSSS, the THSS and FHSS

methods will not be discussed further.

The CDMA technique is readily implemented in a DSSS

communications system. The "DS" in DSSS stands for "direct

sequence", which refers to the high rate (large bandwidth)

binary code sequence that: is modulated by the lower rate

data stream to produce a very wideband signal suitable for

spread spectrum comunications. It is possible to find PN

code sequences with a low enough crosscorrelati)n so that

CDMA communications are possible and the mutual interference

is acceptable. One class of PN sequences can be easily

generated by a programmable or a permanently wired feedback

shift register (FSR). The modulated wideband signal is

obtained by modulo two addition of the PN code and the out-
going data signal [Ref. L:p. 5]. All of the packets

transmitted by a node, whether locally generated or relay

traffic, are modulo two added to the node's PN code sequence

to produce the wideband signal that is then transmitted.

The received wideband signal must be processed at the

receiving node to restover the baseband data which is then

either delivered to a local subscriber or, in the case of

relay traffic, used to modulate this node's PN sequence to

produce a new wideband signal that is retransmitted on the

link to the next node along the best path to the addressee.

The received signal is applied to a bank of some type of

correlation devices which reduce the signal to its baseband
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form. The correlators may be surface acoustic wave (SAy)

devices, programmable matched filters (MF), or programmable

charge-coupled devices (CCD). In any event, each node must

have one correlator set up and dedicated for use in receiving

signals from each of its neighbors.

In addition to the multiple access and selective

addressing capabilities already discussed, spread spectrum

communications offer other advantages that are valuable in a

military communications system. Earlier we alluded to the

antijamming (AJ) and low probability of intercept (LPI)

properties of spread spectrum systems. The wideband signal

spectra produced in a DSSS system preferrably has its signal

power spread uniformly across a wide band of frequencies.

Therefore, the transmitted signal power density over any

small range of frequency can be made quite small, perhaps

10 dB to 30 dB below the level of the background noise.

Thus a spread spectrum signal may be buried in the background

noise where it is not detectable with a conventional receiver.

Today our military codes and cryptographic devices and

their associated keying material are controlled and distributed

from the National Security Agency (NSA) through the Classified

Y.!at erial System (CMS) of the Department of Defense (DOD).

if a number of PN codes with suitable crosscorrelation proper-

ties could be generated and then distributed through the CMS,

and if the codes were changed frequently and nroperly

protected by the local holders of the codes, then a military
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DSSS packet radio network might not require additional

cryptographic protection because the modulated PN bit stream

exhibits the pseudorandom charazteristic produced by any

"good" cryptographic system. If additional cryptographic

protection were required, then the data could be encrypted

before being used to modulate the PN sequence to produce a

cryptographically secure wideband signal for transmission.

In this case a relaying node would receive and correlate the

incoming wideband packet to collapse this incoming signal

to an encrypted baseband signal. The encrypted baseband

signal would then have to be processed by a cryptographic

device connected to (or resident within) the packet radio

to produce the plain-text baseband information packet. The

node could then read the packet header and, seeing that the

packet is destined for some other node, the relaying node

would re-encrypt the packet and use the resulting data

stream to modulate its own PN sequence to produce the spread

spectrum signal it would t ren transmit to its best path

neighbor on the link to the intended destination.

It might be desirable to leave the packet header

unencrypted. Then a node would obtain a plain-text header

with address information directly from the correlator. The

* node would then decrypt the remainder of the packets that

were addressed to it, or would re-modulate and retransmit the

packets addressed to other nodes without first decrypting and

* then re-encrypting.
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In this thesis we do not study if or how a military hacker

radio network would be made secure by cryptographic devices.

The methods proposed above are involved and admittedly

equipment intensive; however, even if devices such as these

are not today physically realizable, in the author's opinion

it should be possible to build this type of cryptographic

equipment by the time a military packet radio network is ready

to be fielded.

C. VIRTUAL CIRCUITS

Person-to-person digital voice communications require the

nearly continuous use of a low-bandwidth channel, whereas

the more bursty computer-to-comDuter traffic generally need3

intermittent use of a high-bandwidth channel. A packet radio

switch can reserve and release channel capacity as needed to

satisfy these communications requirements. Our network was

designed to accommodate both voice and data communications;

however, the method by which each of these is handled is

different.

Interactive voice communications must be processed on a

real-time basis to be useful, whereas data communications are

largely one-way and may be reassembled and stored at the

receiving terminal for later review. End-to-end delays of

more than 0.1 seconds in voice traffic start to become

noticeable and should be avoided, while delays in data

communications are more tolerable as long as all of the >ta
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packets are eventually received by the addressee and can be

properly reassembled to recreate the original message. Data

packets may be received in any order but voice packets must

be received in the order in which they are transmitted and

with relatively uniform delay to be useful. Note also that

bit errors and lost packets are intolerable in data communi-

cations and therefore the use of error detection and

correction codes is usually required. However the occasional

occurrence of a bit error or lost packet may not seriously

degrade the performance of pack:t-switched voice communica-

tions because the human ear will detect the error and the

listener will interoclate and understanid what is being said

[Ref. 11]. Under these consi~lera ion ; it is reasonable to

use "virtual circuits" to carry voice communications and to

use the "store-and-forward" techni.que for the transmission

of data packets.

In our packet radio network a virtual circuit is con-

structed for each voice communica-ions requirement at the time
that demand is placed on the network. Each virtual circuit

consists of a Dair (one for transmitting and one for

receiving) of time slots on each link along the best path from

the calling to the called party. The slots associated with

each virtual circuit are then reserved or temporarily assigned

for the duration of the conversation. Kuo [Ref. 12: p. 140]

points out that the use of "a virtual circuit approach, in

which routes are selected on a session-by-session basis
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(depending on link utilization and topological connectivity

criteria)" is one method to maintain packet sequencing.

Virtual circuits have another advantage in that once

established, the succeeding packets do not require a complete

packet header because the nodes along the best path have

recorded their slot assignments in routing and slot assign-

ment tables and therefore "know" that, in the case of a

relaying node, packets incoming form the originator-side in

a certain slot should automatically be retransmitted a few

milliseconds later to the best path neighbor in a specific

slot that was reserved when the virtual circuit was

established. The relaying node does the same thing for the

packets in the other half of the conversation, i.e. the

voice packets from the called to the calling Darty.

Additionally, if we use a separate buffer or queue to

temporarily store the voice and data packets as they await

retransmission at relay nodes, then the voice packet queue

may be very small because, according to our algorithm, a

voice packet would never have to wait for more than 1 frame

plus 1 slot duration before being retransmitted. However,

the data packet queue would normally be much larger in order

to hold the many data packets that could accumulate at a

node that is becoming congested.

The algorithm that was developed to simulate the

construction of virtual circuits is Dresented in section III;

however some comments concerning how requirements for voice
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communications would be placed on the proposed packet radio

network are in order here. It is envisioned that a virtual

voice circuit in a packet radio network could be constructed

in much the same way that typical telephone (circuit-switched)

communications are established today. A caller would use a

combination handset and keypad to "dial" the party with whom

voice communications are desired. It see.ms likelv that a

tactical packet radio- network should be able to interface

with the tactical telephone system to provide trunking on an

as required basis, and thus provide telephone subscribers

with the capability to direct-dial any other telephone

subscriber in the integrated wire and packet radio network.

The speaker's voice would be digitized wi-:hin the handset and

then packetized within the local packet 1.adio. In any event,

after the calling party identifies the called party the

packet radios automatically attempt to bilid the virtual

circuit along the best path according to the routing and slot

assignment protocols. The caller is -hen provided with and

audio and/or visual "busy" or "ring" signal. The busy signal

might indicate that the called party was already engaged in

conversation with someone else or that a link along the best

path could not accommodate the assignment of a pair of mutually

available time slots. The calling party would then re-dial

the call at some later time.

Once the virtual circuit is established, either party may

signal the end of the circuit requirement, i.e. "hang up",
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by pressing or releasing a key on the handset or by returning

a telephone handset to its cradle. The packet radios then

automatically break down the virtual circuit from the oarty

who first hung up to the other party. The time recuired to

build or break down a virtual circuit depends, in Dart, on the

slot assignment protocol that is used; however, it seems

reasonable to expect that even multiple-hop circuits can be

built or rebuffed as busy in much less than 1 second.

Established circuits can be broken down very easily because

the slots are already assigned and available to carry an end

of message (EOM) indicator.

In our network the voice communications circuits take

precedence over data communications requirements because of

the requirement that voice communication be real-time. Data

packets are passed one link at a time as slots and channel

capacity are available. The data Dackets are examined for

errors as -..y are received at each node. The reception of a

correct data packet may be acknowledged to the neighbor node

that sent the Dacket. Similarly, a node may request

retransmission of a data packet with detected errors. Once

a correct packet is received, it is placed in a data queue to

await transmission to the next node along the best path to

the addressee. This is known as "store-and-forward" opera-

tion. So the data packets may be thought of as filler traffic

that is transmitted between voice virtual circuits. The

virtual circuits are always built when the required slots are

available.
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It is interesting to note that studies have shown [Ref. 13]

that the average speaker in a two party conversation is only

actively vocalizing approximately 40 percent of the time.

Speakers talk in "talkspurts" of activity secarated by pauses

to breathe and listen. It may therefore be possibLe to send

data packets between the talkspurts of a cor;ersation. A

technique such as this called Time Assignment Speech Inter-

polation (TASI) has been used since 1960 to n-arly double the

usefulness of expensive deep sea telephone cable systems.

[Ref. 14]

D. NETWORK TIMING AND SYNCHRONIZATION

1. Overview

Our packet radio network is designed tD operate

synchronously. Synchronous operation here means that all

nodes in the network use frames that are synchronous in time.

The time duration of any frame (or slot) is te same

every7where in the network thus eliminating :he need for more

capable "gateway" nodes to link sub-networks emploving

different frame/slot structures and timing.

Our network is homogeneous. All nodes are equally

capable. In military parlance it could be said that the

Dacket radios are standardized, interoperable and easily

interchangeable. These are all desirable qualities of a

military communications system because they lead to enhanced

system flexibility and reliability, and serve to reduce the
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obvious vulnerability of a network which employs a few highly

sophisticated nodes, the destruction of which would seriously

degrade network performance.

Although it is possible to simulate our slot assign-

ment algorithm in a network where, at any instant, two

interccnnected nodes may be at the start of different slots,

the recuirement that all the nodes be effectively synchronized

with rEspect to time slots is, in our network, absolute. Our

additicnal requirement that the frames be synchronized is not

unrealistic. It certainly makes the computer simulation

program easier to write and also allows network operation and

program execution to be much more easily traced.

We now consider whether it is technically possible to

synchronize the proposed network in such a way that all

neighboring nodes in the network start the same numbered slot

of a frame at very nearly the same time. The analysis below

is a reasonable first approximation concerning the timing

requirements of our network. The analysis is laced with key

assumptions of how a military integrated voice and data

packet radio network might operate.

2. Analysis

The first matter to be settled is the selection of an

operating frequency. Kane [Ref. 4] suggested that a military

packet radio network should be operated as two sub-networks

with different operating frequencies. He proposed that most

of the packet radios operate at 300 MHz to permit greater
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network connectivity. Kane also recommended that a "back-

bone" sub-network operating at 1.5 GHz be superimposed on the

300 MHz network to provide greater bandwidth and correspond-

ingly greater message carrying capability. This system would

require some type of interface equipment between the two

sub-networks. Additionally, the 1.5 GHz radios needei line-

of-sight (LOS) paths nearly free of vegetation because of the

highly directional and poor foliage penetration properties of

signals at this frequency. On the battlefield this require-

ment means that the backbone terminals would usually be sited

on high ground relatively free of cover where they could be

vulnerable to enemy observation. Therefore, we deci.ded that

our network would operate as if its frequency were atout

300 MHz where LOS paths were less critical and adeauate

connectivity had been demonstrated by Kane.

The analysis that follows is based on the assumption

that our network utilizes delta modulation (DM). Readers;

unfamiliar with DM may wish to consult Reference IS, pp. 539-

546 or Reference 16, pp. 498-506. DM is used extensively

in military communications equipment being developed by the

Joint Tactical Communications Office under the TRI-TAC program.

Delta modulated voice communications are typically

sampled at 16 kilobits per second (16 kbps). If the voice

circuits are operated as "virtual circuits", and if we allow

only one slot per frame to be assigned for the transmission
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or reception of a particular voice circuit, then for a system

with 12 uniform slots per frame the duty cycle for any single

circuit is

Duty Cycle 1/12 0.0833

we assume that each time slot has a duration of 1

millisecond then each twelve slot frame is 12 milliseconds

long.

Each virtual circuit must pass traffic at an overall

rate of 16 kbDs, and since the duty cycle is 0.0833, this

implies that the information in each voice virtual circuit

must be compressed by a factor of twelve. Therefore, in

our twelve slot per frame scheme, the information in each

slot must be passed at a rate of,

(16 kpbs)/(0.0833) (16 kbps)(12) 192 kbps

Thus the bandwidth b of the compressed (lowpass) signal which

will ba used to modulate the PN code sequence is,

b = 132 kbps = 192 kHz

Since each slot is 1 millisecond )ng, each assigned

slot much carry,

(192 kbos)(l ms) 192 bits

of the compressed information.
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Assuming that our network operates spread spectrurm at

a center frequency of approximately 300 MHz, then as a rule of

thumb we could reasonably expect to spread our signal over a

radio frequency (RF) bandwidth W equal to about one half of

one tenth of the operating center frequency. Thus

W = (300 MHz)/(2)(10) 15 MHz

Therefore the PN sequence rate is 15 Mbps and the post

detection processing gain (PG) of the spread spectrum signal

is approximately

PG W/b (15 MHz)/(192 kHz) 78.125 z 18.9 dB

In spread spectrum terminology the bits in the Ini~

rate PN sequence are called "chips", and as discussed earlier,

the chip sequence is modulated by the data to produce ths

spread signal. The chip rate is the same as the bandwidth }d

of the spread signal. The number of :hips L Der moilain

data bit is also given by

L W/b (15 MHz)/(192 kHz) 78.125 chips/bit

In any actual spread spectrunm implementation we would r-quire

a whole number of chips per bit. Therefore we would round off

the result of this calculation to 78 chips per data bit, which

would change slightly the bandwidths and PG calculated above.

In other words, we would select some integral number of chips

per bit that would yield the desired spread spectrum bandwidth

and PG.
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In a military packet radio network we would want to

use the most compac and inexpensive oscillator that would

satisfy our timing requirements. In our proposed packet

radio network we seek to synchronize the timing signal

derived from the local oscillator to within 0.1 chip of the

received chip s trea in order to properly correlate the

received signal. That is, the incoming chip stream must be

synchronized An time with the locally generated reference

PN sequence that is used to remove the effacts of spreading

(i.e. correlate) and reduce the received signal to its

compressed baseband equivalent.

Oscillator nerformance is measured in terms of an

oscillator's short-:erm and long-term stability characteris-

tics. Short-term s:ability refers to the oscillator's

ability to "beat" regularly over a brief period (perhaps 1

second) of time while long-term stability is a measure of

oscillator accuracy measured over a much longer period

(usually hours or days).

Today the oscillators or frequency standards

available commercially fall into two general categories:

quartz devices and atomic frequency standards. The frequency

Droduced by a quartz oscillator is the result of vibrations

originating in the piezoelectric nature of the quartz crystal

itself. The frequency of an atomic standard is derived from
the energy transition between atomic states that is an
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intrinsic characteristic of the atom involved. Scme i:a!

values for oscillator and frequency standard stability are

given in References 17 and 18.

Atomic frequency standards have very good long-term

stability and slightly poorer short-term stability. In

contrast, quartz oscillators have very good short-term

staDility but drift in frequency over the long-term. in

further contrast, the operating frequencies of quarts oscil-

lators range in value from 0.1 to 100 MHz while the atomic

standards resonate at much higher frequencies in t "e range or

6.8 to 9.2 'Hz, and quartz oscillators are generally smaller,

lighter, require less power to operate, and cost nuch less

than atomic frequency standards [Ref. 17]. Therefore we

would prefer to use crystal oscillators if at all possible.

We must now decide what degree of stability is

required for the oscillators in our network. Once this is

decided we will be in a oosition to determine whether or nct

our proposed network is physically and economically real-al.

If we let the oscillator frequency be ten tries the

chip rate then,

Oscillator Frequency = (10)(lS MHz) 150 MHz

The careful reader will note that we said crvstal oscillators

have a frequency limit of 100 MHz. However, recent develop-

ments in crystal oscillator technology have extended the
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operating range to 300 MHz for "standard type" and up to 1 GHz

for "custom-designed type" oscillators [Ref. 18].

Then in one of our 12 ms frames there will be

Oscillations per Frame (150 MHz)(0.012 se: )

1.8 x I6

beats of our oscillator in each frame. If we were able to

resynchronize our oscilla--or once each frame, then we would

require an oscillator with a short-term stability of about

Short-Term Stability 1/(1.8 x 106) 5.56 x 10 -

or, said another way, a s-:ability of about six beats in every

7
1 x 10 beats of te oscillator. Direct extension of this

result leads to the development of the information applicable

to our network oreserted in Table I.

Typical crystal oscillators have short-term stability

of about 1.5 -.c -
l over 0.01 seconds and 1 x 101 over

100 seconds with lcng-term stabilities on the order of

-10
5 x o0 over a twenty-four hour period [Ref. 17]. The new

"standard type" quartz oscillators offer even better short-

-10 -12
term stabilities Df 1 x 10 to 1 x 10 over l second

[Ref. 18].

It appears as though our network would require

occasional global resynchronization with a master clock. We

would prefer to perform this global resynchronization as

infrequently as possible to keep the network management and
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overhead traffic at a minimum. The method by which global

resynchronization can best be accomplished has not been

studied as a Dart of this thesis. However, it seems

reasonable to perform this function during and in

conjunction with the best path update cycles.

TABLE I Short-Term Stability Requirements

Resynchronization Resynchronization Short-Term

* Period Rate Stability Required

0.012 sec Once per frame 5.56 x 0- 7

0.120 sec Once per 10 frames 5.56 x 10-

1.200 sec Once per 100 frames 5.56 x 1010

12.00 sec Once per 1000 frames 5.56 x i0-

* 120.0 sec Once per 10000 frames 5.56 x 1011

Utilizing a conservative crystal oscillator short-

term stability estimate of 1 x 10- 10 and interpolating from

Table I we see that resynchronization is only required about

once every six seconds. This is close to the update periods

studied in later sections of this thesis. Thus is it

reasonable to conclude that timing and synchronization should

be achievable in our proposed network with crystal oscillators.
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III. A PROPOSED IDMA TIME SLOT
ASSIGNNENT ALGORITHM

A. ASSUMPTIONS

As our hypothetical network model was developed and

refined, it was necessary zo make several key assumptions

concerning the way in which a military packet radio network

might someday operate. The most important assumptions are

discussed in the following paragraphs.

The modeled network is shown in Figure 1. In designing

our test network we sought to devise a network that was simple

to implement and large enough to generate the dynamic con-

ditions that might be encountered in an actual packet radio

network. The test network contains thirteen nodes and

thirty links, and can be called "richly connected". The

network connectivity was aszumed to be static. No nodes were

permitted to join or leave the network and all of the links

were assumed to remain intact fcr the duration of the

simulation. The nodes were assumed to be located approxi-

mately 3 kilometers to 6 kilometers apart. Therefore

propatation delays would be on the order of 10 to 20

microseconds and were regarded as neligible.

The results of the analysis presented earlier in this

reDort allowed us to assume that timing and synchronization
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Figure 1 Test Network

could be achieved in our network. Additionally, we assumed

that the noise and interference characteristics of the

channel were such that intelligible voice communications

could always be effected (subject, of course, to link, node,

and slot availability).

Our network was presumed to be heterogeneous, that is,

capable of accommodating both real-time voice messages and

data traffic. Bond's work [Ref. 3: pp. 24-46] included an

analysis of voice and data traffic requirements based on

historical data of a Marine Amphibious Force (MAF) deployed
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in Vietnam. He used this data and the information contained

in a recent Marine Corps Tactical Systems Support Activity

(MCTSSA) study [Ref. 19] to conclude that, in the future,

voice radio communications within a MAE will be "the major

contributor to network loading". Since we decided to use

virtual circuits for voice messages an. the store-and-forward

technique for data packets, and since we assumed that the

volume of voice traffic would greatly exceed the total amount

of data traffic, it was decided to restrict our simulation to

studying only the effects of using virt:ual circuits. There-

fore, the simulated flow of data packets was omitted from

our study. If we consider that data packets can be buffered

in queues within the nodes and sent when channel capacity is

available (either between virtual circuit requirements and/or

in the interstices between talksDurts of an established

virtual circuit), then it is reasonable to assume that our

network could also easily process a relatively light load of

data packets.

All links were assumed to be bidirectional and both halves

of a conversation were carried by -:he same link or series of

links.

Hobbs work [Ref. 5: pp. 20-24] included a study of the

link equations for a prototype tactical packet radio network

laid out in central Europe. His networks have characteristics

and features that are similar to the network we develoDed,

Hobbs concluded that for a typical network, with the packet
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radios utilizing omnidirectional antennas, it is possible to

establish a communications network with enough alternate

routes to provide reliable operation using links whose loss

(i.e. attenuation) does not exceed approximately 141 dB.

Hobbs also found that the best path in his network layout

had an attenuation of 81 dB. Thus it is reasonable to model

our network with link losses that range in value from

approximately 81 dB to 141 dB. We assigned a randomly

selected attenuation in this range to each of the thirty

links in our network. These link attenuations are contained

in Appendix A.

We now postulate several basic operating rules for our

packet radio network. First, a node may either transmit or

receive in a slot but may not do both simultaneously, because

when a node transmits, the transmitted signal effectively

jams any signal that the node is attempting to receive. We

also assunmdthat each node was"listening" for inter-nodal

service messages in any slot in which it was not transmitting.

Second, since CDMA operation was assumed, all nodes could

receive packets from more than one neighbor simultaneously.

How many packets could be received at once, i.e. the "deDth"

to which the nodes could "stack" the receive signals, was a

program input parameter.

Finally, in order to make the simulation more manageable,

we assumed all of the nodes in the network had instantaneous

and global knowledge of all link and node weights whenever
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a best path update was performed. This is an admitted

artificiality, because in any actual packet radio netwcom:

that utilizes dynamic routing there would have to be some

type of update or network management protocol in operation

to modify weights and generate and process update messages.

It was beyond the scope of this thesis to devise or test

an update scheme.

It is worth noting, however, that the ARPANET, a packet

network designed and managed by the Defense Advanced Research

Projects Agency (DARPA) of the DOD, utilizes a dynamic

routing update protocol that has produced very good results

[Ref. 20: pp. 226-2311. The topic of passing routing

information in a distributed packet radio network is =i

subject of current research.

B. THE DIJKSTRA SHORTEST PATH ALGORITHM

Determination of the "shortest path" between any Dair of

nodes in a weighted graph is a classic problem that has been

studied by mathematicians and graph theorists. As previoisly

mentioned, this problem is directly applicable to

communications networks.

Many algorithms have been developed to find the minimum

weight path connecting a pair of specified nodes. The

Bibliography of this report lists several textbooks that

discuss the most popular shortest path algorithms.
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The algorithms are usually very easy to implement on a

computer. However, depending on the size, connectivity, and

traffic flow constraints of the network, some of the algorithms

may require very long computer execution times. Therefore

several "heuristic" algorithms have also been developed.

These algorithms generally prcvide sub-optimum solutions with

much less computational effort.

Research by Gallager [Ref. 21] has proven that the paths

in a minimum distance (optimum) solution, for a network with

link weights greater, than zero, is loop free. Although any

optimum solution must be loop free, not every loop free

solution is optimum. Therefore we sought an algorithm that

was computa.-ionally easy and that would yield an optimum

solution, thus prov:.ding efficient operation and loop free

path assignments.

We selected an algorithm first described by Dijkstra

[Ref. 22] for implementation on our network. The Dijkstra

algorithm is basically a "tree growing" procedure wherein we

substitute links, as required, into Daths from every node to

every other node on successive iterations of the algorithm.

Each node must rZnow the network topology and all of the link

distances. The algorithm iterates until all of the minimum

distance paths have been identified, that is, until we make

a pass through the algorithm without making a change to the

entries in the cumulative "distance" and "best path neighbor"

routing tables.
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If we let d.. represent the distance from node i t;

j, then the actual operation of Dijkstra algorithm can be

described as the successive calculation of

d.. min[d.. or min(dk + dk)]

1]ij k ik kj

for each pair of nodes in the network.

The actual operation of the Dijkstra algorithm is best

explained by example. Given the small network and initial

distance and best path neighbor routing table in Figure 2,

we shall demonstrate how the Dijkstra algorithm can be used

to obtain the best path neighbor assignments. lNodes may be

numbered or lettered. Here they are lettered to avoid

confusion with the link distances.

The network of Figure 2 has five nodes lettered A thro;:gh

E and seven bidirectional links. The number beside each .i k

represents the "distance" of that link. As discussed earlier,

the link distance is not necessarily the physical distance

between the nodes but rather is any positive number

representing the cost of using that link. Although the

algorithm may be used to find the minimum distance paths in

networks with unidirectional, bidirectional, or a combination

of unidirectional and bidirectional links having different

link distances, we have for simplicity in our example assigned

one distance for each link. That is to say, the distance

between any pair of nodes on a direct link is the same in

either direction.
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Initial Best Path Neighbor Initial Distance

From A B C 0 1 Frm A B C D E

A - B C E A - 7 3 4

B A - E B 7 - 1

C - A - , - D E C 3 - '4 6

D - C - E D ' 4 - 1

m4

E A B4C D - E 4

Figure 2 Dijkstra Algorithm Example
Network and Associated Tables

The initial best path neighbor and initial distance

matrices contain only the neighbors and distances associated

with the direct links. Note that the distance between nodes

4 that are not directly connected is initially set to =, and

that the best path neighborsfor these node pairs are

unassigned.
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Beginning with node A, observe that a direct link :

with node B and that the distance from node A to node B is 7.

We shall follow the notation A/B/7 (used by Lengerich [Ref. 81)

*i! as a convenient means of describing the path and its dis-

tance. According to the algorithm, we next examine every

other path from node A to node B to determine if a channel

value less than 7 can be found. First consider the oath

A/C/3 + C/B/- which represents the two hop path A/C/B/-

*! from node A to node C and then from node C to node B. Since

the path from node C to node B has not yet been determined,

the weight of this two hop path is infinite. The A/C/B/-

path therefore is rejected and no changes are made to the

best path or distance tables. Next the A/D/ + D/B/- -

A/D/B/- path is considered and subsequently rejected

because it also has an infinite distance. Finally the

A/E/4 + E/B/ = A/E/B/5 path is examined and adopted as the

tentative new best path from node A to node B because the

new resultant cumulative distance of 5 is less than the direct

oath distance of 7. The best path and distance tables must

now be modified to reflect that node A's best oath neighbor

to node B is node E, and that the total path distance via

node E is 5.

Next we look for cumulative distance paths from node A to

node C which are lower than the direct link A/C/3. We

consider the paths A/B/S + B/C/ 
= A/B/C/-, A/D/ + D/C/4 =

A/D/C/, and A/E/4 + E/C/6 A/E/C/10 and reject all of these

paths.
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Next we seek a tentative best path from node A to node D.

There is no direct link between these nodes so the A/D/- path

initially has an infinite distance. We consider the path

A/B/6 + B/D/- = A/B/D/a and reject this path because if its

infinite total distance. The A/C/3 + C/D/4 = A/C/D/7 is next

studied and adopted as the new tentative best path with the

tables modified accordingly. ThErefore we are now looking

for a path with a cumulative distance less than 7. The next

path we consider, A/E/4 + E/D/l A/E/D/5 with a cumulative

distance of 5 is just such a path and is therefore adopted as

the new best path from node A to node D, and the table entries

for A to D are modified to show I:hat node E is the best oath

neighbor and that the distanoe of this path is 5.

The procedure outlined above is continued and at the end

of the first pass through the tables the best path neighbors

and distances are as shown in Figure 3.

Best Path Neighbor Distance
*To To

Fro From A B C D '

A - E C E E A - 5 3 5 4

B F - E F F B 5 - 7 2 1

C A E - D D C 3 7 - 4 5

D E E C - E D 5 2 4 - I

E A B D D - E 4 1 5 -

Figure 3 Dijkstra Algorithm Example Table
Values After the First Pass
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Since changes were made to the tables during the first

pass, we must now make a second pass through the tables to

see if the changes made during the first path will permit

still better path assignments. We make two changes during

the second pass through the distance table, both associated

with the path between nodes B and C.

During the second pass there are no changes until we seek

a path from node B to node C with a cumulative distance less

than the value of 7 (via node E) obtained on the first pass.

The path B/D/2 + D/C/4 is really the path (B/E/1 + E/D/l) +

D/C/4 = (B/E/D/2) + D/C/4 = B/E/D/C/6, which is a three hop

path where the path shown in parentheses is a two hop path

identified during the first pass. The distance of 6

corresponding to the newly identified three top path is less

than the distance value 7 obtained earlier, so we modify the

distance table accordingly. Note however that node B's best

path neighbor assignment is still node E.

Later during the second pass we discover a similar change

to the path from node C to node B. Considering the path

C/D/4 + D/B/2, which is really the path C/D/4 + (D/E/! +

E/B/l) = C/D/4 + (D/E/B/2) = C/D/E/B/6 (where once again the

path in parentheses is the two hop path identified during the

first pass), we obtain a lower three hop path distance of

value 7. Now, however, we must modify both the best path

neighbor and distance matrices because C's best Dath neighbor

has changes from node E to node D.
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There are no more changes during the second pass, and

after the second pass the best path neighbor and distance

tables are as shown in Figure 4.

Best Path Neighbor Distance
To

FROM A B C D E From A B C D E

UA - E C E E A - 5 3 5 4

B E E E E B 5 - 6 2 1

C A - D D C 3 6 - 4 5

D E E C - E D 5 2 4 - 1

E A B D D - B 4 1 5 1 -

Figure 4 Dijkstra Algoric:hm Example Table
Values After the Second Pass

Since there were changes durinT the second pass, a third

pass through the tables is now required. We make no more

changes during the third pass, so the algorithm terminates and

we adopt as final the best path neighbor assignments contained

in Figure 4.

Each node now need only know which neighboring node is

its best path neighbor to every other node. In our network

implementation we continue to route each existing virtual

circuit to the best path neighbor (i.e. over the same path)
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that existed when the virtual circuit was established.

However any new virtual circuits and all data packet are now

sent according to the updated best path neighbor assignments

until such time as the Dijkstra algorithm is again invoked.

Depending on the network topology, node mobility, and the

function used to determine link distances, the shortest

paths will change over time.

The routing information and assignments produced by the

periodic execution of the Dijkstra algorithm as described

above actually provides for "quasi-static", rather than

truly "dynamic", routing because the best path neighbor

assignments are held constant between updates. The link

distances may change several times between updates and

therefore truly dynamic routing would require that an update

be performed each time a link distance is changed, which is

clearly impractical in a network with more than a few nodes

or in any network where the traffic volume and flow changes

rapidly. If the period of time between updates is relatively

short (perhaps on the order of 1 to 5 seconds) with respect

to anticipated significant changes to the link distances,

then it is reasonable to expect that quasi-static routing

should Derform nearly as well as truly dynamic routing. It

* is not uncommon to find quasi-static routing referred to as

dynamic routing in the literature.
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C. THE PROPOSED TIME SLOT ASSIGNMENT ALGORITHM

1. Design Goals

We are now ready to discuss the Time slot assignment
algorithm we have devel]ped for a military paket radio

network. Our design objectives are discussed briefly in the

next several paragraphs.

We sought to devise a scheme that would use CDMA to

allow two or more received signals to be "stazked" and

simultaneously recieved in one time slot, thereby conserving

empty slots (and channel capacity) and allowing greater

throughput under conditions of heavy network loading.

Additionally, we sought a slot assignment scheme

which would distribute the transmit signals across all slots

of a frame as uniformly as possible over the network as a

whole. This should maintain the overall radiated energy of

the network at a relatively constant level over any frame

(or short series of frames) and should also held to minimize

the amount of mutual interference.

The use of a dedicated "service slot" to carry net-

work management and virtual circuit coorlination traffic was

considered initially but later rejected as an inefficient

allocation of channel capacity. We decided to design the

algorithm in such a manner that inter-nodal communications

coordination traffic is passed in any of the available slots.

A desirable algorithm should attempt to service all

offered voice traffic, and the simulation program should take
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into account and realistically model the delays encountered

in an actual packet radio network. Although propagation

delays were considered to be negligible, other time delays

* .jsuzh as the time to process a packet and the time a processed

packet must wait until being retransmitted were modeled in

the simulation program.

Finally, we desired a slot selection algorithm that

was easy to implement and compatible with the Dijkstra dynamic

routing algorithm. This was not a problem. Our proposed

time slot assignment algorithm should work well with any

dynamic routing scheme and will detect looping and

backtracking caused by changes to the best path neighbor

assignments during the construction of virtual circuits.

2. The Algorithm Explained

The basic premise of our time slot assignment

algorithm is that the nodes should seek to conserve their

urassigned slots by stacking the received signals whenever

possible to some maximum depth in a minimum of slots. The

stacking depth is a simulation program input parameter,

however we require that all nodes always be able to receive

onesignal more than the assigned stacking depth. This

requirement is necessitated by the fact that we have assumed

PO that a node may always receive a communications coordination

message from a neighbor in any slot in which it is not

already transmitting.
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Since every node is "listening" to its neighbors in

any slot in which it is not already transmitting, a node may

know a lot about its neighboring nodes' transmit slct

assignments. It will not, however, know which slot or slots

a neighbor is already using to receive. Therefore cur

algorithm uses brief single packet messages to coordinate

assignment of the time slots. We let the node that is being

called select and assign the slot in which it will receive

a virtual circuit. A node makes a receive slot assignment

based on the information in the calling node's coordination

message and a knowledge of its present slot assignments. The

requirement for neighbor nodes to exchange ccmmunica.tions

coordination messages is the reason for our earlier

requirement that all links be bidirectional.

As with the Dijkstra algorithm already discussed, it

is easiest to explain our time slot assignment algorithm with

an examDle. We assume that our network is composed of five

numbered nodes with the best path neighbor inf:rmation and

slot assignments as shown in Figure 5. Note that this

example network uses four slots per frame rather than the

twelve slots per frame scheme which was actually studied.

However, four slots per frame is sufficient to demonstrate

the operation of the algorithm.

We shall assume that the best path neighbor assignments

will remain as shown in Figure 5 for the duration of the

simulation and that we seek to stack the receive signals
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Time Slot Assignment Tables

Node 11 I I Islot
1o Best Path Neighbor 1 2 3 '

Frcm 1 2 3 '4 5 Node 2 JR-5 I T-51 slot

2- 3 3 5 1 2 I

- - --

3 5 2 -A4 5 Node 4aslot

1 2 3 4
24 5 3 3 - 5

- Node 51 IT21 [ R-2s lot
5 1 2 3 4 - ' 2 ' 3 ' 414

Figure 5 Time Slot Assignment Algorithm: Example
Network and Associated Information
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three deep (i.e. receive up to three signals simultaneously)

when possible. We have adopted the notation T-3 and R-3

to signify that a slot is used to transmit to node 3 or to

receive from node 3 respectively.

Before we start our example we see from the Time S:.ot

Assignment: Tables in Figure 5 that there is already a single

hop virtual circuit established and actively carrying voice

traffic between nodes 2 and 5. Node 2 is transmittina! to node

5 in slot 4 and receiving from node 5 in slot 2. Siiri7arl',

node 5 is transmitting to node 2 in slot 2 and receiv.ng

from node 2 in slot 4.

We now begin the example by assuming that we are late

in slot 1 when a caller at node 1 dials or somehow id'-ntifLes

a requirement to speak with someone at node 3. The packet

radio that is node 1 recognizes the requirement for a virtial

circuit and consults its best path neighbor table. Node 1

finds that its best path neighbor for all traffic destined

for node 3 is node 5, and prepares an "initial request for

service" (IRFS) message for transmission to node 5, but by

now the whole network has just entered slot 2. Node I has

been listening and knows that node 2 transmits in s t a and

that node 5 (the node with which it must now communicate) is

transmitting in slot 2. Since our rules prohibit a node from

simultaneously transmitting and receiving, node 1 must wait

and transmit the IRFS to node 5 in slot 3.
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Node 5 receives node l's single packet IRFS message

in slot 3, consilts its time slot assignment table, and sees

that its slots would best be conserved if it could receive

node l's transmissions in slot 4 (i.e. in the slot already

used to receive transmissions from node 2). Node l's IRFS

included information concerning its present slot assignments,

so node 5 knows that node 1 is able to transmit in slot 4.

Therefore node 5 assigns slot 4 as the slot in which node 1

will transmit and node 5 will receive. Node 5 now prepares

a "resDonse request for service" (RRFS) message for trans-

mission ba:k to node l, but because of the time required to

process the IRFS the network is in slot 4 and node 5 must

wait until 3lot 1 of the next frame to send its RRFS back

to node 1.

Node 1 receives node 5's RRFS in slot 1 and sees that

it has been directed by node 5 to transmit in slot 4. Node 1

will now record this slot assignment and then, with the help

of the slot assignment information provided in the RRFS,

select a slot in which it will receive from node 5. Since

node 1 has no other receive slots assigned but knows from

the RRFS that node 5 is already transmitting in slot 2, node 1

may select either slot 1 or 3 for use in receiving from node

5. We shall assume that node 1 selects slot 3 as the receive

slot. Node 1 records this assignment in its time slot

assignment table and prepared a "final assignment notice"

(FAN) message for transmission to node 5. *The time required
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to process the RRFS, select a receive slot, and produce rhe

FAN message means that the network is now in slot 2. ?ode i

now identifies the next slot which it may use to send the FAN

to node 5. As with the IRFS this is slot 3. Note that

node 1 could use its assigned transmit slot (slot 4) to carry

the FAN if there were no available slots occurring earlier.

Node 5 receives node l's FAN in slot 3 and records

that node 1 has directed it to transmit in slot 3. The time

slot assignment tables for nodes 1 and 5 now appear as shown

in Figure 6. The nodes have now constructed one hop of the

virtual circuit. Node 5 now starts building the next hoo or

the circuit.

Time Slot Assignment Tables

Node 1 I IR-5T-5 slotC
1 2 3 4

Node 5 T-2jT-1 R-2 1slot

1 2 3 4

Figure 6 Time Slot Assignment Algorithm Example -

Time Slot Assignments for Nodes 1 and 5
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Node 5 knows that the virtual circuit addressee is

node 3, so node 5 checks its best path neighbor table and

sees that its best pa-:h neighbor to node 3 is node 3. The

network is well into slot 4 by the time node 5 Drepares an

IRFS for transmission to node 3. Therefore node 5 waits

until slot 1 (its nea:rest and only remaining unassigned slot)

of the next frame to zransmit its IRFS. Node 5 has been

listening in slot 1 and knows that node 3 is not transmitting

in this slot.

Node 3 receives and processes node 5's IRFS and

determines that it mu3t tell node 5 to transmit in slot 1

since this is node 5'3 only remaining free slot. Fortunately

node 3's slot 1 i3 no already assigned as a transmit slot,

nor is it receiving a maximum number of receive signals, or

else our circuit requirement would have had to be rebuffed

and the slot assignments associated with the first hop

removed from the slot assignment tables at nodes 1 and S.

Node 3 record3 that it will receive from node 5 in

slot 1 and preDares an RRFS for transmission in the next

mutually available slot, which node 3 identifies as slot 4.

By now the network is in slot 2 so node 3 must wait until

the start of slot 4 to send its RRFS.

Node 5 receives the RRFS from node 3 in slot 4,

records that it will transmit to node 3 in s',:t 1, and after

application of the time slot assignment algorithm decides
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that it must receive from node 3 in slot 4. Node 5 now

records this decision and also makes appropriate stran-over

records, both for the purpose of effecting automatic

retransmission of the traffic on this virtual circuit and

also to facilitate the orderly and efficient breakdown of

this circuit at a later date. Node 5 records that all

traffic received from node 1 in slot 4 should automatically

be retransmitted to node 3 in slot 1. Similarly, the

traffic received from node 3 in slot 4 should be retransmitted

to node 1 in slot 3.

The network is in slot 1 by the time node 5 completes

all of the processing outlined above and drafts a FAN for

transmission to node 3. Therefore node 5 must wait until

slot 1 of the next frame to pass its FAN to node 3.

Node 3 receives node 5's FAN and records that it has

been directed by node 5 to transmit in slot 4. The time slot

assignment tables for nodes 1, 3, and 5 n~-w appear as shown in

Figure 7. Node 3 recognizes that it is the addressee for this

circuit and sends a ring signal (or some other indication that

an incoming call has been received) to a local subscriber or

switchboard. Node 3 should also send a service message back

to the originator over the circuit just established to let

the calling party know that the virtual circuit has been

constructed.

The virtual circuit between nodes 1 and 3 has now been

established. Note that node 5 is saturated. It has no
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Time Slot Assignment Tables

Node 1 1 2 T- slLjot

2 3 4

Node 3 R-5 1T151lot
1 2 3 4

R-1

Node 5 T-3 T-2 T-1 R-2 slot

1 2 3 4

Figure 7 Time Slot Assignment Algorithm Example -
Final :ine Slot Assignments for Nodes ,

3, and 5

unassigned slots and is receiving a maximum of three signals

in its one receive slot. Assuming that there are no changes

to the network between now and the next best path update

cycle, the calculation of the distances for node 5's direct

links should yield large values of distance, so that the new

best paths are selected in such a way that future circuit

requirements not originated at or addressed to node 5 are routed

over the three links connecting nodes 1 and 2, 2 and 3, and
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3 and 4. Node 5 should be avoided since all calls to node

5 will be rebuffed until one or both of the virtual circuits

presently active at node 5 are disestablished.

It should now be clear to the reader that increasing

the number of time slots per frame or increasing the maximum

allowable receive signal stacking depth can have a signifi-

cant impact on the overall message throughput. Equally

obvious is the fact that, according to our rules, no node

will ever be able to stack receive signals to a depth greater

than the number of nodes it claims as neighbors.
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IV. THE COMP T ER SIMJLATION PROGRAM

A. COMPUTER LANGUAGE AND RESOURCES

The simulation program was written in the SIMSCRIPT 11.5

programming language. The SIMSCR-PT language is versatile and

has many features that make it well suited for discrete-event

simulations. The language is relatively easy to use and

SIMSCRIPT programs are (with a li-tle practice) easy to read

because the program statements are written in an approximation

to simple English. The read and write statements may be

"free-form" or formatted, and errors Droduce excellent

diagnostic messages.

The simulation program was executed on the NPS IBM 3033

computer, running SIMSCRIPT I1.5 version 9.0.

B. PACKET RADIO NETWORK SIMULATION PROGRAM

The simulation program has a modular design. In addition

to the "preamble" and "main" orogram, there are nine "events"

and eight "routines". SIMSCRIPT routines are basically the

same as subroutines in other programming languages. Each

routine performs a specific function and may be called by the

main program, other routines, or any event anytime during the

simulation. Events differ from routines in that events are

"scheduled" rather than called. The main program and any

event or routine may schedule any event to occur at the
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present time or some future point in time. (References to

time in this section of the report refer to the modeled

simulation time maintained by the computer's simulation

clock during program execution.)

Copies of the simulation program and a sample data set

are appended to this thesis. The program contains ample

comments and each event and routine carries a header of

comments to help explain its purpose and function.

1. Distance Calculations

A distance (i.e. cost) function is used to calculate

the link distances, which are then used by the routing

algorithm to determine the best paths. The distance func-

tion may consider path attenuation, link and node congestion,

packet delay time, queue length, etc. The distance function

will normally consider and attempt to interrelate several

of these parameters in order to produce distances which,

when operated on by the dynamic routing protocol, produce

desirable path assignments.

Kuo [Ref. 12: D. 163] states that: "There is no

universally optimal routing strategy". If delay is important

in a particular network, then the distance function should

produce weights that assure route selections which avoid

Dockets of local congestion. If the amount of radiated energy

is important, then the distance function should produce

weights which will yield least-energy routing.
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We think of adaptive routing as a congestion avoidance

mechanism. However, Kuo [Ref. 12: p. 201 also points out

that this is only true if the congestion is local. If the

congestion is a symptom of excessive traffic entering the

i .entire network, then dynamic routing just serves to spread

the congestion. Networks use flow control procedures to

regulate the amount of traffic entering -:he communications

network. Flow control procedures are no-: discussed in this

thesis.

The distance function in cur simulation is composed

of two principal computations, that is, each complete "link

distance" is obtained by adding a "node weight" and a "link

weight".

The link weight is solely a function of the link

attenuation. As previously mentioned, each of the thirty

links was assigned an attenuation betwee-i 81 dB and 141 dB.

The program assigned each link attenuation to one of 128

"link weight bins". The links were assigned to the bins

according to a geometric distribution. The lowest attenuation

link was assigned to bin number I, ,riile the highest

attenuation link was assigned to bin number 128. The

remaining links were interspersed in the other bins. The

attenuation bin assignments are contained in the appended

Sample Input Data.

The link weight is obtained by identifying which

bin the link is in. We use the link's bin number as its link
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weight. For example, the link in bin number 60 has a link

weight of 60. Thus, the link weights range in value from

1 to 128, with the majority of links assigned to the lower

numbered bins because of the geometric link distribution.

The "node weight" is more difficult to obtain. It

is primarily a function of how busy the nodes at each end of

the link are. Each node compares the number of its slots in

current use with that of its neighbors. The busier of the

two nodes on each link sets the node weight for that link.

The detailed method used to determine the degree of

node activity is presented in the "Compute Current Distances"

routine of the appended simulation program. Once obtained,

the level of node activity for each link is scaled linearly

to fall in one of 128 "node weight bins". A pair of neighbor

nodes which have no slot assignments (i.e. zero activity)

will identify with bin number 1, while if one or both

neighbors are saturated (as explained earlier) then the link

between this pair of nodes identifies with node weight bin

number 128.

Once a node weight bin is identified the actual node

weight contained in that bin is added to the link weight to

produce the total overall link distance which is then used

by the Dijkstra dynamic routing event.

The node weight bin values may range in value from

0 in bin number 1 to 1024 in bin number 128. These bin values
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are determined and assigned during program initialization

according to input parameters which determine -:he "break

po int".

The break point is used to change the weighting of

the node distance as the nodes become more act:Lve. See

Figure 8. The break point consists of two coordinate

1024

/11/
>

S- Break Point
int z0

256

128

64

0
1 32 64 96 128

BIN NUMBER

Figure 8 Node Weight Bin Values and the Break Points
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parameters. The first coordinate identifies the bin and the

second coordinate identifies the bin value at which the incre-

ment between adjacent bins changes. The use of the break

point allows us to encourage the use of low activity nodes,

and to discourage the use of nodes approaching saturation by

assigning correspondingly low or high node weights.

Note that the bin values are actually assigned in

monotonically increasing descrete increments. For example,

use of the (96,256) break point results in an increment of

2.67 between each adjacent bin over bins 1 to 96. Bin 96 has

a value of 256. The value of each successive bin is then

incremented by 24.0 units of weight. Bin 128 has a value of

1-024.

2. Program Parameters

The program was run using more than one hundred

combinations of parameters.

All simulations were made with the same random number

generator seed numbers. Therefore all simulations attempted

to build the same virtual circuits, in the same order, and

with the same time delay between circuit requirements.

The link weights were the same and constant for all

simulations. However the node weights varied between

simulations, depending on the break point used.

All simulations were run for 300 seconds of simulation

time. There were no circuits in effect when each simulation

began, and we observed that our network could accommodate
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approximately twenty circuits when the mean call duration was

10 seconds. By 30 seconds into the simulation the ne-:work

had attempted to establish approximately sixty circui:s and

had performed between six and fifteen best path updat(

calculations. Accordingly, we presumed that the network

reached its statistical steady-state operating ccidition by

30 seconds into the simulation. At this Doint in each

simulation the appropriate counters were therefcre re-

initialized to remove the effect of the start uy0 tran:sient

from the overall simulation statistics.

All time slots were 1 millisecond long and inter-

mediate results were printed every 15 seconds. A much larger

and more complete report was printed at the end of ea:h

simulation.

New virtual circuit requirements were genarated

according to an exponential distribution function with a mean

value of 0.5 seconds. The simulation was 300 seconds long,

and we observed that 590 virtual circuits were attemDted

during each simulation.

Virtual circuits, once established, remained in

effect for a time duration also selected from an exponential

distribution function. The mean value of this function was

an input parameter. Three values were studied: 2, 5, and

10 seconds.

Three dynamic routing update periods were also studied.

This parameter was assigned a value oj _, 3, or 5 seconds.
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The receive signal stacking depth was assigned values

between one and four.

Finally, three node weight break points were studied.

These oints were (96,64), (96,128), and (96,256).
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V. CONCLUSIONS AND RECOMMENDATIONS
TR FURTHER STUDY

A. GENERAL

The time slot assignment algorithm was simulated both on

a network emDloying dynamic (i.e. quasi-static) routing and

on a network with static best path routing (that is, on a

network where the best path neighbor assignments were held

constant for the duration of the simulation). The static

best path assignments were assigned manually and followed a

least-hoD routing strategy. All simulations, both staric

and dynamic, were made on the richly connected symmetri:

network presented earlier in Figure 1. It was not tco

difficult, due to the geometry of the network, to manually

produce a static best path neighbor matrix which distribute"

the link and node usage approximately evenly over the network.

The static best path neighbor assignments are contained in

Appendix B. Virtual circuits built using static best oath

assignments were never longer than three hops, while some

virtual circuits constructed during simulations emDloying

dynamic routing were observed to make as many as seven hops,

depending on the break point selected for the node weight

portion of the distance calculation.
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B. RESULTS AND OBSERVATIONS

1. General

Several tables of results are contained in ADDendix

. C. The tables are crowded, but they are identical in format

and the reader should have little difficulty reading them.

* In the discussion that follows we identify the general trends

revealed in the simulation results.

a. Percentage of Circuits Established

It comes as no surprise that, when all of the

other oarameterE are held constant, a greater percentage of

calls can be established as we:

1) increase the allowable receive signal stacking depth,

2) decrease the mean duration of an established circuit,
oil

3) decrease the period between (i.e. increase the

freruency of) the best path update cycles.

The results in Table C-1 show that decreasing the

mean duration of a circuit has the greatest effect on the

percentage of circuits that are established. Decreasing the

average call duration from 10 seconds to 2 seconds generally

resuitsin ac:0 to 70 percent improvement in the number of

circuits established for both static and dynamic routing.

In the case of dynamic routing, we see that

reducing the update period almost always results in a small

(2 to 5 percent) improvement in the number of circuits

established. This is because more frequent updates allow

the heavily utilized nodes to be identified before they
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reach saturation, so that future traffic may be routed

through nodes with lower levels of utili::tion.

The data shows that increasing the slot stac.ing

depth improves the percentage of circuits established.

However, we note that the largest improvement with respect to

this parameter is obtained by increasing the slot stacking

depth from one to two. The number of circuits established

generally continues to increase as the stacking depth is

increased. However, the improvement is at a lower rate.

We see that as the ordinate of the break DoInt is

*increased from 64 to 128 and then to 256, the percentage of

* established circuits tends to increase (when all other

parameters are held constant). This can be exD!aineO by The

fact that the (96,256) break point encourages the use of Less

busy nodes at the expense of using higher attenuation (i.e.

higher energy) links. In contrast, the (96,64) break point

appears to encourage the use of the lower attenuation i-n!

until the nodes on those links approach roughly 80 nercen.t

of saturation, The results in Table C-S support this

observation.

Table C-5 may also be used to explain why a

greater percentage of circuits are established with static

* routing. The least-hop static routing uses all links

approximately equally, regardless of the link attenuation

or level of activity at the nodes on a oath. The average

* energy for circuits built according to the static routing

31
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scheme is almost always much higher than for the average

circuit constructed with dynamic routing. Note also that a

circuit built with the static least-hop routing strategy

never uses more nodal assets (i.e. total slots) than does a

dynamically routed circuit. Therefore, static least-hoD

routing conserves capacity throughout the network, and this,

in turn, usually allows for a greater number of circuits to

be active at any one time.

b. Average Number of Active Circuits

Table C-2 contains statistics concerning the

average number of virtual circuits active at any one time

during the simulati:n fcr the parameters shown. Trends in

this table are difficult to identify, however, because the

values in some of the cclumns are nearly identical.

If the average percentage of circuits established

for one set of parameters is greater (or less) than the

percentage established for another set of parameters, then we

would expect that the average number of circuits active for

that scheme should also be greater (or less) than the average

number of circuits active for the other scheme. Thus we would

exDect that the values in this table should trend along the

same lines as the values in Table C-l, and this is generally

* the case. For example, we see that increasing the slot

stacking depth increases the average number of active circuits

in proportion to the increase in the corresponding values in

Table C-1.
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A final point worth noting about the values in

Table C-2 is that as the average call duration is decreased

from 10 seconds to 2 seconds, the average number of circuits

active at any one time decreases from approximately 13 to

about 3.7. It is therefore not surprising that the shorter

duration circuits are rebuffed less often: the network is

very lightly loaded.

c. Average Number of Hops per Circuit

Table C-3 shows that the circuits established

with static least-hop routing make fewer hops than the

dynamically routed circuits. This is just as it should be.

A more subtle trend revealed by these figures is that the

variation of any parameter which generally increases The

percentage of circuits established (i.e. decreasing the mean

circuit duration or update period, or increasing the stack-

ing depth) generally causes an increase in the average number

of hops. This tells us that the additional circuits are, on

the average, following longer paths.

We also note that increasing the ordinate of the

break ooint tends to reduce the average number of hops per

circuit. As the ordinate is increased the dynamic routing

scheme appraoches the least-hoD routing strategy. Similarly,

as the ordinate is decreased the dynamic routing scheme tends

toward the least energy routing strategy. This is verified

by the data in Table C-5.
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d. Largest Number of Hops

Table C-4 lists the number of circuits that made

the largest number of hops for any combination of the

parameters studied. Of the 518 circuit requirements entered

*into the network between the time the counters were reset at

30 seconds into the simulation, and the end of the simulation

270 seconds later, we see that for static routing, anywhere

from less than one tenth to nearly one fifth of the established

circuits took three hops. ThE'se figures again illustrate that

the longer multi-hop messages are more likely to be established

under the lightly loaded network condition (i.e., when the

mean circuit duration is 2 seconds).

Three secs of dynamic routing parameters caused

one of the 518 circuits to be established over a path seven

hops long. We were concerned that the use of the (96,64)

break point might so bias the distance function and best path

calculation in favor of the low attenuation links, that

circuits would make an inordinate number of hops. However,

the data does not support thi:s concern.

e. Average Energy per Circuit

The "energy factors" presented in Table C-S are

our own convention. We derived, from the link attenuation

value for each link, a representative figure for the energy

required for communications over that link. The simulation

program kept track of which circuits were built and which

links were used. At the end of the simulation, the average
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energy per established circuit was divided by 100000 to

produce the "energy factor" which is displayed in Table C-5

for each set of parameters.

We see that the (96,64) break point definitely

results in preferential use of the lower energy links, and

that increasing the break point ordinate results in an

increase of the average energy factor.

2. Summary

In summary, for the parameters that were studied,

the average virtual circuit duration has the greatest effect

on the overall statistics. The update period, coordinates of

the break point, and slot stacking depth generally have a

smaller impact on the statistics. The effect of increasing

the stacking depth tends to be reduced as the stacking depth

is increased. If we seek to limit the overall radiated

energy of the network, then dynamic routing (with a low break

point such as (96,64)) should be used. However, if maximum

throughput is required and we can afford to suffer the

consequences of increased signal energy, then our results

suggest that users should keep calls as brief as possible

and that, in our test network, either the static least-hop

or dynamic routing, with a (96,256) break point, should be

used. The major conclusion of this report is that it is

possible to route in a way that reduces the average energy

transmitted per message without substantially decreasing the

network throughput.
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C. RECOMMENDATIONS FOR FURTHER STUDY

During the development and analysis of the proposed

packet-switched network time slot assignment algorithm, it

became apparent that there were several courses that future

research could follow. Listed below, in no particular order,

are several recommendations for further study. Some are mere

enhancements to the appended simulation program while others

would require the generation of new programs, or the integra-

tion of two or more of the simulaticn programs developed by

previous NPS graduate students.

We know that there are several ways to calculate the link

distances. Our distance calculations were a function of both

path attenuation and node utilization. The node utilization

calculation was based entirely on the mutual availability of

slots remaining between each pair of directly connected nodes,

as a result of the slot assignments for virtual circuits

already active between that pai- of nodes. We assumed that

data message packets could always be stored in a queue at

each node and forwarded as slots became available. Therefore

we did not simulate or study the ac-ual performance of our

algorithm with respect to data traffic. If future studies

simulate the processing of both data and virtual circuit

4 voice traffic, then it seems desirable to include the data

queue size and/or data packet message delay as elements in

the distance calculation.
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It is sensible to expect that some percentage of the

callers whose initial (and subsequent) calls were rebuffed

might attempt to re-dial the same call at some later time.

It would not be difficult to modify the existing simulation

program to accommodate this activity; the results might be

very interesting.

Future studies might examine other routing algorithms

and/or simulate the actual transmission and handling of

update messages used to carry the distance information from

node to node throughout the network. Along these lines, it

might be worthwhile to combine our slot assignment scheme

with Heritsch's [Ref. 9] hierarchical routing protocol.

The slot assignment algorithm should be tested on a

larger network. Several possibilities come to mind. It

seems reasonable to exploit the previous research of Bond

[Ref. 3] and Kane [Ref. 4] for this. Their work concentrated

on a prototype packet radio network (for a MAB) composed of

approximately seventy-five nodes. A network this large might

require a prohibitive amount of computer execution time to

simulate adequately, but their work nonetheless provides a

good starting point for the study of larger tactical networks.

We have allowed all of the nodes in our network to

originate and receive voice traffic equally. The nodes in

an actual tactical packet radio network would generate

varying amounts of voice and data traffic, and the addressees

for this traffic would not be uniformly distributed across
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all net members. In a fast moving tactical situation most

of the network traffic would be command and fire support

coordination type traffic, while the predominant type of

traffic between battles would be more administrative and

logistical in nature. Bond's work [Ref. 3] provides

statistics concerning the type (data or voice) of traffic

the different nodes in a MAB have generatei historically.

Future studies could include the effects of terrain on

network connectivity and link attenual-ions as originally

studied by Kane [Ref. 4]. The STAR Terraia Model would be

useful for the purpose and also for the simulated movement

of nodes from position to position across STAR's simulated

battlefield.

None of the previously mentioned and referenced research

at NPS has provided more than a cursory analysis and dis-

cussion of some of the most difficult aspects of an actual

packet radio network implementation. Briefly these aspects

include, but are not limited to:

1) Initializing and starting the network in operation.

2) The effects of changes in network topology caused by
broken links or by nodes joining or leaving the network.

3) Identification and use of alternate or "next best
path" routes to increase network throughput.

It should be instructive to vary parameters such as the

number of time slots per frame, the time slot duration, the

update period or the coordinates of the "break point", etc.,
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in the existing time slot assignment algorithm and study

the effect on network performance.

In conslusion, this thesis was a preliminary investiga-

tion of a proposed time slot assignment algorithm. We

recognize that our algorithm is but one of several possible

schemes. We have identified its broad performance

characteristics and know that the algorithm works. We

believe that the concept of implementing a future military

packet radio network with integrated voice and data traffic

utilizing spread spectrum and CDMA techniques in conjunction

with some type of TDMA time slot assignment scheme is a viable

notion worthy of further study.
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APPENDIX A

LINK ATTENUATIONS (in dB)

FROM TO
NODE NODE1 2 3 4 S 6 7

1 119.7 91.3 133.2 127.6
2 119.7 106.5 81. "1
3 91.3 106.5 92.9 101.93 94.0
4 133.2 92.9 121.8 122.4
5 127.6 121.8
6 81.3 101.9 103.7
7 94.0 122.4 103."

8 97.8 111.1 105.5
9 122.2 97.6

10 113.2 98.6
11 81.1
12 133.3
13

FROM TO
NODE NODE 8 9 1.0 11 12 13

1

2 122.2
3
4 97.8
5 111.1 133.3
6 97.6 113.2
7 105.5 98.6 81.1
8 110.9 130.0
9 123.4 117.5

10 123.4 131.2 118.6
11 110.9 131.2 100.6 123.3

12 130.0 100.6 140.7
13 117.6 118.6 123.3 140.7
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APPENDIX B

STATIC BEST PATH NEIGHBOR ASSIGNMENTS

FROT 1 2 3 4 5 6 7 8 910 11 12 13

1 - 2 3 4 5 3 3 4 2 2 5 5 2

2 1 - 3 3 1 6 6 1 9 6 9 9 9

3 1 2 - 4 1 6 7 4 2 6 7 4 6

4 1 I 3 - 5 3 7 8 3 7 8 5 8

5 1 1 4 4 - 1 4 8 1 12 8 12 12

6 2 2 3 3 3 - 7 7 9 10 10 10 9

7 4 3 3 4 8 6 - 8 6 10 11 11 10

8 5 4 4 4 5 7 7 - 11 11 11 12 12

9 2 2 6 2 13 6 10 13 - 10 10 13 13

10 6 9 6 7 11 6 7 11 9 - 11 13 13

11 8 10 7 8 12 10 7 8 13 10 - 12 13

12 5 5 5 8 5 13 8 8 13 11 11 - 13

13 12 9 9 12 12 10 11 11 9 10 11 12 -
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APPENDIX C

RESULTS OF THE SIMULATION

H - Wr4 r4LOu I -J JC
Lo . . . . ~NC

C14 CY)(D CD m o--- I o - Lo w

0) CD.0C' C1 LO r-4 ) w r4 n D I ~C14 _r

W r- I-r o(0r - L) -r l nr -

roooI- r-c

C/) r*H LflO - I c C; ( 1 1 9 O
H 4-J Low r- r I r~o-r- r- Ir tr-

4-J (D Z-e' I uicoe'.a) CD n(D C C1
ri: LS- 00 oo * o C- co 00 I [* *o *r

In m
r- L.0-if 00 CT a ) m0)m I -m

r- C)(m al I *- a)a . I w m *

C..))

mm I m

r- (0 21 M -4(7 C C 4 r-4L' a) C -- C

a) 0) a) .Y1 (7 Ir n()1 )a l0

ZI I

92I



CD C) r-. M I -7 -4- -.MC4 (D M -:

1 - 9 1 'I9; c

-, -1r- rr-
4  I rr44r-I r--f r-4r4

E-3 CO~ C) M . C. E M (D CD CC

oD cr- ~C)C 00~ z' r-c o 0

r--4I
M CN4~~ M r- f( r- -4 J I M ) 1 M

I- I . .

E-~ 4-I-c 0a) r oa I r la 7

-4 -H )

> >

o o m) m InC) ()mm

r- co 0c LO C- r-t 00 LOr- co r (.0 00 00
U) 4 CIO.

C*f m '-.4 "-4 m - Y m _ _ __ _ ____mm___m__) Y)

I I

-H 4- C)
;-4 01 . .1 .

(I r4 ' C3 m:I rq 1 ic cc m Ienc mc :I-

0. I/ 1

C I

.- . . . . .. . ..



M E <ncn I C)( O I- (00 :-C

ItO . . . . I * * I

C, C14 C14 Cr) .- r-- r- .N I .-- r-- *- r--4

-. C

C

E-r4C4 - 1 mlr IaC I am a m

*H U-lr-) C) (M ) c (M ~) "

* *C) CY). * 1 * .1 *

cz~~ I- O-t0 X n(

U) c -~r-IC -- I (=C DC I ~C) ) a

-.1 * . * I
oOr l ' C'coJNC I n C N Cj 1 -4 ( LnU"

cn -- r-f --lcq I CDCID CDC MC

0~~ C4+ C 1 I r

0 - ) = I mI' 0 C4 a
o 1 - r-4 C1 -l r--4r4 r- O)L-

*~ ~ ~ ~ i LOf 1*
4 ~CNNC\JC J Iz C4 1 N cz 1 I CC'.JC'4C

C... C-) m~ LO *O w g *.

U) Io I0 0 1 l - j 1rjr r

r- - r- 1 N-4 1 1 C. C4 CI kN I 4C
<~NNCJIC\C~I~~

I ____ ___C_4

H 4-

ca( I4 0 +j

< . - tC4 n-r I- - l j r- C4 COI C4

___ ___ ___ ___ ___ ___ _ uinoj ouipuA



AD-AK28 545 A TIME SLOT ASSIGNMENT ALGORITHM 
FOR R TDMAl PACKET 

2/2
RADIO NETWORK(U) NAVAL POSTGRADUATE SCHOOL MONTEREY CA

UNCLASSIIED K TRITCHLER MAR 83 / 721 N



- . . . ....

Rim, I(~

,1.8

11111-2 _L6 BII

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS- 963-A

.. .. _ii

1



LOl r-~ 4 r-ir- I CY) M" zr M I IH- r-4 r- l ~
UI C-In(w InI n In Lfl n4)L

4-1 Ir m Il DL)( O U f O U OI

QI 0

M o I
4JI I : r

-2 C ) 4 -4LO -r - I -C4C1 C4

o-4~r I LO~- I~~ CJ-

U) n l I IDu)L)L U) _: A

44) bO I

Iy A4 or-) NLl 1
wo-0 - M~ r- t -4 -4 I --rUl -l r-4 04 r-iCN.

m m C 3 Lv In ( ( (0 (O LO LAO(D U' I Lc) UlLO

00 V) M-I r-4 I r- -tr-4 C4I r-l 4 NrHC

C"CC"C W in U') W LO LO Lr) W I)4 u'f

-34-I )

I - r- - I --

-P ~ ~ c C:O Ct) C-) C:1 LIrt-i)4I( Z .

Il M

E 0 ) Y n o In a)LD uII D( DL -L

a) C r") -4 u') r- CY) -2,- r-4 C" I - l O C

a)) I nI I L 0(DD

U) C)) 1 1

~~ U)~~a a)C(Dr- t)fl- ICO r4 a) Ir r)

(N T.2: S5ino uip

95I



(o~ ~ a)I)C4 a . - D MrIML

CYA *l *. *O M*- C I M *- C4 C* I *N C* *r C

H- r-m I- m -w r Ir--lC4 O
E- *4 ) C W ) C4 C4 C I r4C4C -

r-4 s-I I- - I r Ir- - -
> 0

~r-cn- 10)r-C O D(n Ir- r-00 m

s-O * n * I w r* w *l I m *D w m

Q 00 -r LOC IOm mC4wC 2

MLo I L .~LL C l mr- (Dr (D C (Ma)

H4 0000r: ;C; 1000 l - C

m- wC I w l I rI
-. TLO W I -4C E-C -I C DC

04- I- - - M C I M r-C4M
*-- C14 r- r-4~sI OcL~ I e' o -r mcC1

C/~~~C C) C) enL L COLN( c(-O( Is-4C;

r.. cn4 c-f CI .- .O m m I m _* *Y CD I CD W .Y l

C) LA I

r4 -4 I r ; C ( C ;( ;c

Lor- r mc)( I wc4-

L4 0 4-

E- (1 -4 - C4Mr- 14CY Ie )r-d)C_ Ier-C4 m _:r

0000 100 0 1 0

0) M Ina 1 '

n Id

C.)~~ s4-14C S-4A~4 IOT~od0 I0(UM )

0)LAALLA C~4-l-4Ie~Cnn r96c(



SIMULATION PROGRAM

FILE: THESIS Sims Al1 NAVAL POSTGRACUATE SCHOOL

//TR1Cl966 JOB t1966v0132),p'TRITCHIER 1642',CLASSaC
//*M4AIN ORGuI4PGVMI19 6PtlINES (61
/ /*rPOskMAT PRoCCNAMEUDESTLOCA L

/YS PPTNT CO SYSOUTmA
IIMSYSLIN CC UNITu3)3OVtiSVGP-PU8Bt8DlSP0(OLOKEEP),

II DSN-I4SS.S1966.THESIX.L ACLIB
//SIA'.SYSIN CC
:PEAMBLE

NORMALLY MODE IS INTEGER

PERMANENT FNTITIES
EVERY NODE HAS A TRANSMIT.PEPCENT, A RECI*IVE.PERCENT# A GROUP AND

A FAMILY
DEFINE TRANSMIT.PERCENT AND RECEIVE.PERCENT AS REAL VARIAeLES

rENERATE LIST ROUTINES

TEMPORARY ENTITIES
EVFRY MES SAGE HA S A S T.NR A TYPE AN ORIGINATOR, A ~S!A N
A FM.NUDE, A TO *NOE A §TAR. I MAE A HP .CCUNTp A SLOT.ARR IVAL,
A SLOT.ASSIGN9 ARECHLOT A DIRECTION, A CUM.EN ERGYj A INFOl
A INFOi, A INF03, A INFO',, A INFC5, A INFO6, A INFO, A INFOA AND
A INFOq
nEFINE START.TIME, HOP.COUNT AND CUM.ENERGY AS REAL VARIABLES

EVENT NOTICPS INCLUDE STOP.SIMULATION, NEW.CKT.REQMT
INITIAL.REC.FQR.SVCs RESPONSE.REQ FCR.SVC9 F INAL AgSIGNMENT.NOTICE,
UPSTREAMes! pEAKOWN O CWNSTREAM.eREAK.COWqN, iIJK.MANIPULATION AND
RE.MOVE .TRANS I NT.rFFECT
EVERY INlTIAL.REQ.FOR.SVC HAS A SVCI.MSC
IVr-RY RE SPcNSE.REQ.FC PSVC HAS A SVC2.MSGSVERY F INAL.A-SIGN .E NT.NOTICE HAS A SVC3.MSC
EVERY UPSTR AM BREAK .DOWN HAS A U. 0 M.M;
EVERY DOWNS~HEAMeOR E A.DON HAS A E.B.Co4SG

PRIORITY ORrER IS UPSTREAN.BREAKeOOWN, DCWNSTREAM.8REAX.DOW
STOPoSIMULATICN, RE.MOVE.TRANSIENT.EFFECr AND OIJK.14ANIPULITION

ACCUMULATE CUM.MEAN AS THE 'lEAN, CUMoVARIAWCE AS THE VARIANCE,
CUM.STO.VEVIATION AS THE STD.DEV, 'AX.ACTIVE AS THE MAXIMUM,
M!N.ACTIVE AS T1-E MINIPUM OF ACTIVE

DEFINE HOUSEKEEPING AS A RELEASABLE ROUTINE
0)EPIME ECHO PRINT. INPUJT.DATA AS A RELEASABLE ROUTINE

DEFINE USE AJS A3-01 '-1ENSIQNAL INTEGER ARRAY
DEFINE TSLT ISA - ImEN:I;0NAL INTEGER ARRAY
DFINE nES'.PATH AS A 2-DIMENSICNAL INTEGEI ARRAY
DEFINS FAM.CF.GRP AS A 1-014ENS!0NAL INTEGiR ARRAY
"EFINE LI?!KiELS AS A 2-CIMEMSICNAL INTEGER ARRAY
flEFItJE NOt)E.CCU4T AS A 2-OIMENSIONAL INTEG-R ARRAY
OEFiml nijKSTPA AS A 2-CIMFNSIflNAL REAL ARRiAY
DEFIWE DISTANCE AS A 2-DIMENSICNAL REAL ARIAV
DEFINE ATTEN~UATION AS A 2-D!MENSIONAL REAL ARRAY
DEFINE PATH.AVAIL AS A 2-0V4ENSIONAL INTEGER ARRAY
.FT WIS NOOE.SCALE AS A 1-01 MENS ONAL RA RA
DEF I E L!N!K.WEIGHT AS A 2-0 IMEN~ TONAL REAL ARRAY
1EF INE EFRIqy A S A 2-0IMENS TONAL REAL ARAA(
DEF IN NERGY AS A 2-DIMENSIONAL REAL ARRAY
?DEF!I.E LIN.X.USED AS A 1-014ENSIONAL INTEG:R ARRAY
QEFINE LI.NK.NR AS A 2-CIPOENSIONAL INTEGER ARRAY
OLFINS UPDATE TO~ MEAN 1
M EF INE PACKET TC MEAN 2
DEFINI PARTT*L.BRE-AKDOWN TO MEAN 3

nFNFULL.@REAKOCWN TC MEAN 4
0 FI REMCVE.LCOP TO MEAN 5

DEFINE MAX.SLOT.DEPTH STARTING.MAX.SLOT.DEPTH AND ENDING.14AX.SLDToDEPTH
AS INTEGER VAiIABLEt

8j~jj RPO Ili UNT AS AN I NTEGERIVAR! AE .
F NC oT L ES 9TA8, KT.IA LE KA eSUI4
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AND CKT.O!SESTAB AS INTEGER VARIABLES
OEFINE UD.RCUTE, OCWiN RCUT9 ANC ACTIVE AS INTEGER VARI ABLES
DEFINE TRNSoPCNT AND RCV.PCNT AS REAL VARIA1iL ES
I)EFI NE GPPS, FMLYS AND NGF S AS INTEGER VARIABLES
nEr I NI SPICI FY.OUTPUTt PRNT, PRT AND LTD.PR NT A S INTEGER VARIABL S,
bEE N. TES T.CURATION. S LO T DURATION PRCS ING*T IE, PROP.GELAY. IME,

MEAN .CT.ESTAB AND ME AN.DURATION.15F."CKT AS REAL VARIAELES
DEFINE NODAL.R4EAN.CKT. BSTAB AS A REAL VARIABLE
OFFINP SLOTS, CLINKS AND MAX.LINKS.PER.NOOE AS INTEGER VARIABLES
DEF N~ LINK.NCOE.RATlO AS A REAL VARIABLE
DEFINE STARTER AS AN INTEGER VARIABLE
DEFINE IN.GROUP AND !N.FAMILY AS REAL VARIABLES
DEFINE LONG.TIME.EST, AVG.P.BD , LONG.P.BD, AVG.C.BD, LONG.C.BD AN4D

* AVG.TIME.EST AS REAL VARIABLES
DEFINE DELAY.SUM9 SUM.DURATICN, AND AVG.CURATION

AS REAL VARIABLES
0EFINg CKT.GR EATEST AND KT.L ONG.T!ME.EST AS INTEGER VARIABLES
'EFINE MAX.CKTS.IN.SIM AS AN INTEGER VARIABLE VAIBE
DEFINE HOPoGREATESTfEHOP. SUM AND HOP.AVG AS RIALVAIBE
nErINE To'r.HCP.GREATT S AN INTEGER VARIABL
DEFINE rUM.B3CTIME.ALL*CKT, AVG.BO.TIME, TOT.P.8O AND TCT.CO8 AS

REAL VARIAeLES
* . EFINE P.BO.CEUNTER AND C.BD.COUNTER AS INTEGER VARIABLES

DE I NS CKTS.BO AS AN INTEGER VARIARLE
r)EF NE UP.OATE.PERIOD) AND RE.PORT. ERIOD AS REAL VARIABLES
DEFINE CHANGE.FLAG AS AN INTEGER VARIABLE
OEFINE T0T.')IJK.CALLSD9 BACKTRACK.OR.LOOPBACK AND ACT.LOOP.REMOVE AS

'INTEGER VARIABLES
DEFINC THELC.CAP AS A REAL VARIAeLE
flEF I E BRK.X.FOINT AND BRK. YPCINT AS INTEG ER VARIABLES
nEF INE NOOE-MAX.SCALE.WEIGAT'A A REAL VARIABL
bEFINE FOITTNG.ALGORITHM.SELECTCR AS AN INTJGER VARIABLE
DEF IE FRACT.OF.SUCCFSSFUL.CALLS AND AVG.AC T lE AS REAL VARIABLES
nEFINm E.SUt' AND E.SUB.K.8AR AS REAL VARIABLES
FND ''OF PREAMBLE

* THIS IS THE MAIN PROGRAM

MAIN

LET LI IJS.V,8
'EFINE TQANSENT.TIME AS A REAL VARIABLE
START NEW PAGE
PRINT 3 LI NE STAS IFOLLOWPROGR Am TO INVEST AT THE EFFECTS OF STACKING RECEIVE SIGNALS TO

VARIOUS CEPTNS IN TIME SLOTS.
SKIP 2 OUTPUT LINES

''THE MAIK PROGRAM CALLS THF HOUSEKEEPING ROUTINE THAT SETS THE
THE VALUE OF ALL INPUT VARIABLES THAT REMAIN CONSTANT FOR ALRUNS Or- THE SIMULATIONS. THIS ALLOWS THE MAIN PRCGRAN TO A T AS
THE CRIVER ROUTINE FOR THE SIMULATION. THE MAIN PROGRAM CAN BE
STRUCTURED TO CHANGE CERTAIN CONDITIONS OF THE SIMULATION AND

*' THEN RERUN THE SIMULATICH AGA IN.

PERFORM HOUSEKEEPING
PFLEASE HOUSEKEEPING
D ELEASE ECPO.PR INT.INPUT. DATA

';OIT.AGAIN'

*' TEST TO SEE IF THE ENTIRE SIMULATION IS COMPLETE.

IF MAX SLOT.CEPTH GT ENDINGoMAX.SLOT.oEPTH
Go TO FINISH

ALWAYS

S INITIALIZE IMPORTANT COUNTING VARIABLES AND ARRAYS FOR EACH ITERA-
:9 TION CF THE StMULATION.

LET TIME.V uC.000000000
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IF ROUT! NG.ALGCRITH'4.SELECTOR EQ I
RELEA E PS S T.ATHf*v*)
PERFORM APRAY.INITIALIZATION

ALWAYS

RESET TOTALS OF ACTIVE

qESERVE LIN*K.USED(*I AS LINKS
LE' RF0rIRT.CCUNTER a 0
L E'o CKT.TOTAL a 0
LET CKT.SUIM a 0
LET CKT.PSTAB 0
LIT CKT.FAILEC *0
LET CKT.OISESTAB z0

LFT tCTIVI! = 0
LET HOP.SUM a 0.
LET HIW.GREATEST
LET TO'.HOP.G-REATES?*- 0

LET D)'IRATTCh a=I
LET SUM DUPATTCN %2

L ET LONG TP'E.EST 0.
LET AVG.fImc.ES a 0.
LET AVr(.P.BC a 0.
LFT LONG.P.RC a *

- *LET AVG.C.13C .2

L IT KT. NGTm:EST a0
- - LET AVG.Bo.T IME =0
*LET SUM.BO.T IME.ALL.:CKT *0.

*LET CKTS.BD 0

LFT TOT.P.BO = 0.
*LET TOT.C.BC a0.
- .LFT CHANGE.FLAG 1
*LET TCT.D)IJX.CALLED 0

LET BACKTRACK. iRL~rPBC
*' ET ACT.LCOP.R EVE =0

LET FIRACT.OF.SUCCESSFUL.CALLS = 0.0
LET AVG.ACTIVE a 0.0

* . '' RELEASE TH SYSTSOIS "SEED.V" ARRAY, THEN RE-OIMENSION THIS ARRAY
AND READ IN THE SAME SET OF RADCM NUMBER SEEDS FOR EACH ITERA-

6TION CF THE SIMULATION.

QlhaASE SEO'C.V(*)
RE ERVE SE .C.V(*I AS 10
READ S5OD.V

''CALCULATE THE THECRETICAL ABSOLUTE MAXIMUM CAPACITY FOR A RICHLY
CONNECTED NETWnRK.

LET NR.X'41T.SLCTS a TRUNC.F(REAL.F(SLCTS) / (1.0 + 1.0
REAL.F(MAX.SLPIT.DEPTHI)

LET THEO.CAP x REAL.F(N.NOOE) * REAL.FINR.XMIT.SLOTS)
0 1

PISFRVE USF(* ,* ASNNEBYLTSY6
S ART NEW PA p ,1A o0E YSOSB
PRINT 7 LINE. WITH MAX.SLOJT.OEPTH AS FOLLOWS
xX X X X XX XX X X X XXXX X XX X X XX xX XX X X xxxXXXX XXXXX XXXX XXXXXXXXXXXX XXX XX XXXX
xx X
XX RESULTS OF SIMULATION XX
XX FOR X X
XX MAXIMUM SLOT DEPTH * 0XX
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x x xx
xxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
SKI3 2 OUTPUT LINES

V * *' SCHEDULE INITIAL EVENTS

IF ROUTINP.ALCORITHM.SELECTOR EC 1
S'HEDUL_ A CIJK.MANIPULATION AT O.COOOOOOOO

A LWAYS
SCH DULE A STOP.SIMULATION IN RE.PORT.PERII] UNITS
SCHEVIAESAENEW.CKTRQMT IN EXPONENTIAL.F(fl AN.CKT.ESTABl ) UNITS"- •LET TRAN IEN1,TIME =30 003

. SCHEDULE A RE.MOVE.TRANSIENTEFFECT IN TRANSIENT.TIME UNITS

START SIMULATICN

RELEASE USE(* ,*,*3
F ELEASE OIJKSTRA *9,*
RELEASE DISTANCE(*,*)

S RELEASE PATH.AVAIL(*,*)
'ELEASS NQCE.SCALE (*)
RELEASE LIN.K.USE( 4*1
IF qOUTING.ALGCRITHM.SELECTOR EQ 1
RELEASE BEST.PATH(*,*)

ALWAYS

' RUN THE SIMULATION AGAIN FOR A NEW SLOT DEPTH

LET MAX.SLOT.DEPTH a, AX.SLOT.DEPTH 4 1
GO TO DO. ITAGAIN
*0

IFI4ISHI
SKIP 3 OUTPUT LINES
ORINT 2 LINES AS FOLLOWS

TOTAL, COMPLETE* AND ABSOLUTE ENI) OF THE SIMULATICN,

STOP
cNO "'OF MAIN

' THIS RF'UTINE READS IN ALL OF THE VARIABLES IN THE SIMULATION.
' BY PRCPER STRUCTURING OF THIS ROUTINE AND THE "MAIN" PROGRAM,

THE SIMULATION CAN BE MADE TO SUCCESSIVELY RERUN ITSELF USING
ANY NUMBER OF NEW INPUT PARAMETERS ON EACH RUN.

ROUTINE FOR HOUSEKEEPING
is

nEFINE AOJUSTED.4TT, ENERGY AND WT AS REAL VARIABLES

SPECIFY OUTPUT IS AN INTEGER WHICH9 IN PART, CONTROLS THE QUANTITY
AND TYPE OF PRINTED OUTPUT.

0 => ALL INPUT DATA AND THE QUARTERLY RESULTS OF THE SIMULA-
TION ARF OUTPUT. TI-IS IS THE NORMAL OUTPUT MODE.

I u> ONLY THE INPUT DATA ANC THE DATA SPECIFIED BY THE PRO-
GRAMMER IN "SPECIAL.OUTPUT" ARE PRINTED OUT. QUARTERLY
RESULTS OF THE SIMULATICK ARE NOT PRINTED.

"-2 => ONLY THE DATA SPECIFIED IN 'SPECIAL.OUTPUT" IS OUTPUT.

READ SPECIFYCUTPUT

* ' PRNT IS AN INPUT V.ARIABLE THAT CCNTRCS THE AMOUNT OF DIAGNCSTIC
9 PRINTING ASSOCIATEC WITH BUILDING AiD DISESTABLISHING VIRTUAL

CIRCUITS.
'-'",0 a-> ANNOUNCES EACH NEW CIRCUIT RE(UUIREME'"T AND WHETHER THE

' "CIRCUIT IS EVENTUALLY ESTABLISHED OR BROKEN DOWN BE-
CAUSE SLOTS WERE NOT AVA[LABLE AT ONE OF THE NODES

'I."ALONG THE PATH.
1 o,> 0 + PRINTS THE SLOT ASSIGN,4ENTS AT EACH NODE AFTER THE

* ''FIRST QUARTR AND AT THE END OF EACH RUN OF THE SIMU-
LATICN.

2 m,) SIL CIV! PRINT NG ,F THER INFRMATI N4 ) UPP RS THE ABOVE LI TE) DIAGNOSTIC PR N ING*
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'' CAUTION: AS AN AID TO O9-BUGGING THE PROGRAMN THE VALUE OF PRNT
MAY BE CHANGED BY THE PROGRAM SEVERAL TIMES DURING EXEC UTION.

READ PRNT
to

PRT IS AN INPUT VARIABLE THAT CCNTRCLS THE AMOUNT CF DIAGNOSTI(
PRINTING ASSOCIATED WITH THE CYNAMIC ROUTING RELATED CPERATI()NS
OF THE PROGRAM.

'I@;AD PRT

LTD.PRINT IS ANOTHER INPUT VARIABLE THAT WAS ADDED AT THE LAST MIN-
UTE TO LIMIT THE SVOLUMF OF PRINT D 3UTPUT IN THE PERICDIC REP)ORTS
PRODUCED IN THE STO9,SI ULATI N VENT.

0 =a> ALI. OF THE R.GULAR OUTPUT IS PRODUCED AS DETERMINED BY
THE SPECIAL.OUTPUT, PRNT, AND PRT VARIABLES EXPLAINED
ABOVE.

>I - THE VOLUME OF PRINTED OUTPUT IS LIMITED.

GEAD LTO.PRINT

READ THE "ROUTI!G.ALGORITHV.SELECTOR" WHICH IS USED TO IDENTIFY
WHICH TYPE OF ALGORITHM THE SIULATICN WILL SIMULATE.

1 =a> DYNAMIC RCUTTNG ACCORDING TO THE DIJKSTRA ALGORITHM.
2 m"> STATIC BEST PATH LEAST HOP ROUTING.t

EAD ROUTINr.ALGORITHM.SELECTOR

* READ THE NUMBER OF NODES IN THE NETWORK AND THE NODAL TRANSMIT AND
* RECEIVE FACTORS.

READ N.NODE
IF SPRCIFY.CUTPUT LE I
PRINT Z LINES AS FOLLCWS

4ODE TRANSMIT RECEIVE GROUP FAMILY
NO. FACTOR FACTOR (PGM f) (PGM 0)

R FGAPOL.SS

CREATE EVERY NODEFOR EVRY NOCE
READ TRANSMNIT.PERCENTINODEIt RECEIVE.PERCENT(NODE, GROUPe(.UDE) AND

FAMILY I NCDE)

TRNS.PrNT AND RCV.PCNT ARE THE SUM CF TRANSMIT AND RECEIVE FACTnRS,
•.GRnUP NUMBERS ARE ADDED TO N.NODE TO GET PROGRAM GROUP NUMB.RS

o0 cAMILY NUMBERS ARF ADDED TO N.NODE + THE HIGHEST GROUP NUMBER to
GET T-' PROGRAM FA MIY NUMBERS. WITHIN THE SIMULATION, GROLPS
AND FAMILIZS ARE HANDLED A SIF THEY WERE SUPER-NCDES. A USEFUL
ANALOGY WOULD BE TO C.NVISION MANY SUB-NODES WITHIN A GROUP CR
FAMILY SUPER-NODE. ACCESS TO THE SUB-NOGES IS CCNTROLED BY THE
SUPER-N DE*S "ADDRESS"o.

FOR1 T TC N.NODE. "LR TRNS.PCNT TNS.PCNT + TRANSMIT.PERCENTII)
i cT RCV.PCNT PCV.PCNT + RECEIVE.PERCENT(I)
g GRPS LT GRCUP(1)
LET GRPS • GROUPIZ)

REGARDLESS

SET PRCGRAP GRP NUP

LET GRnUP(I) a GROUP(I) + N.NODE
L OOP
FESEFV . FAM.CF.GRP(*) AS (GRPS + N.NCDE + 25)
FOR I a 1 TO N.NOE, DO

IF FNLYS LT FAMILY(I)
LETFMVS a FAMILY(I)REGARDLE S

o I SET PRCGRAP FAN NUN
LET FAMILY(I| * N.NOOE * GRPS * FANILY(IJ
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LET FAM.OF.CRP(GROUP~liJ FAMILY(JI

CFSNF - *CO GRPS + rMLYS

PR I LINE .WITH'I. TRANSIIT.PERtCENT~) EEV.ECN(~
(GROUPEII - N.NOOE), GROUP(l), (FA1MILY1,iE -IVEPEE - RO).
AND FAVILY1II AS FOLLOWS NND RS

LOCOP
SKIP J OUTPUT LINE~ GAPOL SS

'' RECORC T1'E NETWORK TOPOLOGY BY READING THE LINK CONNECTIVITIE S I NTO
A 2-DIMENSIONAL INTFGER ARRAY CALLED 4LINKABLE*. KEEP TRACK OF
HOW MANY LINKS THERE ARE.

ESEPVE LINKABLE(*,*J AS N.NODE eY N.NOOE
LET LINKS 20
COP I a I To N.NOOso DO

FOR J m 1 TO N.NODE, DO

TO LINKABLE(I,J) GT 2
LET LINKS z LINKS + I

ALWAYS

LET LINKS IN T;FIR.AL.F(LINKS I/20
LFT L INK.NZC~ .RTIO a REAL. F(LlINKS i 0REAL.F(N.NODE)
OEScRVE LI.NK.NR(*t*) AS N.NODE BY N.NOOE

N LET'LINK.NF a 1
I Fan F'4
RFA23 TO
LET Ll NK.PiRi Ff4TO) - LINK.NRLET Lr.NK.NP(T,FtI a LINK.NR
LET LINK.N. z LINK.NR + I
IF LPJK.NR EC 31

GO TO LABIEL
ALWAYS
G~O TO M~ORE
' LAB-L-

LET MAX.LINKS PEP NODE =
RESERVE NO0E.COUNT(*,*)=AS 6 BY N.NOCE
I. FT A a 1
f ET 9 - t
LET C -I
LET 0 - 1
LET ; z I

L rF a
0oR I a TC N.NODE, DO

L T COUNT a0
FOP J= I TC N.P1OCE. CO

11- L'NKAeLEUtJ) C 1.
LET CCaNT -COUNT +

ALWAYS
LOG.'
IF -70UNT I:C 1

LET NODE.CCUNT(COUNTvA) -I
L T A -A + 1
GI TO OUT

ALWAYS
IF COUNT EC 2

L=T NODEsCOUNT(COUNTBI u I

GO To OUT
ALWAYS
IF COUNT CC 3
LET NO ~COUNT(COUNTtC) I
LET C *C *1
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GO TO CUT
ALWAYS
IF COUNT EC 4
LET NODE.COUNT(COUNTtO) I J
LET 0 a 0 4 1
GI TO OUT

ALWAYS
IF COUNT EG 5
LFT NOODPCOUNT(COUNTE) * I
LET E a E + 1
G! TO OUT

ALWAYS
IF COUNT EC 6

LET NODE COUNT(COUNTtFl a I
LET F ; F + 1
GO TO OUT

ALWAYS
It

'OUT'
IF COUNT GT VAX.LINKS. ERoNOOE

LCT MAX.LINKS.PER.NCDE * CCUNT
ALWAYS
LET LINKAOLE(I,II a CCUNT

I. COP

* ' READ IN THE LINK ATTENIJATIONS AND STCRE THESE VALUES IN THE 2-DIM-
S' C.NSICNAL REAL ARRAY CALLED "ATTENUATION".

qESEFVE ATYENUATION(*,*) AS N.NCDE BY N.NODE
9OR I a 1 TC N.NODE, O

FOR J 1 TC N.NOOE, 00
IF I NE J ANO LINKABLE(IJ) EQ 1READ ATTENUATION(ItJl
ALWAYS

'R

' WE CAN NCW OPERATE ON THE ATTENUATIONS JUST READ IN TO PRODUCE THE
"ENERGY" ARRAY, THE ?NfRIES OF WHIC-I WILL BE A REPRESENTATION OF
THE ENERGY PER BIT REQUIPED TC TRANSMIT A BIT OF DATA OVER A PAR-

I' TICULAR LINK WITH A GIVEN ATTENUATION. THE "NERGY" ARRAY IS A
COPY OF THE ENERGY ARRAY THAT WILL BE DESTRUCTIVELY MANIPULATEOWHEN WE CALCULATE THE LINK WEIGHTS BELOW.

RESERVE ENERGY(*,*) AS N.NOOE BY N.NCCE
RESEPVE NERGY(*,*) AS N.NODE BY N.NOCE
FOR I - 1 TC N.NODE. DC

FOR J 1 TO N.NODE, O0
IF .NE J AN5 LINKAELE(U.J) El 1
LT AOJLST=.O.ATT = ATTcNUAT ICN(IJ) - 81.0
L.T ACJLSTED.ATT a AIJUSTEO ATT / 10.0
LET EN.ERGY - 1.1.0 ** ADJUSTED.ATT
L.T ENERGY(I,J) = EN.SRGY
LET NFRGY(I,J) • EN.ERGY

ALWAYS
LOOP

L OOP

SINCE TIE LINK ATTENUATIONS (ANt THEREFORE THE REQUIRED ENERGY PER
31T) REMAIN T1HE SAME FOR ALL RUNS CF THE SIMULATION WE CAN NOW"SCALE" CR "WEIGHT" THE LINKS. THESE "LINK.WEIGTS ARE ASSIGNED

' WEIGHTS FROM 1.0 TO 128.0 ACCCRDING TO A GEOMETRIC DISTRIBUTION,
to

RES-PVE LINK.WEIGHT(*,*) AS N.NOCE BY N.NCDE
LET WT = 10^0000.0
L ET SUM 0
I cEARCHO
COR I a 1 TC N.NODE, DO

FOR J TC N.NO9% 00
IF I N! J AND NERGY(IJ) LE WT AND LINKABLE(IJi EQ I ANGNljGY IJ) INSE I°0
LET WT R I
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LET !TFNDEX a I
LET J!KCX

ALWAYS
LOCP

L OOP
LET SUN = SUP + 1
IF SUM LE LINKS

PEAD LINK.ItEIGHT41INDEXIJINDEX ILET LI14K.WEIGhT(JINDEXIINDEX) *LINK.WEIGHT(IINDEXtJINDEX)
LET MERGYIIINCEX,JINOEX) a 0.0
LET NERGYIJINDEX9IINDEX) a 0.0

* LET WT = ICCOCIOO.)
* GO TO SEARCH

4 LWfAYS
to READ THE REMAINING INPUT PARAMETERS

cE40 TFST.OUPAT ION
-1FAD 4AX. KTS * N.SI-4
p EAO SLOT S
R EAQ STARTI NC-.!AXe SLOJT CEPTH
9ESAD END IMG.P'AX SOT*OEPTH
LET MAX.SLOT.CEFTH = STARTING.MAX.SLCT.DEPTH
READ SLDT.PUPATION
RFAD PRflCESSI NG TIME~
9 FAD PROP.DEL AY.TIM.
ROAD ?4AN.CKT.ESTAB
LET NOOAL.MEAN. CKT.ESTAB F MAN. KT.5STAB
I ET MEA4.CKT. ESTAB = MEAN.CKT.ESTAB REAL.F(N.NODEJ
r9A0 MEAN.OLPATION.OF.CKT
PEAD U0.0ATE.ORO0
TF RrUTING.AC RI TH4.SELECTOR EQ 2 AN~C UP.DATE.PERIOD LE TEST.DURATION

LET UP.DATE.PERIOD a TFST.DURATION * 1.0
ALWAYS
READ RE.PCRT.PSRIOD
LFT STARTER a 1

'' IN.GROUP MEANS THE PERCENTAGE OF GENERATED CIRCUIT REQUIREMENTS
*' THAT %ILL NOT LEAVE ITS BASIC GROUP; SIMILARLY FCR IN.FAMILY.

MOTE: IF ALL NODES ARE SPECIFIED TO BE MEMBERS OF THE SAME GROUP
*' AND FAMILY THEN VALUES CF IN.GROUP AND IN.FAMILY ARE IGNORED BY
II THE PPCGRAM.

F EAD IN.,RrIiP
cEAD IN.FAMILY

'' BRK.X.PCINT AND BRK.Y.POINT LOCATECTHE "KNEE"OF THEOCURVE USED~0 TO CALCULATE THE NODE WEIGHT WHICH ISUS D IN THE DYNAMIC
*' ROlUTING ROUTE CALCULATICN.

R 9ADO PK.Y.FCINT
RFA3 A4ODE.MA X SCALE.WF IGHT
0555Pi/5 REST.PATH( *,941 AS N.NODE BY N.NOCE
rqp I - I TC N.NODE D

FflP J x1 TC N.N065, 0
READ BEST.D&TH(ItJ)

I' PRINT ALL INPUT DATA AS THE OUTPUT HEADER. THIS IS DONE BY THE
*1 "ECHO.PRINT.INPUT*DATA" ROUTINE.

IF SPSCIFY.OUTPUT IE I

PERFORM ECIO.PRINT.INPUT.DATA

REGARDLESS

P LEASE NODE.COUNTI*qP)
RELEASE NERGY(***)
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PETUPN
CNO 'OF HOUSEKEEPING
!1

*' THIS RCLTINE IS CALLED ONLY BY THE HCUSEKEEPING ROUTINE AND THEN
ONLY WHEN WE DESIRE AN ECHO PRINT CF SOME OF THE INPUT DATA.

66

ROUTINE FOR ECIC.PRINT.ZNPUT.DATA
of

SKIP I OUTPUT LINE
IF ROUT ING.ALGCRITHM.SELECTCR EQ 1

PRINT 3 LINES AS FOLLOWS

- THIS SIHMLATICN IS FOR DYNAMIC BEST PATH ROUTING -

SKIP I OUTPUT LINE
ALWAYS
IF ROUTINC.ALGORITHM.SELECTOR EQ 2

PRINT 3 LINES AS FOLLOWS

- THIS SIMULATION IS FOR STATIC EST PATH LEAST HOP ROUTING -

SKIP 1 CUTPUT LINE
ALWAYS
PRINT 1 LINE WITH N.NODE AS FCLLOWS

THP NIIMBER CF NCDES IN THE NETWORK IS *
SKIP I OUTPUT LINE

66

PRINT I LINE WITH LINKS AS FCLLCWS
THE NUMBER OF LINKS IN THE NETWORK IS *

SKIP I OUTPUT LINE
66

PRINT 1 LIKE WITH LINK.NODE.RATIO AS FOLLOWS
THE PTIO OF LINKS TO NODES FOR THE NETWORK IS 4.****

SKIP 1 OUTPUT LINE
I,

PRINT 2 LINES WITH TEST.DIRATION AND MAX.CKTS.IN.SIM AS FOLLOWS
THE SIMULATICN WILL RUN FOR A SIMULATION TIME OF ****.** SECONDS,

OR UNTIL SUCH TIME AS WE HAVE ATTEPPTED TO ESTABLISH ***** CIRCUITS.
SKIP I OUTPUT LINE

6I

PRINT 1 LINE WITH SLOTS AS FCLLOWST HE NUMBER CF TIME SLOTS PER FRAME * *
SKIP 1 OUTPUT LINE

Sm

PRINT 5 LINES WITH STARTING.MAX.SLCT.DEPTH AND ENDING.MAX.SLOT.DEPTH
AS FOLLOWS

TIME SLOTS USED TO RECEIVE MAY BE ALLOWED TO RECEIVE BETWEEN ** AND **
SIGNALS SIPULTANEOUSLY. THE ACTUAL DEPTH OF THE "USE" ARRAY FCR
EACH NODE IS ALWAYS CNE LEVEL GREATER TI-AN THE ASSIGNED MAX.SLCT.DEPTH
B!CAUSE OF THE REQUJIREMENT TO ALWAYS BE ABLE TO RECEIVE POSSIBLE
INT=RNODAL SERVICE MESSAGES IN NCN-TRANSMIT SLOTS,
SKIP I OUTPUT LINE

9.

PRINT 1 LINE WITH MAX.LINKS.PER.NOOE ANC MAX.LINKS.PER.NOCE AS FOLLOWS
THERE IS AT LEAST ONE NODE MAINTAINING * LINKS WITH * OTHER NODES.

J jP 1 OUTPUT LINE
I 1 TC 6, DO

IF NODE.CCUNT( ,1) NE 0
PRINT 2 LINES WITH I AND I AS FCLLOWS

THE FOLLOWING NODE(S) CLAIMWS) * NEIGHBORS (I.E. MAINTAINS * LINKS):
NOOE(S)
FOR J , I TO N.NODE, 00
IFsjE.COUNT( 0
S K I 1OUTPUT LINIP
GC TO RESUME

ALWAYS
PRINT I LINE WITH NODE*COUNT(IJ) AS FCLLOWS

LOOP
SKIP 1 OUTPUT LINE

ALWAYS
'RESUME'
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LOCP
SKID I OUTPUT LINE

|I

P'AINT 5 LIKES AS FOLLOWS
THE CONTENTS CF THE ATTENUATION ARRAY ARE:

+TO 1 2 3 4 5 6 7
F ROM+

------ --------------------- --------------------
FOPR . 1 TO N.NO')E, DO

PRINT 1 LIKN: WITH I, ATTENUATION(I91), ATTENUATION(Ut2lt
ATTcNUATIGN(I,3), ATT;-NUATION(I,4), ATTENUATION(I ,51
ATTENUATICN(I,6) ANC ATTENUATICN(I 7) AS FOLLOWS.i 4. $****$ *****.** nl***** ****** *****o** ******** *v***o**

LOP
SKIP I OUTPUT LINE
PRINT 5 LIKES AS COLLOWS
ATTENUATION ARRAY (CONT.):

+TO 8 9 10 11 12 13
FROM+
---------------------------------------- ----------- -------r -rlP aqR T = 1 TO N.NOnE, 00

P INT I LINE WITH It AT7ENUATICN(I,8)t ATTENUATION(1t9)
ATTENIJATION(l,!C), ATTENUATION(I,11, ATTENUATION(I,1)j AND
ATTENUATION(1,13) AS FCLLOWS

KIP 2 OUTPUT LINES

PRINT 5 LINES AS FOLLOWS
THe CONTENTS CF THE ENERGY ARRAY ARE:

+TO 1 2 3 4 5 6 7

------------------------------------------- --------- ---- --------
FOP I = 1 TC N.NODE, 00
PRIT I LINE WITH 1, ENcRGY(I, )t ENERGY(11 21, ENERGY(I,3),

'NERGY(I,), EN-RGY(I 5) EN R Y(I,6) ANU ENERGY(I,7) AS FOLLOWS
L g1f_,
SKIP I OUTPUT LINE
PqNT 5 LIKES AS FOLLCWS

FNERGY ARRAY (CCNT.):
4-

+TO 8 9 10 11 12 13
-----------------------------------------------------------------

FOP I = 1 TC N.NODE, DO
PRINT 1 LINE WITH I ENRGY(I,8), ENERGY(I,91, ENERGY(I lO,
ENFRGY(,Ill, ENEPGY(I,12) AND ENERGY(I,13) AS FOLLOWS

SKIP 2 OUTPUT LINES
I

PRINT 5 LINES AS FOILLCWS
THE CONTENTS CF THE LINK.WEIGHT ARRAY ARE:

+TO 1 2 3 4 5 6 7
-ROM+

---------------------------------------------------------------------------- ------
FOR I = 1 TO N.NODF, D0

PR!NT I LINE WITH I, LINK.WEIGHT(Il1t LINK.WEIG(I92),
LINK.WEIGHT(I,3), LINK.WEIGHT(If4f, LINK.WEIGHT(I,51,
LINK.WEIGH'I(I,81 AND LINK.WEIGH T(I,) AS FOLLOWS*4. + ******.° *** o** $t*** ***1)**.* ******.o* ***n**l*.* ***nI*o*

KIP I OUTPUT LINE
PRINT 5 LINES AS FOLLOWS

LINKoWEIGHT ARRAY (CONT.):
+TO 8 9 10 11 12 13
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F ROM+
------------------------------- -------- --------------------------
FOR TO N.NOOE, DOPRiNT I L NP WITH [, LINK.WFGHT(igaiiLINKWEIGHT( 9I I) AN

L!NK.WEIGHTtI OMK L C K.WEIGHT(I1J11 LINK.WEIGHT(Itl ) AND
LINK.WEIGHT(I,131 AS FOLLOWS

?K P UTPUT LINSIF RnUTING ALG RI HMoSELECTCR EQ 2

PRINT 6 LINES AS FOLLOWS
THE CONTENTS CF THE STATIC BEST PATH MATRIX USED THROUGHOUT THIS LEAST

HOP SIMULATION ARE:
4.

+TO 1 2 3 4 5 6 7 8 9 10 11 12 13
F ROM+

FOR I = I TC N.NODE, 00
PRINT I LINE WITH It REST.PATH(II), BEST.PATH(I,2)i

BEST.PATH(Iv3I BE TATHfIj4) BTPAT H 5) BEST.PATH( I6)
T.PATH(ItT SEST.ATH(I 8 BBEST.PAT H(il9), BEST.PATH(I, 10BIFST.:PATH(I l.i) BEST.PATH(ItZ AND BEST.PTHIlq13) AS FOLLOWS

• q , ,P ,= =, * ,** ** ** ** * *m **
LOOP
SKIP 2 CUTPUT LINES

ALWAYS
II

PRINT 15 LINES WITH SLOT.lIJRATION, PRCCESSING.TIME, PROP.CELAY.TIME,
M-AN.CKT.ESTAB , NODAL.14EAN.CKT.ESTAB MEAN.DURATION.OF.CKT AND
UP.DATE.PERIOD AND RE.PORT.PERIOC AS FOLLOWS

TIMING OARAM=IERS UNOTE: UN4ITS CF TIME IN PROGRAM AND BELOW ARE SECONCS)
THE DURATICN CF A TIME SLOT IS *.***,*
THF PROCESSING TIME FOR A VOICE PACKET CR SERVICE MESSAGE IS *,*e**
THE ORQPACAT!CI DELAY TI4F BETWEEN ANY IWO NCDES IS *.******
NFW REQUIREMENTS FflR VOICE CIRCUITS ARE GENERATED OVER THE NETWORK AS

A WHOLE WITH AN EXPONENTIAL DISTRIBUTION FUNCTION HAVING A MEAN TIME
PFTWZFN CIRCUIT REqUIREMENTS OF $**.****** SECONDS AND THE MEAN
T14- BETWEEN THE ORIGINAT ION OF THE NEW CIRCUIT REaUIREMENTS FOR
7ACH 'IOE I N THE NETWCRK IS ******* SECCNDS.

ONCE ESTALI SHED, TWO-WAY VIRTUAL VCICE CIRCUITS REMAIN IN EFFECT AS
D=TFRMINEC BY AN SXPONENTIAL OISTR.IBUTION FUNCTION HAVING A MEAN
CALL DUgATION OF :'**.*= *** SECONDS-

IF W! ARE QCJTING DYNAMICALLY, THEN THE DIJKSTRA ROUTING EVENT UPDATES
BEST PATH ROUTE INFC.MATION EVERY ***,.**,** SECONDS.

"lHF OROGRAM PRINTS INTERMEDIATE RESULTS EVERY ******** SECONDS.
SKIP 1 OUTPUT LINE

PRYNT 4 LINES wITH IN.GROUP AND IN.FAMILY AS FOLLOWS
AT LEAST ,*.*% CF CIRCUIT REQUIREMENTS ARE BETWEEN NODES IN THE SAME

BASIC GROUP.
AT LEAST **.*% OF CIRCUIT R.QUIREMENTS ARE BETWEEN NODES IN THE SAME

FAMILY.
SKIO I OUTPUT LINE

PRIMT 4 LINES WITH NODE.MAX.SCALE.WEIGHT, BRK.X.POINT AND BRK.Y.POINT
AS FOLLCWS

WHFN WE ARE SIMULATING CYNAMIC POUTING,
THF MAXIMUM NODE SCALE WEIGHT a ***** *
THE X-C'OCINATE OF THE NOCE WEIGHT BREAK POINT IS BIN NR, ****
THE Y-COORCINATE CF THE NODE WEIGHT BREAK PCINT IS:
SKIP I OUTPUT LINE

VETURN
'END ''Or ECHC.PRINT.INPUT.DATA

THIS RCUTINE RESERVES AND SETS UP THE ARRAYS ASSOCIATED WITH THE
* ' DYNAMIC ROUTING PORTION CF THE PROGRAM.
9OUTINE FOR ARRAY.INITIALIZATICN

'9 THE DIJKSTRA ARRAY HOLDS REAL NON-NEGATIVE NUMBER INDICATING THE
t' TOTAL OVERALL LINK "DISTANCE" FROM EACH N OE TU EVERY OTHER NODE
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IN THE NETWORK. INITIALLY, IF A DIRECT LINK EXISTS BETWEEN TWO
NOOSS W SHALL ASSIGN A VALUE CF J98 AND IF A DIRECT LINK DOES
NOT' EXIST, WE SHALL ASSIGN A 'IALUE OF 9599999 THE VALUES IN
THIS ARRAY WILL CHANGE DURING THE SIMULATION AS INDIVIDUAL LINK
WEIGHTS CHANGE TC FL.ECT VARYING CEGREES OF LINK, NODE AND NET-

* o WORK LOADING.

nEFINE SLOPS AND SLOPE2 AS REAL VARIABLES

RESERVF OIJKSTRAI*,*i AS N.NODE BY N.NOOE
FOR I = 1 TC N.NOOD. DO

FOR J = 1 TC N.NODE, O0
IF I EQ J

LET DIJKSTRA(IsJ) a 0.3
ALWAYS
IF I NE J AND LINKABLE(I.J) EQ 0
LET DIJKSTRA( IJ) 999999.9

ALWAYS
IF I NE J AND LINKABLE(I J) EQ 1

LET DIJKSTRA(I,J) a 1.
ALWAYS

LOCP
LOOP

o THE ISTANCE ARRAY HCLfS A REAL NON-NEGATIVE NUMBER REPRESENTING
o S THE "DISTANCE" OVER ONE LINK FROM ONE NOCE TO ONE OF ITS NEIGH-
* BORING NODES. INITIALLYA ALL LINK WEIGHTS ARE SET TC 1.0 ON THE

DIRECT LI4KS AND TO A LAGE PCSI TIVE REAL NUMBER WHEN NO DIRECT
LINK EXI STS.

'S

RESERVE DISTANCE(*.4I) AS NNODE BY N.NODE
COR I m 1 TC N.NODE, DO

FOR J a 1 TO N.NODE, 03
LET DISTANCE(IJi a DIJKSTRA(IJ)

LOOP
L OCP

'' THE SEST.PATH ARRAY HOLDS AN INTEGER NODE IDENTZFJCATION NUHBER OF
THr EST PATH NEIGHBR FROM ANY GIVEN NODE TO ANY OTHER NODE IN
THE NETWORK. UNTIL SUCH TIME AS THE "DIJK.MANIPULATICN" EVENT IS

1 9 CfLLEO 9 WE CAN ONLY ASSIGN THE DIRECT LINKS AS SINGLE HOP BEST
PATHS.

QESERVE BEST.PATHf*,*) AS NoNOCE BY N.NODE
FOR I = 1 TC N.NOOE, O

FOR J z 1 TO N.NOOE, 00
IF LINKaBLE(IJI EQ 1

LET BEST.PATH(I,J) a J
ALWAYS

LOOPL COP

' THE NOCE.SCALE ARRAY HOLDS THE SCALED VALUE OF THE NODE WEIGHT
o * SCALEC INTO "BI NS" NUVB90ED FRCN 1 TO 128 THEE ALE EIGHTS
, ARESE IN H CALCULAfTiN OTH LINK DISTANE IN TH C-

o I PUTE.CURRENT.DISTANCES ROUTINE.

RESERVE NOOE.SCALE(') AS 128
IF B3K.X.PO.TNT EQ 0 OR BqK.X.PCINT EC 1

L=T BPK.X.FCINT a I
GO TO ASSIGN.VALUES

ALWAYS
Fqr TC eRK.XPOINT, DO

SLOPE! z RAL (RK.Y.POINT) / REAL.F(BRK.X.POINT)
LET NODE.SCALE(IJ - SLOPE. * REAL.F(IJ
IF NODE.SCALEII) EQ 0.0
LET NOE.SCALE I) = 0.0

ALWAYS
LOOP
'ASSIGN.VALUES o
IF KoPCTL 27LTiSLOPE2NT •NOWi.MAX.SCALE.WEIGHT - REAL.F(BRK.Y.POINT)) / (128.0 -

. , . . . .. . . . .' " " _ _ . _ ., . . . . . . "10 8.
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REAL.F(PPK.X.POINT) )
FOP I a (qRK.X.POINT + 1) TO 128, CO

LET NOOD.SCALE(I) a (SLOPE2 * REAL.F(I - 8RK.X.POINT)| +
REAL.F(BRK.Y.POINT)

LOOP
ALWAYS
e

*, PRINT TI-ESE ARRAYS TO ENSURE THEY WERE SET UP PROPERLY.

IF SPECIFY.CUTPUT F.Q 0 ANC PAT LT 3
PRINT 1 LINE WITH TIME.V AS FCLLCWS

ARPAY.INITIALIZATION ROUTINE CALLED AT TIME.V *
SKIP I OUTPUT LINE
PRINT 5 LINE. AS FOLLOWS

THE CONTENTS OF THE DIJKSTRA MATRIX ARE:

+TO 1 2 3 4 5 6 7
F ROM+

FOR IN= 1 TC N°NODE CO
ORINT 1 LINE WITH I, DIJKSTRA(I,1)9 OIJKSTRA(It2I, OIJKSTRA(1,31,

OIJKSTRA(I,41, DIJKSTRA(I,51 CIJKSTRA(I*6 AND OIJKSTRA(I7 1
AS FOLLCWS•* 4. ***hi**.* **** **o ******.* ******.* *iP*****o* ** ***o.* *****.I*

KIP 1 OUTPUT LINE
PRINT 5 LINES AS FOLLCWS
CINTENTS OF THE DIJKSTRA MATRIX (CCNT.):
4,

+TO 8 9 10 11 12 13
cRO4+

FOR I ; 1 TC N.NCDE, CO
PRINT I LINE WITH I, DIJKSTPA(Idtl, DIJKSTRA(IY9g9 OIJKSTRA(IIOt

DIJKSTRA(I.11) DIJKSTRA(I. i2 AND OIJKSTRA(I,131 AS FCLLOW"r: 4. *1****** 0 III*P*I* t*****°:&& ******,~u~n* **S**** **al*****°

L.t)nP
SKIo 2 OUTPUT LINES

I t

PRINT 5 LINES AS FOLLCWS
THE CONTENTS CF THE DISTANCE MATRIX ARE:

+TO 1 2 3 4 5 6 7
FPCOM
----------------------------------------------------------------------------------------------------

FOP I = 1 TO N.NOOE, 00
PRINT 1 LjNE WITHDI CSTANCEI I1), DISTANCEIi 2), DIPTANCE(I ,),

DISTANCc(I,4), ISTANCE(It5), 01STANCE(I,6) AND OISTANCE(It7
AS P0LCWS* • *** **o* ******.* ****** $******.* **n**°** **** **.* ***m *.*

KIP1, OUTPUT LINE
PR!NT 5 LINES AS FOLLCWS
CONTENTS CF THE DISTANCE MATRIX (CCNT.):

+TO a 9 10 11 12 13

OF I : I TC N.NODE, CO
PRINT 1 LINE WITH I DISTANCE(I 9), DISTANCE(I 9) DISTANCE(It 0),

DISTANCE(I,11), OSTANCE(I4121 AND CISTANCE(I,13) AS FCLLOWS

LIP
KIP 2 OUTPUT LINES

PRINT 5 LINES AS FOLLCWS
THE CONTENTS OF THE BEST.PATH MATRIX ARE:

+TO 1 2 3 4 5 6 7 8 9 10 11 12 13
Cr OM+

---------------------------------- -- --------
FOP I1 TO N.NODEt 00
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PRINT 1 LINE WITH 1, SEST.PATH4I,13 , BEST.PATH(1,2), BEST.PATH(1,3),
B':ST PATH( 1,43, BEST.PATH(I,5l, REST.PATh(I,6JiBEST.PATH(I 71,B :ST.PATH(I,8I, BEST PATH(Yfg)t BEST.PATH(I ,10~ BEST.PATH( 91£)
SEST.PATH(I,12) ANO iEST.PATM(I,13) AS FOLLUWS

+* 404 1111 414 4111 4114 4141 110111** ** **
Lanp

KDIES OUTPUT LINES
StADLS

ISPECIFY.OUTPUT EQ I AND PRT LE 3 AND MAX.SLGT.DEPTH EQ
STARTING.4AX.SLOT.DEPTH
PRINT 2 LINES AS POLLCW~

THE CONTENTS CF THE NODE. CALE ARRAYARCALCULATEC VALUE (SIN NR.1 S ALEC, VALUE (SIN CONTENTSJ
ORIN 1 IN Wi8TH I AND NODE.SCALE(I) AS FCLLOWS

SKID 2 OUTPUT LINES

R EGARDLESS

-~ QETUPN
- - ND "Or ARRAY.INITIALIZATION

'THIS PCUTINE HALTS THE PRCGRA4 AND PRINTS IMPORTANT STATISTICS
AT PERIOCIC INTERVALS THRCUGHCUT THE SIMULATION.

EVFNT STOP.SIFOULATION

OEFINE ACT.rAP AS A REAL VARIABLE
LET PEPORT.CCUNTER sREFORT.CCUNTER + 1

IF TIME.V GS TEST.DUP.ATION
LET PRNT 1

ALWAYS

IF RSPnRT.CCUNTER EQ 1
PRINT I OCUELE LINE AS FOLLOWS

;EPflQT TI'*E.V ACT CKTS AVG CKTS AVG NR AVG MEAN VARIANCE
D.O)FV MAX M!1

PRINT I DrUBLE LINE AS FOLLOWS
4 LM 13 R EQUALS ACTIVE ACTIVE HO0PS ENERGY ACTIVE ACTIVE
TIVF ACTIVE ACTIVE

PRINT 1 OUBLEL NE AS FOLLOWS

SKID 1 OUTPUT LINE
L2T AVG.ACT!VE a REAL.F(ACTIVE)
GO TO LEAVE.THIS.CALCULATICN

ALIWAYS
LET AVG.ACTIVE =(R:EL.F(ACTIVE) +AVG.ACTIVE) 2.0
* LEAVF:.THIS.CALCULATION'
LET FRACT.OF.SUCCESSFUL.CALLS a (REAL.F(CKT.ESTABI / REAL.F(CKT.TOTAL-

UD.ROIJTE) I A 100.0

IF LTD.ORINT EQ 1
PRINT 1 DOUBLE LINE WITH REPCRT.COINTER, TIME.VI ACTIVE AVG.ACTIVE,

HOP.AVG, (F.SU8.K.BAR / 100Q00.0),MCUMMAN LM.VARIANCE,
CUM.STD.CEVIATION, ?0AX.ACTIVE ANC I4N.ACTIVE AS FOLLOWS

SKIP I OUTPUT LINE
IF TIr4E.V CE TEST.OURATION

GO) TO FULL.REPORT
ALWAYS
GO TO DEPARTURE

OALWAYS

* FUIL.REPORTI
STPEC ;LhUT;U IT 1 AND ORNT LE 5
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START NEW PAGE
PRINT I LINE W!TH REPCRT COUNTER ANC TIPIE.V AS FOLLOWS

XXXXX START INTSERMEDIATE REPORT NR. **** FOR TIME.V * ****.****$$ XXXXX
SKY 2 OUTPUT LINES
RINT 9 LINES WIfH CKT.SUM, CKT.TCTAL, CKT.ESTAB, CKT.DISESTAB
CKT.FAILEO, TOT.DIJK.CALLEO, 3ACKTRACK.OR.LCOPBACK, ACT.LOOP.REMOVE,
UPRlUTC1 DOWN.ROUTEL ACTIVE,9 HOP.AVGi TCT.HOP.GREATEST,
HPGRET FS CKTGP ATEST AVG.TIME ST, LGNG*TIME.EST,
CKTLON'1,TiM.EST, AVG.OURATtON, P.BO.COUNTER, AVG.P.BO LONG.Po8,O
C.RO.':OUNTEP, AVG.C.80, LONC.C.eC# AVGBO.TIME, MAX.SLOT.DEPTH,
AVG.ACTIVE, FRACT.CF.SUCCESSFUL.CALLS,
(100.0 - FRACT.Oc.SUCCESSFUL.CALLS) AND E.SUB.K.BAR AS FOLLOWS

.VERALL CUMULATIVE STATISTIr.S FCR THIS RUN OF THE SIMULATION:
TOTAL NUMeER CF CIRCUIT RaQUIEXENTS G-NERATEO a a
TOTAL N'JMeER OF CIRCUIT QUIVEMENTS GENERATED - 4
TOTAL NUM.IR OF fIRCUITS FSTAELISHE& •0****
TOTAL NUMBER OF CIRCUITS THAT WEPECNCE ESTABLISHED AND

THAT HAVE NOW BEFN CISESTABLISI-EC - 04*$
TOTAL NUMBER OF CIRCUITS UMABLE TO BE ESTABLISHED = 0
THF TOTAL NUMBEP OF TIMES THE DIJK.PANIPULATICN EVENT HAS BEEN CALLED

TO UPDATE THE BEST FATH RCUTES u *$$* a
THE TOTAL NUF8ER OF CIqCUITS THAT WERE FOUND TO BACKTRACK CR TO LOOP

BACK ACqCSS THEMSELVES AS A PSSULT OF UPDATED BEST PATHS a $
AT THIS INSTANT THERE AR':.

** VIRTUAL CIRCUJTS IN THE PROCESS OF REMCVING LOOPS
* vIRTLAL CIRCULTS IN THE PRCCES3 OF BFING ESTAdLISHED
*t VIRTUAL CIRCUITS IN THE PROCESS CF BEING DISESTAELISHED
* VIRTUAL CIRCUITS 'STABL!SHED AND ACTIVELY CARRYING VOICE TRAFFIC

CUMULATIVE STATISTICS CCNCERNING ESTAELISEC C IRCUITS:
AVFRAGF NUMBER OF HOPS PER ESTABLISHED CIRCUIT • **.*** I
4A CIrCUITIS) TOOK TIE LARGEST NUMBER CF HOPS, I.E. **.* HOPS TO

FST%.RLTSh TH- VI')TUAL CIRCUIT. CIRCUIT NR. ***** IS THE MOST RECENT
rIR.UIT TC USE THF LARG.ST NUMBER OF I-OPS. #

AVFQAGr. TIVE TO _STARLISH A CIRCUIT a ****~**,* SECONDS 0
LIN ,-ST TIMF TO ESTABLISH A CIPCLIT a ****1* FOR CKT.NR *$$*1
ACTUAL OBSEPVED AVb.OU ATION CF AN ESTAELIShED CIRCUIT , ***,****** 4

rUMULATIVE STATISTICS CCNCRNING DISESTABLISHED CIRCUITS.

PART!ALLY ESTABLISHED CIRCUITS:
TOTA. NUMBER OF ONCE PARTIALLY ESTABLISI-ED CIRCUITS
THAT HAVE NOW BEEN BPRKEI DCWN a *****

AVERAGE TIME TO OREAK OmWN A PARTIAL CIRCUIT = $*.*,**** 0
LONG.EST TIME TO IREAK DOWN A PARTIAL CIRCUIT a ** $$$$ 0

ONC% FULLf ESTABLISHEO CIRCUITS:
TTAL NL'EE; OF nNCE FULLY ESTAPLISHEC CIRCUITS

THIT HAVE NOW IEN ?POKEN DOWN = **
AVERAGE TIYS TO UREAK IOAN A CCMPLETEC CIRCUIT a **$$** 0
LJNGPST TIME TC BREAK DOWN A COMPLETEC CIRCUIT =*,*.** $ 0

CVFRALL STATS ON ALL CIRCUITS DISESTABLISHED:
AVRAGE TIME TO BREAK DOlWN ALL TYPES CF CIRCUITS * $$,$$$*$* 0

FINALLY RECALL THAT THE MAXI4UM SLOT STACPING DEPTH a $$ 8

THE AVERAGE NUMBE.R 'F ACTIVE CALLS IS *a*.$$ 3 0
THE PERCENTAGE OF CALLS ESTAB WITH RESPECT TO CALLS ATTEMPTED IS *'*.*$.

U U 'II FATL.rO " it, U,

"HE AVERAGE TOTAL ENERGY OF EACH CIRCUIT IS APPROX. **$$****$, JOULES, I

WHERFE, @ =-> IDENTIFIE.S VALUES COLLECTED OVER THE ENTIRE SIMULATION.
4 us> IDENTIFIES VALUES COLLECTED AFTER THE CCUNTERS WERE

CLEARED TO REMOVE THE EFFECTS OF THE START-UP TRANS-
IENT BEHAVIOR,

SKIP 3 OUTPUT LINESA-LWAY C
IF SP.CIFY.C TPUT LT 1 AND PRNT LE 3

FOR N = 1 TG N.NODE, 00
IF LINE.V GT T3
STArT NEW PAGE

ALWAYS

COUNT AND PRINT THE TIME SLOT USE STATISTICS.

LET NIL a 0

111



-. .

FILE: THESIS SIMS Al NAVAL POSTGRAOUATE SCHOOL

LETT
LT RS
RESERVE TNL(m) 43 SLOTS

FORS 1 TG SLOTJ, DO
IF USE(N.S,4 GE1

LET P - R * USE (NS*4
LET R c RS + I
LET TLT(S) t USE(NS,4)
GO TC ESCAPE

ALWAYS
IF USE(N,S l) GT 0

LET 7 + 1
LET TSLT(S) m 10003 + USE(NS,33
GO TC ESCAPE

I US (N.S11 5Q 0 AND USE(NtSt41 EQ 0
LET NIL a NIL . 1
LET TSLT4S) = 0

ALWAYS
'ESCAPE'

LOOP
PRINT 2 LINES WITH N, NIL, T R AND RE AS FOLLOWS

14009! * HAS **¢MPTY SLOTS, *4 TAANSMIT SLOTS, AND HAS ** RECEIVE SIG-
NALS STACKEC IN ** RECEIVE SLOTS.

SKIP 2 CUTPUT LINES

PRINT TI-5 TIME SLOT ASSIGNMENTS AT EACH NCOE IF THE PRINTING FLAG
o .IS 1. (ANC THE SPECIAL PRINTING VARIABLE IS 0). NORMALLY THIS IN-

- 1 FORMATION IS ('NLY PRINTEr) TO ASSIST IN CEBUGGING THE CPERATION OF
It THE PACGRAM, AND THEN THP SLOT ASSIGNMENTS AR. ONLY PRINTED AFTERoi THE FIRST AND LAST QUARTEPS OF EACH RUN OF TH" SIMULATION.QU...&S OFECHRNOF,

IF PRNT.FLAG LEW1
PRINT ' LINE WITH TSLT( i)TSLT(2),TSLT(33| TSLT(4) TSLT(5)t

TSLT16), TSLT(7 TSLT ) TSLT I, TSLT(IO, TSLT 11) AND
TSLT(121 AS FOLLOWS

PRINT 2 LINES AS FOLLOWS

? 3 4 5 6 7 a 9 10 11 12
SKIP 4 CUTOUT LINESALWAYS

RELEASE TSLT(*)

RUP ? OUTPUT LINES
ALWAYS

S', FIND THE TOTAL NUMBER OF TRANSMIT SIGNALS PER SLOT IN THE NETWORK.
PRNT 1 LIN= AS POLLOWS

SUMMARY CF THE NUMBER OF TRANSMIT SIGNALS PER SLOT IN THE NETWORK.
SKIP 1 OUTPUT LINE
LET ')T.XMIT a 0
FOR J ;ml TO SLTS, O0

LET XT 0
FOR N = 1 TO N.NODE, 00

IF IJSE(N,J,1) GT 0
LET XvIT = XMIT + 1
LET TCT.XMIT m TOT.XMIT 1

ALWAYS
LOrP
PRINT I LINE WITH J AND XMIT AS FOLLOWS

THE NUMRER OF TRANSMIT SIGNALS IN !LOT *" OF THE NETWCRK IS **
s OCP
SKIP 2 OUTPUT LINES
LET ACT.CAP (RfALfF(TOT.XWIT) / THEC.CAP) * 1CO.O
PRINT 3 LINES WITH T .XMITt I NT.F(THEO.CAP) AND ACT.CAP AS FOLLOWS
r.CGUNTERS SHOW THAT THERE ARE PRESENTLY *** OF A POSSIBLE *** TOTAL NUM-

BER OF TRANSMIT SIGNALS IN THE NETWORK. THEREFORE THE NETWORK IS
OPERATING AT APPPROXIMATELY **.,* PERCENT OF ITS MAXIMUM CAPACITY.

SKIP 2 OUTPUT LINES
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IF TI.i.V GE TEST.DURATION
START NEW FA9E
PRINT 9 LINE AS F3LLCWS

LINK USAGE STA ISTICS AT ENO CF SIMULATICN. THESE FIGURES REPRESENT THE
MUMBER RF TIMES SACH I.NIK CARRIFC AN ESTABLISHED CIRCUIT AFTER THE COUN-
TFRS WE E RESET TO R-MOVE THE TRANSIE NT BEHAVICR OSERVfED DRING THE
SIMULATIIN START-UP. THEREFORE THES FIGURES REPRESENT THE STEADY-STATE.

% IDIPECTIONAL NU4 BER
LINK LINK OF

F M/TO TO/FM ATTENUATION TIMES USED

SKID 1 OUTPUT LINE
L-T COUNTER w.1
PPINT.NEXT.LIN.E
LET MAX.VAL = -1
FOlP I 1 TC LINKS. Ot'

IF LIN.K.USDI) GE MAX,VAL
LET HOLCER = I

ALWAYS
LOCO
FOR I a I TC N.NGDE, 00

rOR J = 1 TC N.NfJfDE DO
!F LINKAeLr(I,J) E I ANC LI.NK.NR(ItJ) EC HOLDER
PRINT 1 LIt.": WITH.p J J6 I ATTENUATIGN(I,J) AND

LIh.K.5SE-)(HCL'cR) Ai FLLWS

SKIP 1 OUTPUT LINE
GC TC FLYING.LEAP

ALWAYS
LOOP

LOCP
FLYING. LEAP'
Lr LIN.K.USEO(HOLDER) -2
LET COUNTFR a COUNTEH + 1
IF CO'IITER %C LINKS -- I

GO TO FLEE
ALWAYS
GO TO PPINT.NEXT.LINE

ALWAYS

PRINT I LIN : WITH RFPORT.COUNTFR AS FCLLOWS
XXXXXXXXXXX]XXXXX ENO INT=.RME:IATE REPORT NR. **** XXXXXXXXXXXXXXXXXX

* ' TFST TO SEE IF ALL INTERMEDIATE REPCRTS FOR THIS ITERATION OF THE
SIMULATICN H4Vc EEEN MACE. IF SO, WE CAN CALL THE "DESTRUCTION"
PCUTINE AND 3FNJ ,Xlr.'JTICN BACK TO THE PAIN PROGRAM WHERE ANOTHER# TITEFATICN FOR A N;W 'ARAMETER, OR SET OF PARAMETERSi MAY BE

I ' .NITIATSO. IF ALL INTERMECIATE REPORTS HAVE NOT BEEN MADE,
, ' THEN WE CAN SCHEDULE THE NEXT "STOP.SIMULATION".

v EpAqR'rJRE4
IF (TI'4.V 4 RE.0CRT.PERIC')) LE TEST.CURATIJN

SCHEDULE A STOP.SI'0ULATION IN RE.PCRT.PERIOC UNITS
ALWAYS
IF (TIME.V + RE.PORT.PcRICDU GT TEST.CURATION

SCHCnUL _ A STOP.SIMULATION IN (TIME.V * RE.PCRT.PERIOC -T-ST.OUP ATION) UNITS
ALWAYS
IF T! ..V LT TcST.DURATION ANC PRNT LE 3

START NEW PAGE
4LWAVS
of

LET PRNT a 5
I ,

IF TIME.V G . TEST.DURATION
IF P)ECIFY OUTPUT GE 1PERFORM PEC IAL 'OUTPUT
REGAROLESS
PERFOMS DESTRUCTION

REG POLES1
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OETURN
ONO ''OF STfP.SImULATICN

*' THIS EVENT IE57 TS SC4F 13F THE CCUNTERS TC REMOVE THE EFFECTS 3JF TH2-
*' TRANS IMT R HAVI C RSP' AS THE N ETWORK BEGINS ESTABL6~SHING
* CIRCUITS. THUS THE SUCEISNG P2A I0C RE OR S .VE A M RE AC-

(URATE R~q-SETTO OF THE NETWORK"S STEADY-STATE PERFORMANCE.

VENT RF.'OVE.TRANGIENT.EFFECT

S LEASE LIN.IX.USlFD(fl
CESEOVc LIN.K.USED(*1 AS LINKS

~ESET THF TCTALS OF ACTIVE

IFT CKT.TOTAL - 0
LET CKT.FSTA@ 0
LET CKT.FAILEC It 0
LET CKT.OISESTAE =I
LET H')P.SUM 0 .
LET HOP.GREATESf , .
LET TOT.HGP.G~rATEST a 0
t ET Hflp.'VG a0.0
L FT ')FLAY.SUM = 0.13
LET 'nURfTTON =C.0
LET SU'4.DLFATICN - 13.1

FT AVG.')UF.ATZCN 0.1
I ET LJNr,.TIPwE.EST = 0.0
'ET AVC,.TIME.EST =0.0
FT AVG.P.BC a 0.0

LET LONJG.P.BC =0.0
'.FT AV'-.C.8C a 3.0
LET L3 ' G.C.Rr 0.0

LFT C)Cr.LflNG.TTME.EST It 0
I T AVr,.E~.TP'AE =.

LET SUM~. 0o ,IME .LL.rKT a0.0
I ET CKTS.BD a .3

FT P.RiXcruhTFA = o
LET C.3V.CCLNTSR a I
LF7 TOT.P.BC =0.0
LET TOT.C.8D - 0.0
LET CHANGE.OLAG1
LET BACKTRACK.CR.L3OOBACK - 1)
LET ACT.LCGO.AENOVE =0
LET E.SlJM I=Z.
L ET P.SLI8.K.EAR
LET FRACT.CF.SUC;ESFUL.CALLS 0.0

DRINT 1 LINE WITH TIWJE.V AS FCLLOWS
rLEAR COUNT=RS AND START TAKING STATS FROM HERE. TIME.V
SKIP 1 OUTPUT LINE

rK10 '$OF RE .1CVE. TRANS I ENT. OFF ECT

''THIS EVENT UJPDATE.S THE INFORMATION Ik THE BEST.PATH ARR4Y BY USE OF
THE rIJKSTRA ALGORITHM. ,THIS WVWNT 15 PERFORMEDDREGULARLY WITH A

* PEPTCC = "UP.DATE.PSRIOO SECCNDS, WHERE THE UPI, ATEoPERIOD IS AN
* INPUT VARIABLE.

9VFNT DIJK.f'ANIPULATICN
nEfINE DIST AS A REAL VARIABLE
tET TOT.DIJK.CALLED a TCT.OIJK.CALLEC I

IF SFICIFY.CUTPUT SQ 0 AND ORT LT 3
PRINT 2 LINES WITH TIM.VOASFO L L0LS

EVIFNT DIJK.IOANIPULATIO N NV KE AT TIME.V a *****SECCNDS

SKIP 1 OUTPUT LINE
ALWAYS
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CHSCK TC SEE IF A DIJKSTRA UPCATE IS REQUIRED. A CIJK.MANIPULATION
NF'O NCT BE PERFCRMED IF THERE HAVE BEEN NO CHANGES TO THE SLOT
ASSIGNMENTS AT ANY OF TFE NODES.

!F CHANGE.FLAG SO 0
GO TO SCHEDULE

ALWAYS

G'ET THE CURRENT LINK "WEIGHTS" CR "CISTANCES" AT EVERY NODE AND ON
' ALL LINKS OF THE NETWORK.

DERPORM COMPUTS.CURR ENT.CISTANCES
9.

* THE PATH.AVAIL ARRAY IS A 2-DIMENSIONAL INTEGER ARRAY THAT I-AS ITS
' VALUES ASSIGNED AND 4ANIPULATED DURING EACH CALL OF THE DIJK.MA-

NIPULATICN EVENT.

RESERVE PATH.AVAIL(I,*) AS N.NCOE eY N.NOCE

*' IJSc THE CURRENT NCCE AND LINK WEIGHT INFORMATION IN THE IMPLEMENTA-
TION CF THE DIJKSTRA ALG.lRITHM THAT FOLLCWS. START BY INITIALIZ-
ING TI-E OIJKSTRA AND BEST.OATH ARRAYS. IF THERE IS NO LINK WHICH
DIRECTLY CONNECTS TWO NODES, TFEN THE LINK WEIGHT IS SET EQUAL TO
9qgqg.g (OR ANY CTHFR LARGE, POSITIVE, REAL NUMBER). WE MUST

to ALSO PEAC A C-1Y OF THE LINKABLE ARRAY INTO THE PATH.AVAIL ARRAY
WHICH WILL BE USED DURING THE CIJK.MANIPULATION EVENT.

If
'OR I = I TC N.NODE, )O
FORi =N TC N.NOD=, C

I IJ J AND LINKABLE(IJ) EQl
L.T OIJKSTRA(I,J) DI TANCE(i,J)
LET BE T.PATH(IJ) j j
LET PATH.AVAIL(I9J) I1
GO TO JUMP.OUT

AL.WAYS
LET DIJMSTRAIJj) 0= 9q9999o9
LET BEST.PATH(f J)
LET PATH.AVAIL(I,J) 0

I JUMD.OUT I
LOOP

LOOP

'' PRINT TFE INITIAL DIJKSTRA, eEST.PATH AND PATH.AVAIL MATRICES.
|I

IF S ECIFY.OUTPUT EQ 0 AND PRT LE 2
PRINT 5' j S AS FOLLCWS

'H. C213TEN F THE INITIAL OIJKSTRA MATRIX ARE:

+Tl 1 2 3 4 5 6 7
€ ROM*
--------------+--------------------------------------------------------------------------------------

*.FOR I T 1 TC N.NODE, CO
PRINT 1 LINE WITH I, DIJKSTRAII,1), DIJKSTRAII,2), DIJKSTRA(I,3)9
OIJKSTRa(I,4, DIJKSTRA(I,51, CIJKSTRA(I,61 ANO OIJKSTRA(IT1
AS FOLLGWS

LOCI
SKTP I OUTPUT LINE

PR:NT 5 LINES AS FOLLCWS
INITIAL OIJKSTRA W'tTRIX (CONT.):
4

+*TO 8 10 11 12 13
SR0'4+

4--------------------------------------------------- -------------------
FOR I = 1 TC N.NODE, DO
Pq;NT INE WITH I, OIJKSTRA(I,8), DIJKSTRA(if,9O OIJKSTRA(I 101,

IJKSTRA ,I, D!JKSTRA(I,12) AND DIJKSTRA(.,3) AS FCLLOWS

LOOP
SKIP 2 OUTPUT LINES
PRINT 5 L:NES 4S FOLLOWS
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'HE CONTENTS CF THE INITIAL BEST.PATM ARRAY ARE:

+.. To 1 2 3 4 5 6 7 8 9 10 11 12 13
--------------+----------------------------------------------------------- ------------------

FOR I uI TO N.NOEDO H?1 ET.AHI2BSTPT(,)
PRINT ILINE WITH I. BESTjHA f~~ BS.PATH~l~l BEBSST PPTH(I1i,

*T -gTPA H(T,41i BE T.PA !? BETPATH(I :61.BS AT(I

BEST.PbTH(l,8) BE T H.PAP H F ItW BESi.PATH(fili),

SKIP 2 OUTPUT LINES

PRINT 5 LI NES AS FJ1LCW
THE CONTENTS OF THE INiTWAL PATH.AVAIL ARRAY ARE:

+TO 1 2 3 4 5 6 7 8 9 10 11 12 13

S4----------------------------------------------------------------- ---------

FR ; I T) ON. NOOE, 013
1RIN 1 LINE WIT~4 it PATH.AVAIL(It1)t PATH.AVAIL(I,21,
PATtI.AVAILII,31 , PATH.AVAIL(1,4), PATH.AVAIL(I,51,
PATH.AVAIL(1:6), PATH.AVAILII,71l PArmAVAIL(1 8)1
PATH.AVAIL(I 9), PATH.AVA XL 1,101t PATH.AVA IL(I
PATH.AVAIL(1,L2j AND PATH.AVAIL(11131 AS FOLLObd

~ P2 UTZUT LINES

OEGAPOLESS
LFT IAANIP*CCLKTEP
LET PASS.COUNTER =0

'RUN.'IA'RIX.Ar-AIN'
LET AGAIN.FLAG a0
LET PASS.CCuINTER a PASS.CCUNTER I.
eOR POW a I Ta N.NODE,' DO

FOR COL uI TC N.NOOE, 0O
* IF ROW SC CCL

Gn TO NEXT.COL
ELSO

FOR TESTf.C L u 1 TO N.NOCE, 0O
IF TEST.COL Q ROW

GC TO NEXT.TEST.COL
ELS!
IFT EST.COL EC CnL

GC TG NEXT. TEST. COL
ELSE

LET DIST - 0.0
IF LINKA3LSfiCW,TmST.COLl EO I

LET DIST - OTJKSTRAIROW,TEST.COL)
IF PATH.AVAIL(TEST.CCL,COL) EC 1
LET DIST DIST + DIJKSTRA(TEST.COL,COLI
IF )1ST LT 10!JKSTRA(PCWtCCL)
L=. OIJKSTRA(RC'i,CCL) DI0ST
LET SEST.PATH(ROWgCCL) *BEST.PATH(ROIWTESTCOL)

* -- LET PATH.AVAIL(RCW*COL) 1
LET AGAIN.FLAG a 1
LET MANIP.COLNTER MANIP.COUNTER + 1

REGARLESS
REGARDLE

* NFXT.TcEST.CCL'
LOOP

NFXT COLO

IF AGAIN.FLAG EC 1
GO TO RUNeNATRIX.AGAIN

ALWAYS
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WE MIGI-T NOW WANT TO ORINT THS I$ANIPULATED DIJKSTRA ANC BEST.PATH
MATRICES,

TF SPECIFY.OLTPUT EQ 0 AND PRT 5 2
PRINT 2 LINES WITH PASS.COUNTh.R ANIO MANIP.CCUNTER AS FOLLOWS

WE MADE **w * PASSES THRCUGH THE OIJKSTRA ARRAY AND PERFORMED A TOTAL
OF ***** MIANIPULATIONS IN DETERMINING THE NEW BEST PATH NEIGHBORS.
SKIP I OUTPUT LINE

PRINT 5 LINES AS FOLLOWS
THE CONTENTS OF THE A4ANIPULATEO OIJKSTRA ARRAY ARE:

+

+TO 1 2 3 4 5 6 7
FROM+
S-------------------------------------------------------------------------------

FOR I a 1 7C N.NODE, 00
PRINT I LINE WITH I, DIJKSTRA(I,, DIJKSTRA(I,2) DIJKSTRA(I Y)
DIJKSTRA(I4), OIJKSTJA,5), GIKSTRA(I,6) AND OIJKSTRA(I,
AS FOLLCWS

LOOP
SKI P 

I OUTPUT LINE
PRINT 5 INES AS FOLLOWS
MANIPULATEC CIJKSTRA ARRAY (CCNT.):
+
+TO 8 9 10 11 12 139 QOM

-----------------+--------------------------------------------------------------- --------------------
FORI= TC NNODE, CO

I LINE WITH It IJKSTRA(I,9), DIJKSTRA(I 9i,DIJKSTRA(IIO),
DIKTAII9 IKSIR(92 ANDIJSR(,1 A FCLLOWS

SKIP 2 OUTPUT LINES

PRINT 5 LINSS AS FOLLCWS
THE CONTENTS CF THE MANIPULATE'- BEST.PATH ARRAY ARE:+

+TO 1 2 3 4 5 6 7 8 9 10 11 12 13
FRO'4+

FOP I I TO N.NOOF, 00
PINT 1 LINE WITH I . ST.PATH(II) PEST.PATH(I,21 B EST.PATH(Iv3,

BEST.P&TH(1,4), BEST.PATH(I,5)9 BEST.PATH Iv61i BEST PATH(jf7),
BEST.PATH4I,8), BEST.PATH(I,9), BEST.PATH I,10|, BES oPATH(I,11),
8F.ST.PATH(!,121 AND REST.PATH(I,13) AS FCLLOWS** . ** ** ** ,* ** ** ** ,, *, ,* ** ,* **

LOOP
SKIP 2 OUTPUT LINTS

PR! NT.5L!NES AS FOLLCW4SRH COEN, M F THE "4ANIOULATEC PATH.AVAIL ARRAY ARE:

+To 1 2 3 4 5 6 7 8 9 10 11 12 13

-- - - - - - - - - - - - - - - - - - - -- - -- - - -

FOR I = 1 TC N.NGn), 00
PRINT 1 LI E WIT4 I, PATH.AVAIL(I,), PATH.AVAIL(IiZ,
PATH.AVAIL(I,3), PATH.AVA!L(I,4), PATH.AVAIL(I,5 ,
PATH.AVAIL(I,6), PATH.AVAIL(I,7)1 PATi.AVAIL(I 8),
PATH.AVAlL(I,919 PATH.AVAIL(Il 101 FATH.AVAIL(I 11)
PATH.AVAIL(I,12) AND PATH.AVAIL(I,1-) AS FOLLOW5

** + ri g *. ** ** ** ** ** ** ** ** **

VOIKP Z OUTPUT LINES
ALWAYS
toe

o SCHEDULE THE NEXT DIJK.MANIPULATION.
e117
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'SCHDOULCE
LET CHANGE.FLAG a 0
SCHEDULE A CIJK.MANIPULATION IN UP.DATE.FERIOD UNITS
U.

RETURN
PNO 11OF DIJK.PANIPULATICN

THIS ROUTINE IS CALLED BY THE DIJK.PANIPULATION EVENT TO DETERMINE
* * THE CURRFNT LINK DISTANCES (A.K.A WEIGHTS OR CHANNEL VALUES) FOR

EACH NCOE ON E.ACH C10 ECT LINK. THIS ROUTINE WILL USE A "DISTANCE
FUNCTION" TO EVALUA T - THE LINK WEIGHTS. THE DIsTANCE FUNCT ON
WILL EE CHANGED MANY TIMES THRCUGHCUT THE COURSE OF THE THESIS
RESEARCh AS WE INVESTIGATE THE EFFECTS OF THE DISTANCE FUNCTION
CF NEThCRK ROUTING, CAPACITY AND TF-RCUTHPUT.

QOUTINE TO CCPPUTE.CdRRENT.DISTANCES

nEFINE X ANC Y AS REAL VARIABLFS
DEFINE WEIGHT AS A REAL VARIABLE
*' WE mAY WANT TO USE THF NUMBER OF NEIGHBOR NODES CLAIMED BY A NODE

EAS A TERM OR NSICERATICN WHEN We COMPUTE THE "NODE WEIGHT" FAC-
TOP OF AN OVERALL LINK WEIGHT. THE NUMBER OF NEIGHBCR NODES

* ' CLAIvED BY EACH NODE N HAS ALREADY BEEN DETERMINED AND HAS BEEN
STORED IN LINKABLE(NtN).

I
''_ COMPUTE "NODE WEIGHTS- FOR EACH NODE AND STORE IN CISTANCE(II).
LFT X = REAL.F(SLOTS * PAX.SLOT.DEPTH) * 2.O
FOR A a I T N.NCODE, DO

FOR B = A TC N.NCDE# DO
IF A NE B AND LINKAELE(AB) EQ 1

LET SUM 1 0
OR Ks ITO SLOTS, DO
IF USE(AK,l) EC 0 AND USE(A,K,4) EQ 0 AND USE(BiKel EQ 0 AND
USF(BK, 4) E 0
LET SUM - SUM + (2 * MAX.SLOT.DEPTH)
GO TO LOOOP

ALWAYS
IF USE(AK411 EC 0 AND USE(AK,4) EQ 0 AND USECBtKvl) EQ 0 AND
USE(,K4 I NE 0
LET SUM = SUM + (MAX.SLOT.CEPTH - USE(B*K,))
GC TC LOOOP

ALWAYS
IF USE(AKl) EG 0 AND USE(AK,4) NE 0 AND USEI8tKvI) EQ 0 AND

USE(B,K,4) EQ 0
LcT SUM m SUM + (MAX.SLCT.DEPTH - USEIA*K9411
GO TO LOOOP

ALWAYS'LOOI2P'
LOOP
LET WFIGHT = X - REAL.c(SUM)
L=T Y = (WEIGHT * 128.0) / X
IF NT.F(Y) EQ 0
LTTY x =1.0

ALWAYS
LET DITANCE(AB) = NODE.SCALE(INT.F(YI)
LET OISTANCE(BAD a NOOE.SCALE(INT.F(Y))

ALWAYS
LOOP

L COP
* ' WE HAVE NOW STORED THE NODE WEIGHT VkLUE IN THE DISTANCE ARRAY.
'I

* ' WE MIGHT WANT TO PRINT THE DISTANCE iRRAY NOW TO ENSURE THAT THE
* ' NOCE WEIGHTS WERE PROPERLY CALCULATED AND RECORDED.

TF SPECIFY.OUTPUT EQ 0 AND PRT LT 3
PRINT 6 LINES AS FOLLOWS

THE CONTEN S CF THE DI STANC ARRAY AFTER THE NODE WEIGHTS WERE
CALCULATEC ARE:

1
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+To 1 2 3 4 5 6 7
: ROM+

FOP I I t TC N.NOOE9 CO
PRINT I LINE WITH I OISTANCE(Ilj, CISTANCE(I,2), CISTANCE(I 3)
OISTANCEII,4), OISTANCE(l,5), CISTANCEII,6) AND DISTANCE(II)
AS FOLLCWS

SKIP I OUTPUT LINE
PRIlIT 5 LINES AS FOLLCWS
CONTENTS OF THE DISTANCE ARRAY (CONT.):

+To 8 9 10 11 12 13
F PC 14+

--------------------------------------------------- ------------------
FOR = TO N.NOOE, DO

PRINT LINE WITH 1 DISTANCE(I,e), CIST&NCE4I1 9) DISTAKCE(ItIO),
OISTANCE(Io11)t DISTANCE(II121 AND CISTANCE(I1,3i AS FOLLOWS

LOOP
SKIP 2 OUTPUT LINES

ALWAYS

WF CAN NC% MODIFY THE NODE WEIGHTS JUST CALCULATED TO PRODUCE A
o ' TRUE LINK WEIGHT BY AODING THE LINK WEIGHT FROM THE APPROPRIATE

7NTRY IN THE -LINK.W-IGHT" ARRAY. RECALL THAT THESE LINK WEIGHTS
f WcQ CALCULLATED IN THE -HUSeKEEPING" ROUTINE. LINK ATTENUATIONS

RENGFC IN VALUE FROm ABCUT al.o TO 1 .C Da (I.E. A RANGE OF
o ' ABOUT 60 DB). THE ENERGY PjR *IT F R THESE LINKS RANGED IN VALUE
so * FROM AECUT 1.3 TO 1)30CCO.0 A0 WERE SCALED WITH A GECMETRIC DI S-
o ' TRIBUTICN INTO "BINS" WITH ASSIGNED LINK WEIGHTS OF 1.0 TO 128.0.
'OR A = 1 TC N.NODE, DO

FOPA=NI Tc N.NODEA.(Aa, EQ 1EcAN AND LINKALI,|E
LET OISTANCE(AB) = DISTANCE(A,Bi + LINK.WEIGHT(A981
GO TO GET.AWAY

A WAYS
LET DISTANCEIA,B) z 999999

fGFT.AWAY#
LOPP

LOOP

'' w~ MIGHT WANT TO PRINT THE DISTANCE ARRAY NOW TO ENSURE THAT THE
o' OVERALL LINK WEIGHTS WERE PROPERLY CALCULATED ANC RECCRDED,
6,

!F SPECIFY.CUTPUT EQ 0 AND PRT LT 3
PRINT 6 LINES AS FOLLC14S

THE CONTENTS CF THE DISTANCE ARRAY AFTER THE LINK WEIGHTS WERE
CALCULATEC ARE:

CR4+
• O1 2 3 '9 5 6 7

--------- ------- ------------ - -------------------

Op = 1 TO N.NOOE, DO
PRINT 1 LINE WITH I, OISTANCE(I,I), DISTANCE(I,2), DISTANCE(I,3)t

OTSTANCE(Iv4, DISTANCE(I,), CISTANCE(I,6) AND DISTANCE(I,7)
AS FCLLCWS

LOCP
SKIP I OUTPUT LINE
PqINT 5 LINES AS FOLLOWS
DISTANCE ARRAY LINK WEIGHTS (CONT.):

+TO 8 9 10 11 12 13FROM.

PRIN I2 'iCM N.OE, ~iOISTANCEMI8), DISTANCEII 9) DISTANCE(li 1~
DISTANCE1 1091, DISTANCEII,12I AND CISTANCE4I1,11 AS FOLLOW0
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OOP
KIP 2 OUTPUT LINESALWAYS

ETIIRN
FND ' OF COMPUTE.CURRENT.DISTANC.S

THIS EVENT PERFORMS FUNCTIONS NECESSARY TO BEGIN PP CSSING NEW
t * REOUIREMENTS FOR TWO-WAY VIRTLAL VCICE CIRCUITS.

CVENT NEW.CKT.REQMT
|I

IF PPN T LE I
PRINT 2 LIKES WITH TIME.V AS FOLLOWS

eVENT NEW.CKT.RFQMT INVCKED AT TIME.V -

SKIP 1 OUTPUT LINE
ALWAYS
DEFIN . CK.XMTR,CK.RCVoX.TOT.PERCENT AND R.TOT.PERCENT AS REAL VARIABLES
DEFINE DELAYl AS A REAL VARIABLE
LFT CKT.TOTAL = CKT.TOTAL + I
LET CKT.SUM a CKT.SUM + 1
IF CKT.SUM G7 MAX.CKTS.IN.SIM

SKIP 2 OUTPUT LINES
PRINT 12 LINFS WITI MAX.SLOT.DEPTH# MAX.KTS.IN.SIM, TEST.DURATION AND

TI:4E.V AS FCLLOWS
TOTAL NUMBER CF CIRCJITS ATTEMPTED EXCEEDS THE TOTAL NUMBER OF CIRCUITS

PER4ITTFD. IN THE FUTURE IF WE WANT THE SIMULATION FCR THIS VALUE OF
SLOT.FEPTP = ** TO RUN FOR THE COMPLETE SIMULATION TEST.DURATICN, WE
MUST DO CNE CF THE FOLLCWING:

1. INCREASE MAX.CKTS.IN.SIM FROM ITS PRESENT VALUE OF *****
2. DECREASE THE SIPULATION TEST.CURATICN FROM ITS PRESENT VALUE OF

******** ** SECONDS,
3. OR CC SCME COMBINATION CF BOTH I AND 2 ABOVE.

SIMULATION TIME AT THE INSTANT EXECUTION WAS HALTED =****,,***,, SEC.

PERFORM DESTRUCTION
GO TO RTN

FFGAPOLESS
I,

' * SCHEDULE THE NEXT "NEW.CKT.REQMT" EVENT FCR THE NETWORK.
eI

SCHEDULE A NEW.CKT.REQMT IN EXPONENTIAL.F(MEAN*CKT.ESTAB,2) UNITS

' ' FIND A CESTINATION MODE IN ACCORCANCE WITH PRESCRIEED RECEIVE PER-
* ' CENTS FCR THE NODES.
LTLE=T X.TOT.PERCENT = 0.0
LET Y.TOT.PERCENT = 1.0
LET CK.XMTR z UNIFOR:4.F(O.OTRNS.PCNTq6)

SELECTOR IS USED IF A P5RCENTAGE OF THE MESSAGES ARE REGUIREO TO BE
* ' BETWEEN NODES OF THE SAME GROUP OR FAMILY.

LET S'LECTCR = UNIFORMF(0.0O00.,7)

'' SELECT THE TRANSMITTING NCDEo

FOR I a I TO N.NOOE, 00
LET X.TOT.PERCENT = X.TCT.PERCENT + TRANSMIT.PERCENT(I)
IF CK.XMTP LE X.TOT.PERCENT
LFT XETR I
O FIND.RECEIVER

ELSEL OOP

' SELECT TIE RECEIVER.

tFIND.RECEIVERO
LET CK.RCVR * UNIFORM.FIO.ORCV.PCNT,8)
"OR J I I TO NoNOOE, DO
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JET R.TOT.PFRCENT R.TCT.PERCENT *RECEIVE.PERCENT(J)
IFCK.RCVR LE R.TOT.PERCENT
LET RCVR J
GO CK.GRCUP.ANDFAEILIES

E 0 SE
LOO

''IF THE RECEIVER MUST RE WIT HIN THE SAME GROUP OR FAMILY, KEEP
* ' LOOKING UNTIL AN ACEOUATE RECEIVER IS FCLN~o

* CK.GPOUPS.ANO.FAMILIESt
IF SFLECTOR LT IN.GRJIJP

IF GPr3UP(XMWTRI EQ GROUP (RCVRI
GO SEE.IF.XMTR.EO.RCVR

EL S
LET R.TOT.PERCENT a-.
GO FINC.RECEIVER

E LSE
IF SELFCTOR LT (IN.GROUP + IN.FAMILY)

IF FA'4ILY(XMTP) EO FAI4ILYIRCV1 R)
LnO SEE.IF.XMTR.EQ.RCVR

ELSE -. ECN .LET F.TOTPREN .
GO FIND.RECEIVER

CLSE

:SFE.IF .XMTR.*EQ .RC VR'
I F RC.VR PQ XVITR

GO FINO.RECEIVER
'LSE
LET rRIG.NCCE - XMTR
LET OEST.NflCE = RCVR
I F PPNT LE 4

PRINT 1 LIKE WITH CKT.SUM, ORIG.NCEE OE5T.NCr;E ANC TIME.V AS FOLLOWS
CIRCUIT NR. *****, FROM NCOE ** TO NCH~ 'r- BEGUN AT TIME

SKIP I OUTFUT LINE
ALWAYS

'' WE CAN NCW IEGIN TO ESTaBLISH TI-E CIPCUIT. THE REP'AINCER. OF THIS
* FVENT SIMULAT=S ALL OF THE ACIINS PERFCRMED AT THE CRIGINATING

* NOOE TC GENERATE AND TRANSMIT THE SERVICE DR CORRDINATION MESSAGE
:9 TO THE NEXT 4ODE (I.E. THE "CtLLEC.NCOE") ON THE BEST PATH TO THE
I DESTINATION NODE.

FIRST CHECK TO SEE IF THEPE IS A SLOT AVAILABLE AT THE CRIG.NODE TO
of' ACCOTMOCATE THP TRANSMISS ION OF A SERVICE MESSAGE. SINCE WE ARE

*' ASSUMING THAT EACH NODE IS ALWAYS LISTENING T' ITS NEIGHBOCRS THE
* * PIG.NCQE KNOWS '6HEN. ITS NEIGHBORS ARE NCT TRANSMITTING. NO*E:

I ALL NODES "LISTEN't WHENEVER T14EY APE NCI TRANSMITTING.

LET IJP.RflUTE -UP.ROUTE + I
* LET CALLEC.NCCE - REST.PATH(ORIG.NOOE,DEST.NODE)

FOP J = 1 TO SLOTS, DO
* IF lUSE(OPIG.NGDE,Jv1) EQ 0 AND USE(CRIG.NODEJ,4) EQ a AND

USE(CALLEE.NODEJ,1) EQ 0
GO TO PASSI

ELSE
LOOP

* F TPrNT LE 4
DOINT 4 LIKES WITH CKT.*SIJM, CRIG.NOE AF0' CALLED.NOOE AS FCLIOWS

rIRCUIT NR. ***** FROM N-3DE ** TO NOCE **. THIS CIRCUIT CANNOT BE
CSTABL ISHED BZCAUS THERE ARE NO MUTUALL Y AVAILAB Lf SLOTS BETWEEN THE
THE ORIG.NOOE'AND THE CALLED.NOOE TO CAFRY THE INITIAL SERVICE MES-
SAGC
SKA1l OUTPUT LINE

ALWAYS
* LET CKT.FAILEC - CKT.FAILED +I

LET UP.ROUTE a UP.ROUjTE - 1
LFT P.RD.COUNTER x P.80 CCUNTER +1
GO TO RTN

*'RANDOMLY SELECT A 'ICURRENT.SL.OTH AND CCNTINUE PROCESSING.
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* PASSI'
LET CURPENT.SLOT a RANDI.F(1,SLOTS941
IF PRNT LE I

PRINT 2 LINFS WITH CURRENT. SLCT AS FOL LCWS
SLCT I*~ WAS RANDOMLY SELECT EC AS TH-E w URR ENT. SLOT M AS WE BEGAN ESTAB-

LISHING THE CIR tJIT IN THE EVENT NEW.CKT.REC.MT.
SK!P I CUTFUT LIN-

ALWAYS

*'FIND THEF NEXT MUTUALLY AVAILABLE S LOT (ATLEAST 1 ,FUL6,.SLOT IN THE
F UTUPE TO ACCOUJNT FOR POCESSING TI46 N THE OR G.NOOE).

IET 5FLOTI 0
LET FRAME1 a 0
IF CIJRRENT.SLCT EQ (SLOTS -11

LET KI
G6 TO SEARCP.NEXT.FRAME

* ALWAYS
IF CURRENT.SLOT EQ SLOTS

* . 'To SdqCI-.NEXT.FRA4E
ALWAYS
LET K - CURRENT.SLOT +2

* .COR J aK TC SLOTS, 00
IF USE(ORIG.NCDE J,1I EC 0 ANC USE(ORtIGNODE#Jv4) EQ 0 AND
I-SE(CALLEC.NOC , J.i EQ 0
LST SLCTI a J
GO TO PASS2

ALWAYS
FT K , 1

S PC H.*NEXT.*FR AMEI
LET FRAMEI x1
FC~P J =K TC SLOTS, 0IF iSE(O9IG.NC)EJ,U EQ 0 AND USE(ORIG.400E9,J,4) EQ 0 AND

USE(CALLEC.NUDEtJ,li EQ a
L T SLO71 zJ
Onl Tn Pb552

ALWAYS
LOCP
IF JSE(0RIG.NCCEi1h!),EQ,0,AND USE(ORIGeNODE,l,4) EQ 0 AND

USti(CALLEC.NC I EQ
LET FRAME1 2
LET SLOTI 1
G6 TO PAS3Z

ILWAYS
PRINT 1 LINSWITH CKT. SUM 4 S FCLLCW5
?NITIAL SVC MSG IN ERROR IN EVEN NEW.CKTeREQMT FOR CIRCUIT NR. * *
KTD 1 OUTPUT LINE

tET CKT.FAILEC z CKT.FAILED +
LET UP.POUT5 a UP.ROUTE - 1
I ET P.BD).COUNTER a P.BO.CCUNTER + 1
r. TO RTN

' IF WE GET AS FAR AS PASS2 THEN WE HAVEIDENTIFIED A SLCT TO CARRY
*' THE SERVICE MESSAGE TO THE CALLEO.NOO* NOW CREATE THE SERVICE

M 'ESSAGE.

PASS2'
CREATE A McSSAGE

L=T CKT.NDR(AESSAGEi= CKT.SUM
L4T TYPE(MESSAGE) = PACKET
LE-T ORIGINATOR(NMESSAGE) ORIG.ND
LET DESTINATICN(MFSSAGE) DEST.NODE
LfT FM.NOIE(MESSAG~l CRIG.NCDE
LIT TO.NOCE(M'ESSAGE) a CALLEC.NCDE

LTSTART.TIME(MFSSAGE TIME.V
L =T HOP.C'CUNT(MESSAGE) = 0
L:T SLOT.ARPIVALME4SSAGE) *SLCTJ
LET SLOT.ASSIGN(MESSAGE) *0
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LTRiCS CT("ESS, G -o
LF DIRTICt iMESSAG I

LET CUM.EkERGY(MESSAGE) s 0.0
LET INFCI(PESSAGE) = 0
LET INFO2MESSAGS) - C
LET INFO3(PESSAGE) = 0
LET INFO4(IPESSAGE= 0
LET INFO5MCSSAGII w 0
LET INFOe(UESSAGE) 2 C
LET INFO7(PESSAGEI x C
LT !NFOB(r'ESSAGE) 0
LET INFO9(PESSAGEI - 0

IF PRNT LELI
P!NT 2 LINES WITH SLOTI AND FRAMEI AS FOLLOWS
SLOT ". OF FRAME 1 WAS SELECTED TC CARRY THE INITIAL REQUES" FOR SER-

VICE FPrP THE ORIG.NODE TO THE CALLED.NCODE.
SKIP 1 OUTPUT LINE

ALWAYS
*' CALCULATE WHEN THE SERVICE MESSAGE WILL ARRIVE AT .HE CALLEO.NODE
of AND SCI-EDULE ITS ARRIVAL IN TIME.V PLUS THAT INCREMENT.,

IF FPtME1 EC C
LqT D LAY1 a (REAL.F(SLCT1 - CURRENT.SLCT)i * SLOT.DURATION
GO TO PASS3

ALWAYS
IF FRAMEr EC 1

LET X = (SLCTS + I) - CURRENT.SLOT)LET Y S .LOT1 - I

Ll' r DELAYl = (REAL.F(X +I y) * SLOT.DURATION
GO TO PASS?

ALWAYS
!F FQAMFl EC 2

L17 DELAYI c (REAL.F(SLOTS + 11) * SLOT.DURATION
GO TO PASS3

ALWAYS
P RINT 1 LINE WITH CKT.SUM AS FOLLOWS
:RRF IN CALCULATING DELAY1 IN EVENT NEW.CKTRECMT. CKT.TOTA -
SKIP , OUTPUT LINE
IET CKT .FAILEC = CKT.FAILED + 1
LET IP.ROUTE = LP.ROUTE -
LET P.BD.COIJNTER = P.BC.CCUNTEP + 1
nESTrOY THE MESSAGE CALLEC MESSAGE
GO TO RTN
so

* PASS31
SCHFr!JLE AN INITIAL.REQ.FOR.SVC GIVEN MESSAGE IN DELAYI UNITS
IF D NT LE 1

PRINT 2 LINES WITH CKT.SUM, CALLEO.NIODE, (TIME.V + DELAY1 AND
O'LAYj AS FCLLOWS

CIR-UIT NR. *** t HAS SCHEDULED AN INITIAL.REQ.FOR.SYC AT NODE 11 AT
TIME.V = *$**.** *** SECONCS, I.E. *.*****' SECCNO5 FROM NOW.

SKIP 2 OUTPUT LINES
ALWAYS

I RTNI
IF P9NT LE I

PRINT 1 LINE AS FOLLOS
ATTRIBUTES OF THE MESSAGE ENTITY AT THE END CF NEW.CKT.REQMT ARE:
LIST ATTRIBUTES OF MESSAGE
SKIP I OUTPUT LINE

ALWAYS
PSTURN
ENC ''01 NEW.CKT.REQMT

is THIS EVENT SIMULATES THE INITIAL RECUEST FOR SERVICE FRCM A
CALLING*NODE TO A CALLEC.NOOE. THE PROCESSING DONE HEREIN IS
DONE AT THE CALLED.NODE.

EVENT INITIAL.REQFOR.SVC GIVEN SVCl.MSG
LET MESSAGE = SVCI.MSG
IF PRNT LE I
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PRINT 2 L!NES WITH TIME.A AS FOLLOhSIE.cVrtNT INITIAL.REQ.FOq.SVe INVOKED AT TM.

SK'!o 1 OUTPUT LINE
AL WAYS
IF PPNT LE 3

PR.INT I. LINE AS FOLLJWS
ATTR!AUTES OF MESSAGE ENTITY AT THE START OF INITIAL.REQ.FCR.SVC ARE:
LIST ATTRIEUTES OF MESSAGE
SKIP 1 OUTPUT LINE

ALWAYS
nEFINE DELAY2 AS A REtAL VARIABLE
I-ET t:RAME.PPC 0
LET SLOT.REC0
LET '"ALLING.NCOE =FM.NCOE(MESSAr~E)
IET CALLEO.NCOE - TO.NOCF(4SSSAGE)

''FIRST CHECK TO SEE IF THIS CALLEC.NCCE ALREADY HAS SLOTS ASSIGNED
I' TO CARRY THIS CIRCUIT NUMBER. IF IT DOES, THEN THE CIRCUIT HAS
*' BACKTRACKED OR LCOPED BACK ACRCSS ITSELF AS A RESULT CF CHANGES
** To THE BeST PATH RCUTF AS DETERMNINED BY THE DIJK.MANIPULATION

EVENT9 AND WE M4UST R:MOVE THE SLOT ASSIGNMENTS IN THE LOOP SINCE
THEY AVE NO LONGER NECESSARY.

;;R I = I TC SLOTS, n0
IF USF(CALLEC.N2DE9I,1) FO CKT.NR(1'ESSAGE)

LET BACKTRACK.OR.LCCPBACK - BACKTPACK.CR.LCCPBACK + I
LET ACT.LCCP.REMOVE = ACT.LCCP.REMOVE *1
CREATE A PESSAGE CALLEI LOCP.BD.MSGl

LET CKT.NF(LOOP.BC.MSG) x KT.NP('4ESSAGEI
LET TYFE(LOOP.30.PSG) RFMOVE.LOGP
LET 0QIG!NATCRfLCCP.Bn.MSG) CALLEC.NOOE
LET QcSTlNATICLN(LCOO.AD.PSGl CALLING.NCOE
IFT F~m.N00E(L00P.B0.f4SG) = TC NCDE,4ESSA*E)
LET T0.NCOE(L03P.80.M5G) =TC.NCDE(F'ESSACE)
LFT STAPT.TIM=ILCCD.B9.MSGl TIME.V
LET HCP.CCUNr(LrlOP.8O..MSGl HCP.CCUNT(NESSAGEJ
LET SLCT.ARRIVAL(LOCP.qD.tMSG) SLOT.ARPIVAL(MESSAGEI
LET SLOT.ASSIGNILCOP.30.PSG) SLCT.ASSIGN(MESSAGE)
LET R7-CSLCT(LrflP.B ).MSr,) = RECSLOT( MESSAGE)
LET DIRECTION(LOCP.20.mSGI -2
LET CUM.ENRGY(LJCP.B.SG) =C.0
L =T INPC 1(LOGP alC.41G) = INF01(MES~cA~
LCT INFC2(LOOP.RD.mSG) z INF02(SE Nffl
LET INFC3(L0OP.9O.MS;) -INFO3(MESSAGE)
LET INFC4(LOOP.dC.MSG) = INFO4(PESSAGEJLE T INFC5(L0CP.BC..MSG) ItF05(MESSAGE
LET IN4FC6(L0O.0O.MSG) = INF(O6(MF.SSAGE)
LET jNFC7(LOC0.90.MSG) = INFOT(MESSAGE)
LET JNFC8fLC'JP.9C.MSG) = INrC8IMESSAGE)
LET INFC9(LOOP.BC.45G1 = NF09(MESSAGE)

* WE HAV; CREATED ANCTHER MlESSAGE TO SEND IN THEUP STREAM DIRECT12N
TO REMCVE THE SLCT ASSIGNMENT AT THE NOES IN THE LCOP. NOTE
HOWEVER THAT 1F WE HAVE LOGPEC BACK THRCUGH THi ORIGINATOR NODE
THEN WE MUST CREATF A MESSAGE TO CONTINUE THE CIRCUIT ESTABLISh-

*' MENT eEFORE WE SCHEDULE AN UPSTREAM.E6REAKeDOWN TO DESTROY THE
LOOP.

FOR J a1 TC SLOTS D
IF USE(CALLEC.-N36EJ.1) EQ CKT.NR(MESSAGE) AND
USF(CALLED.NO0EvJ,5) NE 0
GO TC (4AKE.A."ESSAGE

ALWAYS
Oop~OR Jul TC SLOTSEO

4 IFUSEIALLC.NOEJ 1)8Q CKT.NR(MESSAGE) AND
USE(CALLEO.N0DO -~ 0

GO TO MAKE.A.M4ESSAGE
10 WAYS

12



OILS: THESIS Sims 41 NAVAL POSTGRACUATE SCHOOL

IMAK. A. MES SA GES
bCRE2 A MESSAGE CALLED CONT.MSG

LET CXT.NR(CONT.MSGI CXT.NR(PESSAGE)
LET TYPF(CONT.A4SG) = .YPE(P4ESSACEI
LET CRIGINATOR(CQNT.4SGI aORIGINATCR(MESSAGE)
LET D=STINATI'ON(CCNT.MSGI OESTINATION(MESSAGE)
LET F4.NCr)EfC0NT.l0SG) 2 CALLED.NODE
LET TC.NCDt(CON4T.MSG) z eEST.PATH (CALLED.NOOEP

q~jNAT jN(4FSSAGE)l
LETE ART. IME( CNT.4G) START.TIMEiMESSAGE)
LET HCP.CCUNT(CONT.MSGI P EAL.F(USFICALLED.NODEJ,5)l
LET SLCT.ARRIVAIECO)NT.MSG) SLCT.ARRIVALINESSAGE
LET SLCT.ASSIGN(CCNT.MSG) 3SLCTS + I
LET RSCSLCT(CO.'IT.MSG) a
LET O!RECTION(CONT.MSG) DIRECTION(MESSSAGE)
LET CUM4.EN=RGYICCNIT.MSG) REAL.F(USE(CALLED.NODEtJt6))
LET lNqFCI(CONT.4SG) = INFC1(MESSAGE)
LET INFCZ(CCNT.MSG) a INFC2(MjSSA~j
LET INFC3(CONT.MSG) - INFC3(M~ SSAG I
LET INFC4(CONT.MSG) - INFC4(MESSA
LET INFC5(CONT.MWS Ga INFC5(MFSSA81)
LET INFC6(CONT.M G) a INP06(NgSSAGE)
LET INF07(CONT.I4SG) a INFC7(MESSAGE)
LET INFC8(CONT.NSGI - INFC8(MESSAGE)
LET INFCS(CONT.MSG) a INFC9(ME"IA GE

SCHEDULE AN UPSTREAP.8REAK.DOWN ZIVEN LOOP.BD.MSG NOW
SCHEDULC A FINAL.ASSIGNMENT.NOTICE GIVEN CClAT.MSG NCW
GO TO RETN

ALWAYS
I OOP

it' NEXT (1'ECK TO SEE IF THERE IS A SLOT AVAILABLE AT THE CALLE0.NODE
of T ACCCMOODATE THE RETURN TRANCYISSI ON OF A SLOT ASSIGNMENT AN~

RFCIPqCCAL REQUEST FOR SERVICI. NCTE: WHENEVER A NCZE IS NO?
*' TRANSMITTING, IT IS "LISTENING" TO ITS NEIGHBORS AND THEREFORE
** KNOWS WHEN A NEIGHBOR MAY RECEIVE.

rO .J a I TO SLOTS, 00o
IF USE(CALLED.NDDEtJ,1) EQ 0 AND USEICALLED.NODEJ#4) EQ 0 ANO

USE(CALLING.NUDE,J,l) EQ 0
GO TO NEXTI

* ALWAYS
* LOOP

I F PRNT LE 4
PRINT 4 LINES WITH CKT.NR mlSSAGE)i CRIGINATOR(MESSAGE)6,

O=STINATICN(MESSAGE), TIME.V TO.NOCECMESSAGEI, FM.NO EMESF'AGE) AND
(AOO.COUNTIVESSAGF) - 1.51 Aj FOLOWS

CIRCUIT NR. *~** rPOm NODE '** TO N~ CE ** COULD NOT BE ESTABLISHED AT
THIS TIME, TIMF.V a **~~*,BEBCAUSE THERE WERE NO MUTUALLY AVAIL-
ABLE SLOTS BETWEEN NODES 44% AND *0 CN HCP **** FOR USE IN TRA14SMITTING
THE RETURN SLCT ASSIGNMENT TC THE CALLING.NCDE.
SKIP I OUTPLT LINE

AtWAY CK. =IE CKT.FAILED +1
LET UP.ROUT'i a UP.ROUTE - I

1: CHECK IF THIS IS THE FIRST HOP OF THE MESSAGE. IF IT IS, THEN THE
B REAK COWN CIRCUIT ROUTINE NEED NOT BE CALLED SINCE NC SLOTS HAVE
BEEN ASSIGNED YET. IF NOT, CALL WPE BREAK DOWN CIRCUIT ROUTINE.

I F ORIGINATORfMESSAGS) EQ FM.NCDE(MESSAGE)
LET P.BD.CCUNTEP 80 PBCOUNTER + I

7. DESTROY THE MESSAGEC-'ALLED SVCJ*MSG
Go To PETN

ALWAYS

LET DOWNPHUTE St DCWN IUTE+
LE=T TYPF(M.SS AGE) = PaRTIAL.B8RiAKDCWN
LET OIRECTICN(MESSAGE) 3

*' SINCE NC SLOTS ARE AVAILABLE TO CARRV A SICT ASSIGNMENT OR BREAK
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~6 DOWN NOTICE BA CK TO THE CALLING.NOCE, SE14EDULE THE BPEAK COWN
of' Tf) CCPENCE AU T C1ATI'CALLY AT TiFE CALL INPO.OD AFTER A DELAY OF

4S1075 + 2) * SLCT.OURATION UNITS TO St ULATE THE RECUIREMENT
*a "TI MI ;G OUT". IF A SLOT WfRE AVAILBE THEERESPONSE .REQ.FOR.SVC

9 OULD OS RECEIVED 5ACK AT THE CALL ING.NCDE BEFORE THE SIGNAL
QEQUIFEMENT "TIMED OUT* OR EXPIRED.

LET START.TIE(MESSAGE) a TIME.V
IF SLOT. ARR IVAL (MESSAGE) LE SLOTS - 2

LET SL OT.AF RIVAL (MESSAGE) -SLCT.ARRIVAL(MESSAGEI 2
ALWAYS
IF SLOT.ARRIVAL(MESSAGE) EQ SLCTS I

LET SLOT.APRIVAL(MESSAGE)sI
ALWAYS
IF SLOT.ARRIVAL (MESSAGE)E SLOTS

LET SLOTbP.R VAL(E Al E= 2
ALWAYS
SCHEDULE A CCWNSTREAtM.BREAK.DOWN GIVEN MESSAGE IN IREAL.F(SLOTS + 2)

SLOT.DURATICNI UNITS
GO TO RFTN

'' NOW WE C:AN FIND THE NEXT MUTUALLY AVAILABLE SLOT (ATILEAST 1 FULL
SLOT IN THE FUTURE TO ACCOUNT FOR PROCE SNG TIME IN THIS THE

** CALLEC;.NCOE) TO CARRY TI-E SLOT ASSIGNMENT AND RECIPROCAL REQUEST
* ofI ~O SERVICE BACK TO THE CALLING.NCCE.

INFXTJL ET SLOT2 a C
LET FlAmE2 z 0
ET C.!JrENT.!:L iT a StCT.ARRIVAL MESSAGE)

IF Cl'R~kFNT.S.CT EQ ( LOTS -1)

LZT L uI
GO TO SEARI;I-.NEXT.FRAME

ALWAYS
IF ClJRRSNT.SI.CT EQ SLOTS

LET L z 2
GO TO 5FARI.H.NEXT*FRAME

ALWAYS
I Er L CUPgt(NT.SLOT + 2
=Oct J =L TC SLOTSP 00

1;: 'JS(CALI.EC.NODE.J91) EQ 0 AND USE(CALLED.NCDE9J,4) EQ 0 AND
USE(CALLtNG.NODE9,191) EQ 0
LIT SLOT! a J
GI TO NEAT2

ALWAYS
LOCOP
LET L I

SEAPCH.NEXT .FRAME'
L ET FRA'4E2s
FCR J = T;7 ILOTS, 00

IF: USE(CALL9O.NO)E ,JI)l10E 0 AND USE(CALLEDNCDEJv4) EQ 0 AND
USEICALLING.NOOEJ~ EQ 00
LET SLVT2z
Gm TO NEXT2

ALYS
I COP
IF JSF(rALLFC.NO~3E,1,1) FO 0 AND USE (CALL EC.NODEv Ii,41 EQ 0 AND

US=(CALLIN*.NCDE9191) EC 0
LET FRAt'EZ - 2
L=T SLOT2 zI
GO TO NF.X72

ALWAYS
PRINT I LINE WITH CKT.NR(MESSA*E) AS FOLLCWS

* SErONIARY SVC MSG FOR CKT ***** IN ERROR IN EVENT INITIAL.REG.FOR.SVC
SKI P 1 OUTPUT LINE
t ET CKT.FAILEC xCKT.FAILED + 1

* ~~~LET UP.ROUT! , O OT
7 F ORIcINATCR (MS AGE) SQ P4.NCCE(04ESSAGE)

LcT P.RD.CCUNTER a .BD.COUNTER + I
DESTROY THE MESSAGE CALLED SVCl.MSG
GO TO RETN
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ALWAYS
G,0 TO EXIT

* IF WE GET AS FAR AS NEXT2 THEN WE HAVE IDENTIFIED THE SLOT TO CARRY
* S TH. SLCT ASSIGNMENT AND RECIPPCCAL REQUEST BACK TO THE CALL-

ING.NOOE. NOW CALCULATE WHEN THE SERVICE MESSAGE WILL ARRIVE AT
* e THE CALLING.NODE. SCHECULE ITS ARRIVAL AFTER THE SLOT ASSIGNMENT

IS MACE LATER IN THIS EVENT.

SNEXT21
IF FRAMg2 EC 0

LET DELAY2= (REAL.F(SLCT2 - CURRENT.SLOT)JI SLOT.OURATION
GO TO NEXT .

ALWAYS
IF FRA, M2 EC 1

L.T X = (SLOTS + 1) - CURRENT.SLOT)
LET V 5 LCT2 - 1
LE DFLAY2 a (REAL.F(X + Y)) * SLOT.DURATION
qn TO NEXT3

LLWAYS
! F FRAM=2 20 2

LET CELAY2 = (REAL.FISLOTS + 1)l * SLOT.DURATION
GO TO NEXT3

ALWAYS
PFINT 1 LINE WITH CKT.NR(MESSAGE) AS FOLLCWS
=PROM IN CALCULATING DELAY2 IN #VE T IN IAL.REQ. FOR.SVC, CKT.NR z •
SKIP 1 OUTPUT LINE
. ET CKT.FAILEC = CKT.FAILED + 1
LFT UP.ROUTc • UP.ROUTE - I
IF OFIcINATCRIMESSAG=) EQ FM.NCOF(MESSAGE)

L=T P.BD.CCUNTER a P.PD.COUNTER # I
DESTROY THE MESSAGE CALLED SVCl.MSG
GO TO RETN

ALWAYS
TO EXIT

' IF WE GET AS FAR AS NEXT3 THEN WE HAVE IDENTIFIED A SLOT TO CARRY
THE SERVICE MESSAGE AND HAVE CALCULATEC THE DELAY RECUIRED TO
SCHECULE THE %RRIVAL OF THIS SERVICE MESSAGE BACK AT THE CALL-
I NG.NCCE.

NOW MAKE THf ACTUAL SLOT ASSIGNMENT FOR TI-E CALLING.NOOE TO USE TO
TRANSMIT O THE CALLEC.NOOE, THE CALLEO.NODE APPLIES THE SLOT
SELECTION ALGORITHM TO SELECT A SLOT WHICH STACKS THE RECEIVE
SIGNALS TO SOME "MAX.SLOT.DEPTI0".

'NXT3'
OR I BACK FRCM MAX.SLOT.DEPTH TO 2q CO
FOR J = I TC SLOTS 00

IF USE(CALLEO.NO EJ. IIEC 0 AND USE(CALLEC.NODEJ64) EQ (I - 11
AND USE(CALLING.NCOE,J;t) EQ 0 AND USE(CALLXNG.NODEJ,4) EQ 0
LET SLCT.AEC m J
GO TO NEXT4

ALWAYS
LOOP

L COP

0 IF oROCSSING PASSES THROUGH THE NESTED 00 LOOPS ABOVE THEN WE CAN-
NUT STACK THE RECEIVE SIGNAL AND MLST EXAMINE THE POSSIBILITY OF

'4 ASSIGNING AN EMPTY SLIT AS THE NEW RECEIVE SLOT. THIS SLOT MUST
1 997 AT LEAST I FULL SLOT IN THE FUTLRE TC ACCOUNT FOR FROCESSING

of TIwE IN THIS THE CALLEC.NOOE.

IF C'RRENT.SLOT EQ (SLOTS - 1)
I T 4 1
bFTO IN.RECEIVE.SLCT.IN.NEXT.FRAME

I CRW NTYLC EQ SLOTS
L=T M - 2
G5 TO FINC.PECEIVE.SLCT.IN.NEXT.FRAME

ALWAYS *

LT M- CURRENT.SLOT + 2
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rCIR I a M TC SLOTS9 00
IF USE(CALL SO.NO6E, 1,13 EQ 0 AND USE(CALL ED.NODE i 4) EQ 0 AND

IJSE(CALLI'G.NODE .111 EQ 0 AND USEICALL INGNOD&,l41 EQ 0
LE8TLOT qEC aI

ELSE

L.ET mzI

FINO.RECeIVE.SLOT.IN.NEXT.FRA4EI
LET FqAA4-:*REC
FCR J ;FMCTTC SLCTS O

IF IJSICALLFC.N86E.J,1) EO 0 AND USE(CDLLED.NODEJ,4) EQ 0 AND
USF(CALLINCG.NODE,Jvll EQ 0 AND USE(CALLING.NODEJt4) EQ 0
L-T SLOT.R C aJ
GO TO NEXT4

ALWAYS
LOOP
IF USS(CALLEC.NOOF.,Il EQ E0 AND USE(CALLED.NODE ,1,4 EQ 0AND

USEiCALLJNG.NCDEil,13 EQ 0 ANC USE(CALLING.NODE14 EQ0

LET SLOT.REC .I
GO TO NEXT4

ALWAYS
IF PPNT LE 4

PRINT 4 LIKES WITH CKT.NR(MESSAGE3, ORIGINATOR(MESSAGE) , DESTINATION
IMESSAGE), TIME.V, HOP.COUNTIMESSAGE), TO.NCDE(MESSAGE) AND FM.NOOE
IES.SAGE) AS FFLLOWS

c IRCI!IT.NQ. ***'** FPCM NOE ** TO NOCE ** CCIENCING BREAKOCWN AT
TIME.V AFTER *.** HOPS WERE COMPLETED BECAUSE THE
CALL O.NCO)E (NODE 4*3 RECOGNIZED Ti-AT TI-ERE WIR NOMUTUALLY AVAILABLE
SLOTS FOR ASSIGNMENT BETWEEN THIS NODE AND TH E ALLING.NODE (NODE *3
SKIP 1 OUTPUT LINE

ALWAYS
LET CKT.FAILED 2CKT. FAILED + I
1 ET 'P.ROUTE z UP.P.OtJTE - 1
IF O3RIGINATCR(MESSAG~ii EQ F14.NCCE (MESSAGE)
LET P.Bfl.CCUNTER = P.BD.COUNTER + 1
D)ESTRO'Y THE YESSAGE CALLED SVC1.P'SG

* GO TO RETNALWAYSGO TO EXIT

* '' WF CAN NOW M4AKE THE SLOT ASSIGNMENT, UPDATE THE MESSAGE AND
*SCHEDULE THE "RESPCNSE.REQ.FOR.SVCf AT Ti-E CALLING.NO 5 E

LET USE(r'ALLEC.NCDE.';LCT.PE ,4) USCLL.NESLTEC4 *1
LET cHiNGF-.rLAG 1
LET S LO-.APPIVAL(MESSAGE) SL :2

LTSLCT.ASSIGN(4ESSAGEI SLOT REC
LET PECSLCT(ME!SAGE) = SLCT.REC
SCHEnULr A RESFCNSE.'XEQ.rOP.SVC GIVEN MESSAGE IN DELAY2 UNITS

FPNTLPRINT 2 LINES WITH CKT.NP(MESSAGEI, FM.NODE(FESSAGE), (TIME.V +
LISL 4Y 2J ANDl DIELAY2 AS FOLLCWS

CIFCtJIT NQ. ***** HAS SCHEDULED A RESPCNSE.REC.FOR.SVC AT NODE **AT
T14E.V = *****,I.E. *.****** SECONDS FROM NOW.

SKIP I OUTPLT L IN'
PRINT 1 LIKE A~ F8LLCWS
ATTPIBUTEt OF 4ESSAGE -NTJ TY AT ENC OF INITIAL.REQ.FOR.SVC ARE:
LIST ATTRIeUTES OF 1MESSAG.-

* SKIP 1 OUTPUT LINE
ALWAYS

O RETNO
* RETURN

FN0 990F INITIAL.REQ.FOR.SVC

*'THIS EVENT SIMULATES THE RESPONSE RECUEST FOR SERVICE FROM A
*6 CALL EC.NODE BACK T? A C ALL ING .NODE * THE PROCESSING SIMULATED
* HERE IN IS DONE AT THE CALL ING.NODE.
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eVeNT RESPONSE.REQ.FOR.SVC GIVEN SVC2.MSG
LET MESSAGE s SVC2.MSG
IF PPNT LE I

PRINT I LINES WITH TIMEV AS FQbLOoS
EVENT RESPONSE.REQ.FOR.SVC INVCKED AT TIME.V -

SKIP 1 OUTPUT LINE
ALWAYS
IF PRNT LE 3

PR UT VEF AES AL RINTITY AT THE START OF RESPONSE.REQ.FOR.SVC ARE:LIST ATTPIBUTES OF MESSAGE
SKIP I OUTPUT LINE

A LWAY§
O EFIN OFLAY3 AS A REAL VARIABLE
LET FRA 4.REC a 0
LET SLOT.REC x C

'' FIRST CFECK TO SEE IF THERF IS STILL A SLOT AVAILABLE AT THE CALL-
ING.NCDZ TO ACCOrODATE THE RETURN TRANSMISSION OF A SLOT ASSIGN-

* MENT TO THE CALLEO.NODE. NOTE: AS ALWAY p WHENEVER A NOCE IS
NOT TRANSMITTING IT I "LISTENING" TO ITS NEIGHBORS AND THERE-

s, FORE KNOWS IF AN6 WHEN A NEIGHBOR PAY RECEIVE.
! I

LET CALLING.NCDE FM.NCDE(mESSAGEI
LET CALLEO.NCCE • TO.NOCE(MESSAGE)
FOR J mI TO SLOTS, 1,O

IF USE(CALLING.NOEJifi EQ 0 6NC USE(CALLINGNODEJ941 E0 0 AND
USF(CALLEC.NODEtJ,1 EQ 0
GO TO PASS1

ALWAYS
LOOP
IF ORNT LS 1

OqlNT 4 LINES WITH CKT,Nq(MESSAGE), ORIGINATGR(MESSAGE),
DESTINATICN(MESSAGE), TIME.V, FM.NODE(MESSAGE), TO.NODE(MESSAGE) AND
(HOP.COUNT(MESSAGe) + 0.5) AS FOLLCWS

CIPCUIT NR. ***** FROJM NCOE ** TO NOCE ** COULD NOT BE ESTABLISHED AT
THIS TIME, TIME.V 2 * ** * BECAUSE THERE WERE NO MUTUALLY AVAIL-
ABLE SLOTS BETWEEN NCDES ** AND ** CN HCP **.* FOR USE IN TRANSMITTING
THE RETURN SLOT ASSIGNMENT TO THE CALLEC.NOCE.
SKIP 1 CUTPUT LINE

ALWAYS

'XSIT'

SINCE NC SLOTS ARE AVAILABLE TO CARRY A SLOT ASSIGNMENT OP BREAK
nOWN NOTICE BACK TO T HE CALLEE.NODE, SCHEDULE THE BREAK DOWN TO

o COMMENCE AUTOM4%TICALLY AT THE CALLEC.NCCE AFTER A DELAY OF (SLOTS
of + 2) * SLOT.DJRATION UNITS TO SIMULATE THE REQUIREMENT "TIMING

* IUT" (.R EXPIFING. IF TI-E SLOT THAT WAS JUST ASSIGNED BY THE CAL-
LED.NCCE WERE ST ILL AVAILABLE AT THE CALLING.NODEt IT COULD BE
USeD ANC THE FINAL.ASSIGNMENT.NOTICE WOULD BE RECEIVED BACK AT
THE CALLSO.NODE BEFORE TI-E SIGNAL REQUIREMENT "TIMED CUT".

PERFORM CKT.IS.NnT.ESTAB GIVEN MESSAGE
LET 'TART.TI S(PfESS G - ) TIME.V
IF SLOT.APRIVtL(MESSAGe) LE SLCTS - 2

L.T SLOT.ARIVALIMESSAGE) = SLOT.ARRIVAL(MESSAGE) + 2
ALWAYS
IF SLOT.ARPIVAL(MESSAGE I FQ SLOTS - 1

LET SLOT.ARRIVAL(M'4E$SAGE) - I
ALWAYS
IF SLOT.ARRIVAL(IMESSAGE) EQ SLCTS

LET SLOT.APIIVAL(MESSAGE) = 2
ALWAYS
IF FM.NODE(MESSAGE) .Q CRIGINATOR(MESSAGE)

CRFATE A MSSSAGE CALLED NFWsSG

L NEW I CT NR (=SSAGE)

LET ORIGINATOR(NEW.MSG) * ORIGINATOR(PESSAGE)LET DESTINATION(NWi.1SG) x DESTINATIO(MMESSAGE)
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LET FM.NOOE(4EW.4SG) = FM.NCDFIMESSAGE)
LET Tr2.NCC'(NEW.'4SG) a TC.NCDEIMESSAGE)

*-LET START.TIMEN!W.MSGI s TIME.V
L FT HCP.CCUNTI"JEw.MSG) ilCP.CCUhT(f4ESSAGE)
LIT SLOT .ARRIVAL(NEh.MSG) SLOT.ARRIVALIMESSAGE)

LTSLOT .ASSIGN(NEW.4SGl SLCT.ASSIGN(MESSAGEj
LET RECSL CT(NEW.ASG) a SLO)TS + 1
LET DIREC TICN(NSW.VJSGl 3

*LET CUt4.ENERGY(NSW.MSG) 0.0
tET INFOIfNFW.MS&) a INFOI(MESSAGE)

*LET INFcP2(NEW.MSG) .INFC-2(MESSAGE)
LET INF0?(N:W.M3Gl a INF03(MESSAGE)
LET !NF 41N-W.MSG) INFC4(PdESSAGE)

LET INF0!(NSW.M4Sr7 INI:05(?dESSAC.E)
LET INF06(NSW.MSG) INF05(MESSA.E)
L=T INFt)?INEW.MSCW I.NFC I MESSAG.E)
LET INFC8(NEW..MSG) aINFOR(MESSAGE)
LET INF~q(NEW.'4SGI INF09(MEiSAGE)

DESTROY THE M=SSAc;E CALLED) SVC2.MSG
SCHEDUJLE AN UOSTREAM.EREAK.)CWN GIVEN NEW.MSG IN IREAL.Ff SLOTS *2)

cLOT.D)U'ATICN) UNITS
GC TO RETRN

ALWAYS
CREATE MESSAGE CALLZC NEW.MSG

LET CKT.NP(N-cW.MSG,) - CKT.NRIMESSAGE)
LET TYPE(SIEW.MSG) = PARTIAL.eREAKOC4N
LET OP!GINATOCRNEW.MSG a ORIGINATCR(MESSAGEI
LET DESTINATIcONINEW.145G) DESTINATION(INESSAGE)
LET FM NCCEfKEw.MSG) = FP.NCEMESSAGE)
LET TO.NflCEfN=2W.MSS) TO.NGCE(MESSAGEI
LET START.T:'4=(NEW.'15G) z TIME.V
L=7 SLOT.ARA[VAL(NEW.MSGI =SLCT.ARRIVAL(MESSAGE)
LFET SLO.SIN ;'.S, SLrCT.ASSIGN(MESSAGE)

* LET PECSL:T(N2W.M4SG) - RECSLCT4mESSAGE)
L =rL DIRECTICN(NEW.MSG) 30

LiET cI9m.ENER(Y(N -W.MSr) =.
LaT INFO1 W4L.SGI a IPIFOIU4ESSAGE)
LET INFO~ (NcW.MSGI INFO?!(MESSAGE)
LET 1I1FO31NEW.MSGI - INFO331MESSACE)
LET INF04(NSW.MSG) = NF04(MESSAGE)
LET INFO5( WdtISGi INF05(MESSAGE)
LET TNF06(NU.M~SG) =INFcI6(,4ESSAC*E)
LET INF07(NEW.MSG) z INF07 (MESSAGE
L=T INFn8(NEW.MSG) a INFOSIMESSAG I
LEI INFO9(NEw.?4SG~l a INF09IME-SSAGF)

eCHECI)LE AN UPSTREAM%.8REAK.DClWN GIVEN NEW.4SG IN IREAL.F(SLOTS + 2)*

LETDIRCTICN.(MESSAGE)
SCHEDULE A CCWNSTPEAM.BREAK.CVOWN GIVEN MESSAGE NOW
GC TO RtETRN

of' NOW WE CAN FIND THE NEXT MUTUALLY AVAILABLE SLOT (AT LEAST 1 FULL
of SLCT !N THE FUTURE TO ACCOUNT FOR PROCESSING TIME IN THIS THE

CALLI&C.NJ)DE) TO CARRY THE SLOT ASIDIGNI4ENT BACK TO THE
C AL L E C.NCOE.

* passis
ET SLOT3

LIT rRAM=33 C
- *. L T CURENT.SLCT - SL JT.ARRIVAL(MESSAGE)

IF CURRENT.SLCT EQ (SLOTS - 1)
L57 NaI
GC TO SEARCk*NEXT.FRA9E

ALWAYS
IF CIJRRENT.SLCT EQ SLOTS

haT T ;EiRCl4.NF.XT.FRAPC!
AWA YS

L T PN a CURRENT JLOT, .2
FOR J - N TC SLITD

IF USE( CALL INGoN6DE vJ,1 EQ 0 AND USE(CiALLING.NOOEJ941 EC 0 AND
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USF(CALLECoNODEtJtl) EQ 0
LET SLOT3 a J
GO TO PASS2

ALWAYSL~ O0
LET N a
'I

' SEAFCH.NEXT.FRAME'LET FRAME3.= L LT,

FOP J -N TZ KLOTS, 00
IF USF(CALLING.NODEJil) '0 0 AND LSE(CALLINGoNODEJ,4) EC 0 AND
USE(CALLEC.NODEJvl EQ 0
LST SLOT3 a J
GO 10 PASS2

ALWAYS
I OCP
IF USEICALLING.NODE 1 1) EQ 0 AND USE(CALLING.NODE,14) EQ C AND

USF (CALLE'2.NOoE~lll EQ 0
LET FRAME3 * 2
lET SLOT3 1
GO TO PASS2L WAYS

ORINT 1 LIN - WITH CKT.NRIMESSAGE) AS FOLLC'4S
'FRTIARY SVC MSG FOR CKT ***** IN ERRCR IN EVENT RESPONSE.REQ.FOR.SVC
SKIP I OUTPUT LINE
GO TO XSIT

IF WF GET AS FAR AS PASS2 THEN WE HAVE IDENTIFIED THE SLOT TO CARRY
S' THE SLOT ASSIGNMENT BACK TO THE CALLED.hDDE. NOW CALCULATE WHEN
S' THF SERVICE MESSAGE WILL ARRIVE AT rhE CALLED.NODE. WE SHALL
S' SCHEDULE ITS ARRIVAL AFTER THE SLOT ASSIGNMENT HAS BEEN MADE

LATER IN THIS EVENT.

'PASS24
IF FPAMF! = C
LET OELAY3 . (REAL.F(SLOT3 - CURRENT.SLCr) * SLOTeDURATION
GO Tf! PASS3

ALWAYS
IF FQAME3 EC 1

LFT X = ((SCLOTS + 1) - CURRENT.SLOT)
LIT = SLCT3" 1

DELAY3 z (REAL.FIX + Y)l * SLOT.DURATION
GO TO PASS3
LWAYS

IF ;:QAM.3 EQ 2
LET D0LAY! =(PEAL.F(SLOTS + 11) * SLOT.IURATION
GO TO PASS3

ALWAYS
PPINT 1 LINE WITH CKT.NR(MESSAGEI AS FOLLOWS
FRROR IN CALrULATING DELAY3 IN EVENT RESPC'iSE.REQ.FOR.SVC9 CKT.NR a***
SKIP 1 CUTPUT LINE
,o 7O,XSIT

' IF WE GET AS FAR AS PASS3 THEN WE HAVE IDENTIFIED A SLCT TO CARRY
' THE SEQVICE MESSAGE SLOT ASSIGNMENT AND HAVE CALCULATED THE DELAY
* * REQUIRED TO SCHEDULE IHE ARRIVAL OF THIS SERVICE MESSAGE BACK AT
' THE CALLED.NOr)E.

' NOW APPLY THE SLOT SELrCTION ALGCRITHM TO SELECT A SLOT WHICH PER-
MITS RECEIVE SIGNALS TC BE STACKEC TO SC'E "MAX.CLOT.DEPTH", THE

' 6 ACTUAL SLOT ASSIGNMHNT IS MADE BY THE CALLING.NODE.

PASS3f
FOR I BACK FRCM MAX.SLOT.OEPTH TO 2, 00

FOR J = ' TC SLOTS, DO
!F USE(CALLING.N OEJ,ll EQ 0 ANC USE(CALLING.NODEtJ,4) El (I 1)
AND USE(CALLED.NODEvJvl EQ 0 AND USE(CALLEDoNODEtJ941 Q 0
LET SLCT.RE J
GO TO PASS4

ALWAYS
LOOP

L GOCP
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'IF PROCESSING PASSES THROUGH THE NESTED DC LOOPS ABOVE THEN WE CAN-
*' NOT STACK THF RECEIVE SIrNAL AM MUSTC XAMINE THE POSSIBILITY OF

ASSIGNING AN EMPTY SLOT AS TE 1NEw RECEIVE SLOT. THIS SLOT MUST
* BE AT LEAST 1 FULL SLOT IN THE ;UTURE IC ACCOUNTf FOR PROCESSING

TIVE IN THIS THE CALLING.NOOE.

IF CURRENT.SLCT EQ (SLOTS - 1)
LET Ml a
GO TO FINC.RECEIVE.SLCT.IN.NEXT.FRANE

ALWAYS
IF CYRRENT.SLOT EO SLOTS

GO TO FI?4C.RECEIVE.SLCT.IN.*NEXT.FRAME

ftC=~ CURRENT.SLOT 4, 2
FOR I = M TC SLCTSv 00

IF UScE(CALLING.NODEI 1) EQ QANCSUSE(CALLING.NOOEtIi4) EQ 0 AND
1J5(CALLEC.NODEvI 1I EQ 0 3NO USE CALLECoNCOE919 I EQ 0
LET! SLCT.REC x I
GO TO P6SS4

FL SE
L OOP
LET 1' =

* FIND.RkFCEIVCF.SLOT.IN.NEXT.PRAMEI
LET FPAME.P5C a I
POP J = 4 TC SLOTS. 00

IF USE(CALLING.NODE, Ji,)EQ C ANC&U.E(CALLING.N0DE4Jq4) EQ 0 AND
ISF(CALLEC.NODEJl E 0 AND US (CALLEC.NOCE*J,4I EQ 0
LET SLOT.PEC a J
GO TO PASS4

ALWhAYVS

TF U5ifCALLTNG NOOE,19, UEQ 0 AND USE.CALLING.NCOE,194i EQ 03 AND
U~rFlCALLEC.N6DE,l 1) EQ0 A140 USEI CA.LLEE.NODE,lv4) EQ 0
LET FRAME.REC =2
LET SLOT.REC z I
GO TO PASS.

* ~SLWAYS* IF PRNT LE I
- .PRINT 4 LINES WITH CKT.NR(MESSAGE)4 ORIGINATOR(MESSAGE), DESTINATION

IMESSAGE), !114E.V, I-OP.COUNTiMES-IGE), FM.NCDE(MESSAGE) AND TO.NOOE
(4SSAGE) AS FOLLOWS

C IRCUIT MR. ****. FRJM NCDE ** TO NOCE ** CCMMENCING BREAK DCWN AS
TIME.V **.** AFTER *. HOPJ WERE CCMPLETED BECAUSE THE CALL-
ING.fOE (NCDE **) RcCr)GN1ZEn THAT THERE WERE NO MUTUALLY AVAILABLE
SLOTS FOR ASSIGNMENT BETWEEN THIS NCDE AND THE CALLED.NOOE (NODE *)
SKIP 1 OUTPUT LINE

ALWAYS
r. To XSIT

*' CHECK TO SES IF THE SLOT 7HE CALLED.NOOE WANTS TO ASSIGN AS OUR
of TRANSNIT SLOT 1S STILL AVAILAeLE * IT MAY HAVE BEEN ASSIGNED FOR

SOME CTHER USE DURING THE LAST EVERAL MILLISECONDS WHILE THE 2
NODES WERE COORDINATING.

* PASS49
IF USE(CALLTNG.NODE,SLO'T.ASSIGNIMESSAGE),II NE a OR USE(CALLING.NODE,

* . SLfT.ASSIGNIWESSAGEI,4) NS 0
IF LTn.PRINT EQ 0
PRINT 3 LINES WITH CKT.NR(.MESSAGE) AS FCLLOWS

CIRCUIT NP. ***** IS E ITHER EXP ERIENC ING AN ERROR OR HAS HAD ITS ANTICI-
PAT ED UPSTREAM TRANSM4IT SLOT ASSIGNED FCR 50M~E OTHER FURPO SE A SPLIT-
SECOND BEFCRE THIS ASSIGNMENT WAS RECEI.ED IN RESPONSE.RE .FOR*SVC.
SKIP 1 OUTPUT LINE
Lb WAYS

*G TO XSIT
ALWAYS

LET HOP.COUNT (MESSAGE I *HOP.C CUNT (MESSAGE) 1 0.5
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, ' WE CAN NOW MAKE THE SLOT ASSIGNMENT UPDATE THE MESSAGE, AND
SCHEDULE T:4 "FINAL.ASSICN0ENT.NOTICE" AT THE CALLEO.NOOE.

e'

LET USE(CALLING.NODE,SLCT.R0C,4) z USE(CALLING.NODEPSLOT.REC14) + 1
LET USF(CALLING.NODFtSLCT.ASSIGN(MESSAGE)tL) * CXT.NR(MESSAGE)
LET USE(CALLING.NODEtSLOT.ASSIGK(MESSAGsE2) = SLOT.REC
LET tlSE(CALLING.NOD SLCT.ASSIGN(MESSAGE),3) = CALLED.NCDE
LET CHANGE.FLAG a 1

LET ELOT.AFPIVAL(MESSAGE) a SLCT3
LET SLOT.ASSIGN(MESSAGEI = SLCT.REC
SCH5DULE A FINAL.ASSIGNPENT.NOTICE GIVEN MSSAGE IN DELAY3 UNITS
IF PFNIT LE 1
PRIT 2 LINES WITH CKT.NR(MESSAGE), TO.NJCE(MESSAGE), (TIME.V +

PELAY3) AND OELAY3 AS FOLLOWS
CICCUIT NR. t** HAS SCHEDULED A FINAL.ASSIGNMENT.NOTICE AT NODE **

AT TIME.V = ****.*****, I.E. *.****** SECONDS FROM NOW.
SKIP I OUTPUT LINE
PPINT 1 LINE AS FOLLCWS
ATTRIBUTES OF MESSAGE ENTITY AT THE END 13F RESPONSE.REQ.FCR.SVC ARE:
LIST ATTPIEUTES OF MESSAGE
SKIP I OUTFLT LINE

8 WAYS

RETGNI
RFTUPN
FND '"OF RFSFCNSS.REQ.FCR.SVC

' THIS EVENT SIMULATES THE ACTICNS PERFORMED AT THE CALLED.NODE WHEN
* THF FINAL SERVICE OR COORDINATION S.OT ASSIGNMENT MESSAGE IS

REsTIVED FROM THE CALLING.NODE THE CALLED.NODE MAY BE THE
OESTTNATION NODE FOR THE CIRCUIT OR MIGHT ONLY BE ONE OF THE

' INTERMEDIATE NODES ON THE OEST.PATI- TO THE DESTINATION.

EVENT FINAL.ASSIGNMENT.NOTICE GIVEN SVC3.PSG
LET MESSAGE - SVC3.!4SG
GEFINE DELAY4 AS A REAL VARIABLE

* 'FIRST TEST TO SEE IF THIS IS THE CONTINUATION OF A SHORT CIRCUIT
* ' LOOP MESSAGE.
ft

IF SLOT.ASS!GN(MESSAGE) EQ SLCTS + 1
G. TO CCNTI

%LWAYS
I'

IF ONT LE I
PRINT 2 LINES WITH TIMV AS FOLLCoS

CVENT FINAL.ASSIGNMENT.NOTICE INVOKEC AT TIME.V -

SKID 1 OUTPUT LINE
PLWAYS
IF PONT LF 3

PRINT LINE AS %L LCWS
AT T RIBUTeS CF Thu ME SSAGF SNTITY AT START OF FINAL.ASSIGNPENT.NOTICE:
LIST ATTRIBUTES OF MESSAGE
SKIP I OUTPLT LINE

4LWAYS
I'

LET CALLING.NCDE a FM.NCDE(M':SSAGE)
LFT CALLED.NCCE = TO.NOCEIMESSAGE)

'' CHECK TC SFE IF THE SLOT THE CALLING.ICD WANTS TO ASSIGN AS THIS
'' CALLEE.NCDE TRANSMIT SLOT IS STILL %VAILABLE. IT MAY HAVE BEEN,' ASSIGNED FOR SOME CTHER USE WHILE THE 2 NODES WERE COORDINATING.

IF USE(CALLEC.NCDE,SLOT.ASSIGN(tESSA(E),1I NE 0 OR USEICALLEC.NODE,
SO T ASSIGN(MESSAGE|,4) NS 0

PRINT 3 LINES WITH CKT. NRimESSAGE| AS FCLLOWS
CIRCUIT NR. ***** IS EITHER EXPERIENCING AN ERROR OR HAS HAD ITS ANTICI-

PATED DOWNSTREAM TRANSMIT SLOT ASSIGNED FCR SOME OTHER USE A SPLIT-
SECOND BEFORE THIS ASSIGNMENT WAS RECEIVED IN FINAL.ASSIGNMENT.NOTICE.
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*SKIP OUTPUT LINE
PERFOlRM CKT. S.NCToESTAe GIVEN YESSAGE
LET USE(CALLdC.NOD!,REC SLOT( MESSAGE' #41 sUSEICALLEO.hODE,
FECSLCT(MES5AG'Ejv4) - I
E 5 TART.TrIMEV47SSAG~1 'IE.
FSLOT.ARPIVAL(MES SAGLE SLOTS -2
LET SLOT.D6RIVtiL(,AESSAGE) - SLOT.ARRIVAL(KESSAGE) + 2

ALWAYS
IF SL3T.APVAL(MESSAGE) 9!0 SLOTS - 1
LET SLCT.ARFlVAL(mCSSAGS) z 1

ALWAYS
IF SLOT.APRZIVAL4PES-AGE) SO SLOTS

LET SLOT.APRIVAL(4ESSAG!E) -2
ALWAYS
L=T OIR-ECTICN(MESSAGF) 5
SCHEDU1LE A rCWNSTAEAM.BREAK.0CWN GIVEN FESSAGE IN (REAL.F(SLOTS + 2)

SLO2T.r,'UPATION) UNITS
GO TO RET IRN

ALWAYS

I.ET tOP.CLIUNT(mESSAGE)a HO-P.CCUNT(MESSAGE)+ 0.5
LET CUM.ENEPGY(M7FSSAGE) CUM.ENEPGY(t'ESSAGE) * ENERGY(CALLING.NCDEt

CALLED.NGCE)
RECORD THE TRANSMIT SLOT ASSIGN!PENT.

LET USE(CALLFC.NOC-E,SLCT.ASSIGN(M1ESSAG-E, 1) =CKT.NR(MESSAGE)
LET USE(CALLEC.NODE.,SLOT.ASSGN(ESS4cE),2J z PECSLOT(MESSAGEJ
(FT USE(CALLEC.NrnOE 5LOT.ASSIGNiI4ESSAGEI:31 CAILING.N COELET USE(CALLEC NCOE ,L0T.ASSIGN(ESS.4GE' 5) I NT.FtHOP .COUNT(mceSAGEI)
LET USEICALLEC.NODE,SLOT.ASSIGN%(MESSAGE) fA) INT.F(CUM.ENERGY(MESSAGE))
LET CHANGE.FLAG = 1
of~ THE FOLLCWING BLCCK OF STATEMENTS STCRE 7HE LINK NUMBER OF THF LINK

11 JUST USED To CARRY THE MCST RECENT HOP CF THE CIRCUIT. THIS INFO
of WILL eE COLLECTED N THE CCMPLETEO.CKT REUTINE TC PRODUCE A LINK~6 USAGE REPORT AT THE END OF THE SIVULATICN. NOTE: AFTER SEVERAL

I WEEKS OF EXPERIENCED WITH THIS PROGRAM WE HAVE YET TO SEE ANY
* of CIPCUITS BACKTRACK OR LCCPSACX SO THE CCCE SIMILAR TO THIS TO

RFMOVE THE EFFECTS OF OETECTEC AND SHORT CIRCUITED LOOPS HAS BEEN
OMITTEC. NO CIRCUIT HAS EVER BEEN OBSElRVED TO MAKE MORE THAN
A TOTAL CF 8 HOPS.

LET H = INT.F(HCP.COtJNT(MESSAGFEU
IF H 20 1

LET INFOl(P'ESSAGE) w LI.NK.NR(CALLING.NODE,(ALLED.NODE)
GO TO ALABLE

ALWAYS
IF H =Q 2

LET INFO2(MESSAGE) a LI.NK.NR(CAL.LING.NCDEC:ALLEO.NODEI
GO TO ALABLE

A LWAYS
I F H EQ 3

LET INFC3(A'ESSAGE) -LI.NK.NR(CALLIN'G.NCDE,CALLED.NOOEI
GO TO ALA8LE

ALWAYS
IF H EQ 4

LET INFO4(?'ESSAGE) xLI.NK.NR(CALLING.NCDECALLED.NODE)
GO TO ALAeLE

* . ALWAYS
* - IF H SQ 5

LET INFO5(MESSAGE) 2LI.NK.NR(CALLING.NCDE,CALLED.NODEI
GO TO ALAeLE

ALWAYS
!F H 20 6

LET INF06(MESSAGE) a LI.NK.NR(CALLING.NCDE,CALLED.NOOE)
* GO TO ALA8LE

LET INFO7(T'ESSAGE) sLI.NK.NR(CALLING.NCDE,CALLEO.NODE)
GO TO ALABLE
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ALWAYS
IF H E0 8

LET INFOB(MESSAGE) - LI.NK.NR(CALLING.NCDECALLED.NODE)
GO TO ALAELE

ALWAYS
IF H EQ 9
LET INFOQ(MESSAGE) LI.NK.NR(CALLING.NCDECALLED.NODE)
GO TO ALAeLE

ALWAYS
,

'ALAFLE'
I '

NEXT CHECK TO SSE IF THIS CIRCUIT IS NCW COMPLETE. IF IT ISP CALL
to THE "CCMPLETED.CKT" RCUTINE AhC COLLECT APPROPRIATE STATISTICS.

IF TO.NIDOE(NESSAGE) EQ DESTINATICN(MES AGE)
LET START.TIME(MESSAGE,) --TIME.V - TART.TIME(MESSAGEI
PERFORM CO'PPLETEO.CKT GIVEN MESSAGE
GO TO RETIRN

ALWAYS

, '' IF THE CIRCUIT HAS NCT BEEN ESTABLISIEO ALL THE WAY TO THE CESTINA-
TION THEN WE MUST TAKE ACTION TO ESTABLISH THE NEXT LINK TO THE

I* ' DESTINATION.

IF Tr.NOOEIMESSAGE) NS CCSTINATION(MESSAGE)
LT F.NCE SMESSAGe = TO TFMSSAGE IE(
LET TONCrE MESSAG9 = BET PAH M.NE MESSAGE),
DEST INATICN(MESSAGE))

GO TO CONT1

APNSI"1 LINE %ITH CKT.NR(MESSAGE) AS FOLLOWS
FRROR IN EVENT FINAL.ASSIGNMENT.NOTICE FOP CIRCUIT NR. **$*
SKIP 1 OUTPUT LINE

U THE REMAINDER OF THIS EVENT S!MLLATE5 ACTIUNS PERFCRMED AT AN
INTERMFCIATE NODE ALONG A BEST PATE ROUTE FROM AN ORIGINATOR TO

* ' A DESTINATION. THE "CALLED.NODE" HAS BECOME THE NEW "CALL-
* ' ING NOE" AS wE NOW ATTEMPT TC ESTIBLIS- THE NEXT LINK OF THE
** r IR.U!T. TH- COE THAT FOLLOWS IS VERY SIMILAR TO THE LAST HALF

iOF THE COE IN THE "NEW.CKT.RECMT" EVENT BECAUSE THE ACTIONS THAT
MUST NCW BE PERFORMED ARE SIMILAR TO THOSE ,THAT ARE CONE WHEN WE

o FIRST CREATE A CIRCUIT REQUIREMENT AND START BUILDING THE FIRST
: : LINK CF THE CIRCUIT.

'CONTI'

'' FIRST CHECK TO SEE IF 'HERE IS A SLOT AVAILABLE AT THIS NEWLY
* DESIGNATED CALLING.NODE TO ACCCMODATE THE TRANSMISSION OF A SER-

VICE KESSAGE ro THE MEWLY DESIGNATED CALLED.NODE. SINCE WE ARE
ASSUMING THAT EACH NODE IS ALWAYS LISTEN ING TO ITS NEIGHBORS, THE

' CALLING.NODE KNOWS WHEN ITS NEIGHBCRS ARE NOT TRANSMITTING AND,
THREFPE, ARE ABLE TC RCIVE . NCTE: ALL NODES "LISTEN" WHEN-

* EVER THPY ARE NOT TRANSMITTING.

LET CALLING.NCOE = F4.NCO!(MESSAGEi
LET CALLED.NCOE T=TO.NOCE(M1ESSAGE)
FCR J = 1 TC SLOTS, DO

IF USE(CALLING NODa:tJ 1 l EQ 0 ANC USE(CALLING.NODEvJ,4) EQ 0 AND

GO TO CCNT2
ALWAYSt cop

IF PRN T LE I
PRIT 3 LINES WITH CKT.NR(MESSAGE| ORIGINATCRIMESSAGE),

PESTINATICN(MESSAGEI, CALLING.NOIE, CiLLED.NOOE AND
(HOP.COUNTJMESSAG.) + 0.5) AS FOLLOWS

CIRCUIT NR. ***** FROM NODE ** TO NOCE ** CANNOT BE ESTABLISHED AT THIS
TIME BECAUSE THERE ARE NO MUTUALLY AVAILABLE SLOTS BETWEEN NODES w*
ANt ** ON HOP **S TC CARRY THE INITIAL SERVICE MESSAGE.
SKIT I OUTPUT LINE

ALWAYS
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* EXSITI
DERFORM CKT.IS.NOT.ESTAB GIVEN MESSAGE
LET DIRECTICNIMAESSAGE) *3
LET STAR T.T TME( MESSAGEJ I TIME.V
SCHEDULE 4 OCWNSTREAM.BPEAK.CCWN GIVEN MESSAGE NOW
GO TO RETIRN

*' WE KNOW THAT THE "CURP.ENT.SLOT4 IS CCNTAINED IN THE MESSAGE ATTRI-
B UTE CALLED "SLOT.ARRIVAL".

SCONT2'
LET CURRENT.SLCT a SLCT.ARRIVALIMESSAGE)

* FIND TI-E NEXT MUTUALLY AVAILABLE SLOT (AT LEAST 1 FULL SLOT IN THE
PUFITUPE TO ACCOUNT FOR POCCESS1ING TIM4E IN4 THE CALLING*N00EJ.

I ET SLOT4 2C

t.ET FqAME4 0
!F CURRENT.SLCT EQ (SLOTS -1)

L=T K -2
GO TO CHECX.NEXT.FRAME

ALWAYS
IF CURR.ENT.SLCT EQ SLOTS

LET ' 22C.EX.RP
GO TO CEKNX.~M

ALWAYS
IFT 9 x CUPPENT.SLOT + 2
FOP J = K TC SLCTSv DO

IF USECCALLING.NODE,J,l) EQ 0 ANC USE(CALLINGeNOOEvJ*4) EQ 0 AND
USE(CALLEC.NODE,.) EQ I
L=T SLOT'.=
GO TO CCNT3

ALWAYS
LOOP~
1 FT K=

:CHECK.*NZEXT .F P AUC
LET FRAME4 =I
COP J = K 'E ECTS g0

IF USFAOALLING.N 60E,J 1) EQ 0 ANC USE(C)LLlNGJ)lODE.J,41 EQ 0 AND
USEfCALLEC.NOOEvJ,1I EQ 0
L8T SLCT.
G6 TO CCNT3

ALWAYS
L COP
IF USt(rALLIrhG.NSODE,1 U) EQ 0 AND USE(CALLING.NCOEtl,4) EQ 0 AND

USC(CALLFC~f.ODE,1,1 EQ 0
LE' FRAME'. = 2
LET SLCT4 1
GO TO CONT3

ALWAYS
OPINT 2 LINEFS WITH CKT.NP(4cSSAGE) ANC TIPE.V AS FOLLOWS

* ~~VC MSG SLOT ASSIGNMENT ERROR* EVENT FINAL.ASSIGNJ.NOTICE. CKT.NR
ANC TIME.V

eKIP I* OUTPUT LINE
0O TC SXSIT

''IF wE GET AS FAR AS CONT3 THEN WE HAVE IDENTIFIED A SLCT TO CARRY
THF SZPV ICE M S SAGF To THE CALLE C.NODE. NOW.CALCULATE WHEN THES=RVTCE MESSAGE WILL ARRIVE AT THE ALLECNOD AND SCHEDULE ITS

*6 AORIVAL APPRPR~IATELY.

IrON739
I F OPAM=4 EC 0

LFT W~AY4q m (REAL.F(ScLOT4 - CURRENT.SLCT)l SLOT.DUPATIGN
4 GO TO CONT'.

ALWAYS
.F FRAME'. FC I

LET X : (tSLOTS + I) - CURRENT.SLO71
LET V C LT'. 1
LET DELAY'. (REAL.F(X + V) SLCIT.DURATION
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GO TO CONT4
ALWAYS
IF FPAME4 FC 2

LE T DELAY4 a (REAL.F(SLOTS + 1) * SLOT.DURATION
GO TO CONT4

ALWAYS
:RINT 1 LINE WITH CKT.NR(MESSAGE) AS FOLLCWS
RROP IN CALCULATING DELAY4 IN EVENT F INAL.ASSIGN.NOTICE. CKT.NR ,

SKIP I OJTPUT LINE
rO Tr EXSIT
'1

*CONT''
LET SLO .APoIVAL(MESSAGEI SLCT4
LET SLOT.ASSIGN(MESSAGE 1 0
SET PECSLOTIMESSAGE) 0
CHEDULE AN INITIAL.REC.FOR.SVC GIVEN MESSAGE IN DELAY UNITS

IF ORNT LE 1
PRINT 3 LINES WITH CKT.NR(MESSAGE)t HCP.CCUNT(MESSAGE1, CALLEO.NODE,
(TIE.V + D-LAY4) AND DELAY4 AS FCLLOWS

CIRCUIT NR. ***** HAS COMPLETED **.* HOPS AND HAS SCHEDULED AN INITIAL.
RcQ.FOR.SVC AT NODE ** AT TImE.V - *********** SECONDS, I.E. .******
SECONDS FQCM NOW.
SKIP I OUTPUT LINE
PRINT I LINE AS FOLLOhS
ATTRIUTES CF MESSAGE ENTITY AT END OF FINAL.ASSIGNMENT.NCTICE ARE:
LIST ATTRIBUTES OF MESSAGE
SKIP I OUTPUT LINE

ALWAYS
tl

IRCTTRNI
R ETURN
FND ''OF FIMAL.ASSIGNMENT.NOTICE

* ' THIS POUTINE PRESENTLY PERFORMS FUNCTICNS TO COLLECT DATA ON HOW
* ' MANY CIRCUITS FAILED TO BE ESTABLISHED. THIS ROUTINE MAY LATER

BE MCCIFIED TO RESCHEOULF FAILED CALLS.
I'

POUTINE FOR CKT.IS.NOT.ESTAB GIVEN NC.MSG
I ET MESSAGE x NO.MSG
LET TYPE(MESSAGEI a PARTIAL.BREAKOOWN

LET CKT.FAILEC z CKT.rAILED + I
LET UP.RUTF a UP.ROUTF -
LET DOWN.ROLTE =DCWN.RCUTE + I

IF PPNT LE 4
PRINT 2 LINES WITH CKT.NRIMESSAGE) AND TIME.V AS FOLLOWS

CIRCUIT NP. ***** CANNOT BE ESIABLI SHED AND IS BEING BRCKEN DOWN AT
TIME.V - ***.**** SECONDS.
SKIP I OUTPUT LINES

ALWAYS

RETURN
rNO ''OF CKT.IS.NOT.ESTAB

THIS EVENT BREAKS COWN A ONCE ESTABLISHED CIRCUIT IN THE "UPSTREAM"
DIRECTICNf I.E. FoC THE ORIGINATOR NODE TO THE DESTINATICN NODE.
THIS FVSNT ACTUALLY REMCVES SLCT ASSIGNMENTS FRCM THE NODAL SLOT
ASSIGNMENT TABLES TO MAKE AVAILABLE NODE ASSETS AND CHANNEL CAPA-
CITY FCR USE IN THE ESTAPLISHMENT CF OTIER CIRCUITS. THIS EVENT

to HAS TWO MAJOR SUe-SECTICNS, HCWEVER CNLY ON' OF THESE SECTIONS IS
t X9CUTED CEPFNOING JN THE VALUE OF THE "DIRCTICN" ATTRIBUTE iN

so THE "MESSAGE" ENTITY. IF DIRECTION4MESSAGE)
Tf-2 as> START BREAKING DOWN AN ESTABLISHE CIRCUIT FROM THEOR I GINATOR NE TO THE DESTINATION NCIF.

-1 us> CONT INUE BREAKING DOCWN A ONCE ESTABLI ,. CIRCUIT FROM
AN INTERMEDIATE NCCE Tc THE CESTINAltui NCDE.

0 as) RARE UPSTREAM BR EAK DOWN OF A RECEIVE SLJT ASSIGNMENT
LEFT HANGING AT THE CALLED.NODE WHEN A RESPONSEoREG.-
FOR.SVC FAILED.

EVENT UPSTREAM.BREAK.DOWN GIVEN UB.C.MSG
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LET MESSAGE a U.B.O.MSG
DEFINE INCREPENT AS A REAL VARIABLE

IF OP4T LE 1
Pq INT 2L!NES WITH TIVM=.V AS FOLLOWS

FVFN? UPSTREAM. BREAK *O00WN INVOKED AT TIME.V

SKID I OUTPUT LINE
PRINT 1 LIKE AS FOLLCUS
ATTRIBUTES CF THE MESSAGE ENTITY AT STARt OF UPSTREAMoBREAK.DOWN ARE:
LIST ATTRIOUTES OF MESSAGE

* SKID 1 OUTPUT LINE
* ~ALWAYS

IF TYPrt(MESSAGS) EQ 2
LET TYPEIMESSAGE) = PARTIAL.BPEAKDCWN

ALWAYS

LETI CJrRmEiTI. SLOT =SLOT.ARRI VAL (MESSAGE~
LET SPEC.PRINT.FLAG =0

'F DIRECT ION (MESSAGE) E0 -1
r.0 TO CONTEQEAK.30WN

B LWAYS

IF OtRECTIONIMESSAGE) EC 0
GO TO RAP.E.UPSTREAM.BREAKUCWN

ALWAYS

IF PPNT LE 4 AND DIRECTICN(MESSAGE) EQ -2 AND TYPEEMESSAGE) EQ
rUJLL .BREAKCCWN
PRINT 5 LINES WITH CKT.NR(N9ESSAGE), ORIGINATCR(MESSAGE1 DESTINATION

IMESSAGq) TIM1E.Vt START.TIME(MESSAGE), 0RIGINATOR(M.:'SAGEJ AND
IESTINATI6N(MFSSAGE) AS FOLLOWS

CIRrUIT NR. ***** FROM NGDE *A TO NOCE ** 4AS ONCE ESTA2LISHED AND IS
BEGINNING TC BE OISESTABLISHEC AT TiIS TIME, TI ME.V a ** **
AFT=R ACTIVELY CARRYING VOICE TRAFFIC FCR A TOT AL CALL, OURATICN OF~ SECONDS. BREAK rCWN IS BEING DONE FROM THE ORIGINATOR
(NODE **) TO THE DESTINATION NODE (NODE **J IN THE UPSTREAP CIRECTICN.
SKIP 1 OUTFUT LINE

ALWAYS

IF OPT .E3 AND DIRSC'ICN(M=SSSAGE) EQ -2 AND TYPE(MESSAGE) EQ
REMOV.LCCP
PAINT 5 LINES WITH CKT.NR(MESSAGE), TIME.Vw ORIGINATGR(MESSAC-E) AND
DESTINATICN'(MESSAGE) AS FOLLOWS

* r.IPCUIT NR. ***F HAS EXPERIE-NCED SOPE AMCUNT CF BACKTRACKING CR LOOPING
BACK ArROSS ITSELF. THE LOOP IS BEING REMOVED AT )THI S T IME ,,TIME.V

* ~.***1*AS WE START SEND,1ING A SPECIAL 10L CP.BDM~G N tIE UP-
STFEAM OTRECTION FROM THE NOE THAT DISCOVERED THE LOOP (NODE *)TO
THE LAST lJCDE IN THE LOCP (NOCE **).
SKIP 1 OUTPUT LINE

ALWAYS

LFT FN.NOCc(MESSAGE) =CRIGINATCR(MESSAGE)
LET START.TIME(MESSAG-_) - TIME.V
~F TYPE(MFSSACE) NE REMCVEoLOCP

* LiT ACTIVS ACTIVE - 1
L 7 IOWN.PCUTE = IOWN.ROUTE + I.

AJWAYS -
FOP DI EQ CKTNR(MES6E) AN

IF UgEfFM.N CCL-(M GE)91,1) E K.RMSAE N
USE(FM.NCDF.(MESSAG2),I,5) EQ 0
LET SLOT2.XMIT = I
L=T TO.KC:E('4ESSAG2 'SE(FM.NOCE(MESSAGE19lo3i
L4T M -USE(FM.,1IOOi(ME-SSAGE)v1,21
L~ U uM GIM4 USEfFP.NO0E(MESSAGE),M,4) I
LET USEfFM.NOD (MESSAGE),I,1) - C
LET USEIFM.NODI(MES SAGE),192) - 0
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Lc' USE FM.NODUIMM SAGE , , 31 8Lit USSIFM.NOOE (MESSAGE ., 53
LFT USFfFM.NODE{MESSAGEII,6) *0
Gti TOCMU A

ALWAYS
1 OD
PRINT I LINE WIJTH CKT. NP(MESSAGE) AS FOLLCWS
rRROR IN UPSTR-A4. BEAK.DOWN FOR INITIAL BREAK DOWN OF CIRCUIT NR. e *
SKIO I OUTPUT LINE
GO0 TV RFETURN

* U IIPSCTLY ABOVE WE FOUND AND SET THE TRANSMIT AND RECEIVE SLOTS AT
THE flRIGII4ATOR NODE cOIJAL TO Z E~. DIRECTLY BELCW WE CONTI NUE
BREAKIN~G 0OWN THE CIRCUIT ALONG TAE UPSTREAM PATH. WE FIRST

*' CHECK TO SEE IF WE ARE AT THE DEST114ATICN ND IFSC, WE NEED
* ONLY DELETE THE TRANMIT ANO REC EIVE SLOT ASS16NENTS FOR THIS
* CIRCUIT AND THEN CCLLECT STATISTICS*

'CONT .BREAX.CCWNl
L T SLCTI.REC SLOT. %RPI VAL(MESSAGE)
LET SLnT1 XMIT =RECSLOT(MESSAGEI
IET USPKEG(EA 9SLi 0 X 1 IT:11 a 0
IFT US=E(TO.N CE(MESSAG 1,SLOTI.XM T,2) a 0
LET USF(TC.NCCE(MESSAGE),SLO~Tl.XMIT,3) -o

LETc.E(T NCCE (MESSAGE 9SLOT-1.XMIT 5) -
t ,T 1)E(TO.NCCE (MESSAGEI SLnT1 .XPIT ,6) 0
LET USE(TC.NCDECMESSAGE),SLOT1.REC,4) USE(TC.NODE(MESSAGE),

SLOTl.PEC,4) -1

LET CIANGE.FLAG I

VE HAVE NOW ERASED THE OWN-SIDE RECEIVE AND TRANSMIT SLOT ASS IGN-
'MENTS.

*'CHECK TO SEE IF WE ARE AT THE DESTINATrION NODE. IF WE ARE, THEN WE
HAVE ELI!VINATED THE F)OWN-S IDE ASSIG14MENTS AND CAN NCW COLLECT

'S STATISTICS. OTHERWISE, CONTINUE eY BREAKING DOWN THE UP-SIDE
* SLOT ASS IGNM4ENTS.

IF TC.NCDE(MESSAGEI Fa DESTINATION(MESSAGE) AND TYPE(MESSAGE) NE
P EM'CVF.LOOP
LET START.TIME(MESSAGE) = TIME.V - START.TIME(MESSAGE)
PERF:o~,4 CrLLECT.STATS.AT.EtND.CF.BRtEAK.OCW4N GIVEN. MESSAGE
GO TOD REETUR14

A.LWAY!$ F T.N1E('ESAGE EQDETINATION(MESSAGE) AND TYPE(MESSAGE) E
RE' FLCCF

Lj'T ACT.LtC P R=iov~ = ACT.LOOP.REMCVE - I.
DES qUY THi 4S SAGE CALLED U.B.O.MSG
r.0J TO REFTUPN

LET 9M.-MOCE(MESSAGE) = T3.IJODE(MESSAGED
PGR T = 1. TC SLCTS, 00

19 lJSE(FM.NCDt(M4ESSAGE) .1,l1 EQ CKT.NR(MESSAGE)
LET SLOT2.XMIT = I
LET TO.NCCE(4ESSAGE) x USE(FM.NOCE(MESSAGE)9I.3)
LET:' M USE(FM.IOCE(MESSAGII,12)
L=T RECSLCTAME5SA -) -
LeT jEFm. OOE(4ESSAGE3,M,4) a USE(FM*NOCE(MESSAGE)vMv4) I
LET fJSF(FM.N0DEC'4FSSAGq),I,1) 0 Q
LET US=(FM.NOlECNESSACE) , 121 a 0
L:T USF(FM.NODF C4' SSAG~), 1,3)
LET USE(FM .NOD M4 SSAGeI I15
LET UJSE(FM.NOOE(4ESSAGE),1,61 0
LET CHANGE.FLAG a
GO TO CCMPUTE.OELAY

ALWAYS
LOPOR NT 1 LINE WITH CKT.NPfMESSACE) AS FOLLCWS
aPROR IN UPSTREAM BREAK.DCWN, CONTINUED EREAK CCWN OF CIRCUIT NR. **
SKIP 1 OUjTPVT LINi
GO TO REETU hN
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I' WE SMALL USE THE FORMERLY ASSIGNED TRANSMIT SLOT TC CARRY THE BREA(
t, S OWN MESSAGE TO THE NEXT NODE UPSTREAM CN THE WAY TO THE CESTINA-
*e TICN NODE. NOW CALCULATE WHEN THE BREAK DOWN MESSAGE WILL ARRIVE

AT THE NEXT NODE.
5,

*COMPUTE.DELAY*
IF SLOT2.XMTT GT (CURRENT.SLOT +

LET DELAY * SLOT2.XMIT - CURRENT.SLOT
GO TO SKECULE

ALWAYS
IF SLOT2.XMIT EC (CURRENT.SLOT + 1)

L=T DELAY x SLOTS
GO TO SKECULE

AWAYS
IF SLOT2.XMIT LT (CURREKT.SLOT + 1)

LET DELAY x (SLOT2.XMIT + SLOTS - CURRENT.SLOT)
G3 TO SKEDULE

ALWAYS
POINT I LINE WITH CKT.NR(MESSAGE) AS FOLLCWS
CRROR IN UP STRAM.BRcAK.ODWNv CELAY CALCULATION FOR CIRCUIT NR. -
SKID I lUTPUT LINE
GO TO PEETURN
I,
ISKECULES

I. T SLOt.APPIVAL(MESSAGE) = SLCT2.XMIT
LET INCREMENT z REAL.F(DELAY) * SLOT.CURATION
SCHc'ULS AN UPSTREAM.BREAK.OOWN GIVEN MESSAGE IN INCREMENT UNITS
GO TO PEITURN
II

lRARE.UPSTREAg4.REAKOCWNl
LET USE(TC.NCCE(MESSAGE) SLOT.ASSIGN(MESSAGE),9) a USE(TONODE[MESSAGE)

SLOT. ASSIGN(MESSAG=),41 - I
LET CHANGE.FLAG z I
IF RFCSLT(MESSAGE) EQ SLOTS + I

LET START.TIME(MESSAGE) u TIME.V - START.TIPE(MESSAGE)
PERFORM CCLLECT.STATS.AT.END.OFBREAK.DOWN GIVEN MESSAGE

ALWAYS
'F RFrSL0T(0ESSAGE) LE SLOTS

DESTROY THE %ESSAGE CALLED U.B.D.MSG
ALWAYS
LET SPEC.PRINT.FLAG a I
rO TO REETURN

* PFETURN'
IF PRNT LE I AND SPEC.PRINT.FLAG EQ C
PRINT 1 LINE AS FOLLOWS
ATTRIBUTES CF THE MESSAGE ENTITY AT END OF UPSTREAM.BREAK.DOWN ARE:
LIST ATTRIBUTES OF MESSAGE
SKTP 1 OUTPUT LINE

ALWAYS)SI

.ETUPN
END 'OF UPSTREAM.BREAK.DCWN

TH SEVENT BREAKS WSOE FULLY S TA8LI ED AD ALES-=.TABEISHED CIRCUIT. REKONI PERFCRMED IN TH D, N. EMAR EK POW R"N DOWNS.REAM"

DIRErTION, I.. FRCM THE DESTINATION OR FURTHEST NODE REACHED
BACK TO THE ORIGINATlR NODE. THIS EVENT HAS SEVERAL SUB-SECTIONS

** AND EACH TIME IT IS EXECUTED CNLY CNE CF THE MAJCR SECTIONS IS
1 0 EXECUTEC ACCJRDINq TO THE VALUE OF THE "CFSTINATION" ATTRIBUTE OF

THE "MESSAGE" cNTITY. IF CIRECTICt(MESSAGE)
-'-+ I us> START BREAKING DCWN AN E!TA8LISHED CIRCUIT FROM THE

OESTINATICN NODE TO THi ORIGINATOR NCDE.
'. +2 as> CONTINUE BREAKING DCOWN A ONCE ESTABLISFED OR PARTIALLY
to ESTABLISHED CIRCUIT FRCM AN INTERMEDIATE NODE TO THE
o ORIGINATOR NCDE.

+3 us> START BREAKING DCWN A PAFTIALLY ESTABLISHED CIRCUIT
* I FROM THE FURTHEST NODE REACHED TO THE ORIGINATOR

NODE. CALLEC BY IN ITIAL.REC.FOR.SVC.
+4 on> START BREAKING DOWN A PARTIALLY ESTABLISHE CIRCUIT" ' FROM THE FURTHEST NODE REACHED TO THE ORIGINATOR

NODE. CALLEC BY RESPONSE*REC.FOR.SVC.
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* +5 an> SPECIAL CASE BREAK CCWN OF A PARTIALLY E$TABLISHED CIR-
* Os CUIT. CALLED BY FINALoASSIGNMENTeNOTI E.

'VENT DOWNSTREAMBRAK.COWN GIVEN O.B.o.MSG
LET MESSAGE a 0.8.0 .ASG
DEF INE INCREMENT AS A REAL VARIABLE

IF PFNT LE I
DRINT 2 LINES WITH TIME V AS FOhLOS

FVENT OOWNSTPEA.BREAK.OOWN INVCK KE AT T IME.V

SKIP I CUTPLT LINE
PRT4T 1 LINE A FOlLCAVRIBUTESO F HE .E HSAGE ENTITY AT START OF OOWNSTREAM.BAEAK.OOWN ARE
LIST AITRIBUIES OP: MESSAGF
SKIP I CUTPUl LINE

ALWAYS

IF TYPE(MESSAC.E) EQ 2
* LET TYPE(FVESSAGE) aPARTIAL.ePEAKOCWN

ALWAYS

LET CURRENT.SLET a SLCT.ARRIVAL(MESSAGE)
LET fPT.PRINTJ LAG a 0

IF ')TRf: T ION (MESSAGE) EQ 1
CGr 7r. FIRST.I.ABEL

ALIWAYS
IF DIRECTION(MUSSAGE) EQ 2

Gr) TO SECCNC. LABEL
ALWAYS
IF: 0DICTIONI'SSAGE) EQ 3

r.0 rO THIRC..A3EL
A LvoAYS
IF OIRECTICN(m[:SSAGEI EQ 4q

GO TO FtOUcTi..LABEL
4LWAYS
IF 0IREC'rION00qSSAGE) EQ 5

GO TO FIFTH.A3EL
ALWAYS

%CTI':NS P;RFORM1TD UNOER TwjS FIRST LABEL SIMULATE THE START CF DIS-
ESTABLISH4ENT OF A CIRCUIT THAT WAS CNCE E TABLISHED AND ACTIVE.

* FTRST.LABELI
T F P;NT LE 4 A1N0 OIRECT OIC14CJJAGE) EC 1

PRV4JT 5 LIKES WITH CKI TNR(A_ SAGE J, ORIGINATCAEMESSAGE),
DESTINATICN(44ESSAGE): TIME.V, ST AR T.TIME(MESSAGE)
CrSTr'aTIC\(4ES3AE) ANfl CRIGINAT RIMESSAGE) AS F6LLOWj

rIRCllfT -!R. *44*A F1OM ,OE0 ONO~il** WAJ ONCE ESTABLI SHEO AND IS
8c6INNING TO BE OISESTHBISHE? AT IIS TIME: TI ME.V
ArFTE:R,;CT IVEL'r C.,.RRYING VOICE TQAFF IC FOR A CTCTAL CALL OURAT ION OF

V~~"**-* SECCNOS. BPIAK CWN IS BE ING DON! FROM THE DEST NATI~ON
INrOE **) TO THE ORIGINATOR (NODE *) IN THE DOWNSTREAM OIREC ION.
SKI? I OUTPUT LINE

ALWAYS
LET 9.NQOE(NESS4GE) z ESTINATION(MESSAGE)
LET START.T!PE(MESSAGE) a TTD4E.V
LET Af7T!Vr ACTIVE - 1
LET rowI.RfluTE - CCWII.ROUTE + I
LET 01 ':CTION(MESSAGEI z 2

* JU4O.INI
cOR I mI TC SLCTS, 11

IF LSE(FM.NCOF(MESSAGE),I,1) EQ CKT.NRIPESSAGE)
LET SLLOT1.X4IT aI

4Lj'r TO.NCC(ESsAG[) a 'sfE( FM NOCE(MESSAGE),I,3)
L T M US (FM.PIODE (MESSAGE
LET RECSL CT(MESSAGE) a M
LET USE(F.NODE(MSSSAGE)iM,4) aUSE(FP.NOCE(MESSAGE)tM,41 I
LET USE(FPMND SG)1,
LET USEIFF NODE 4 SAG, P,29
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LET US(M BOE(:~d:1:? S
LET ISE(FP.NODEI.4ESSAGi)vIv6) 0
LET CHANCE.FLAG =
GO TO CALCULATE.OELAY

ALWAYS
L OOP
:RINT I. LINE WITH CK'I.NR(ME!SSAGEI AS FOLLOWS
PRROP IN *OWNSTREAM.BREAK.OnWN, FIRST.LABEL FOR CIRCUIT NUMBER

SKIP I OUTPUT LINE
G.O TO RC-EETUPN

DIRECTLY ABOVE Wq FOUN'3 ANC MEETED TH~ DCWN-SIDE TRANSMIT AND
*' RECEIVE SLOT ASSIGNMENTS Al THE DESTINATION NODE OR THE FURTHEST
*' Nr3E REACHED. IN THE SECTION LABELLED "SECOND.LABEL" BELCW WE
*1 CONTINUE BREAKING DOWN THE CIRCUIT ALONG THE DOWNSTREAM PATH*

* SECONO.LABFLl
LgT LOT2.REc S SLT.A RRTi VLMZSSAGE)

LT.X'Tz =RCSLCTP (M A F)
LET USE(TO.NCCE(MESSAGF) S[Of2 XMIT91) a 0
LET IISE(TO.*NCCE(,ESSAGERSLOT2.XMIT,2) =0
LET Uj(ONC(EJ%,,,LT XMIT,31 a C
LET US E TO.lYCCE(ME SAGE)tSLOT2. XM I T5 a 0
LET USFTLoNT2EXMIT A11vMT
LET USE(Tr-.NCDE(MESSAG t, kOT?:RE1 a -USE(TC.NODE(MESSAGEI,

SLCT2 RgC 4) 1l
LET CHANG. aLAG I

*' WE HAVE NCW ERASED THE UP-SIDE RECEIVE AND TRANSMIT SLCT ASSIGN-
MIENTS.

SCHECK TC SEE IF WE ARE AT THE ORIGINATOR NCOE. IF WE ARE, THEN WE
6 HAVF ELIM'TNAT=O THE USIEASSJIGNMENTS AND CAN NOWCCLLECT

* ' SATISTCS. OHERW S COTINEe BREAKING DOWN THE DOWN-SIDE
SLOT ASSIGNMENTS.

IF Trn.tOEU'ESShGSi SO CRIGINATCR(MESSAGE)
LET START.TIME(P4ESSAGE) a TIME.V - START.TIME(MESSAGE)
PEQFOQM COLLECT.STATS.AT.END.Cr.BREAK.OCWN GIVEN MESSAGE
LET OPT.PRINT.FLAG - 1
GO TO REESTURN

ALWAYS
LET FM.NODE(MSSSAGE) a TO.'IOODE(MESSAGED
FOR Ia 1 TC SLCTS, 00

IF ISE(FM.NCOE(MESSAGE),I~lJ FO CKT.NR(MESSA-Ei
LET SLO'1.XMIT = I
LET Tfl.NcrE('MFSSAGE) - "IS (Fi4NOCEMESSAGEhtI,31
LET M = LS(mP0E..S1~~2
LET RECSLCT(MESSAGE) -
LcT USE(FM.NCDE(M4ESSAGE),M,4) a USE(FM.NGDE(MESSAGE)IM941 1
LET USS(FtM.NODI C'4SSAGE) I,1) a a
LET 'JSE(FI'.NOD (E( cG) 2) a
LET USElFM.NO9E(4E99AGfE),I,3) .a
LET USE(FM.NODEIMP.SSAGr,):1,5) a
LET USF(FM.NODEfMSSSAG ) 1 6) 0
LET CHANGE.FLAG =1
GO TOl CALCULATE.DELAY

ALWAYS
LOOP
'RINT 1 LINE %ITH CKT.NR(M;SSAGE I A S FOLLCWS
rRPOR IN DCWNSTrkEAM.BtEAK. OWNi SECONC.LAeEL, CIRCUIT NUMBER
SKIC 1 OUTPUT LINE
".0 Tn REFETURN

'' AT THE "TI'IRO.LABEL; WJT ART BREAKING DCWK A PARTIALLY ESTABLISHED
* ' ' CIRCUIT FROM THEE URfHES T NODE REACHED. THIS PART OF THE EVENT

IS EXECUTED AS A RESULT CF INITIATING A BREAK DOWN FROM THE -OINI-
*' TIAL.REQ.FOR.SVC" EVENT.

'TM IRD.LABEL IIF PNM LS I AND OIRECTION(MESSAGE) EQ 3
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PRINT 5 LINSS WITH CKT.NR(MSSSAGE) 1 ORIGINATCR(MESSAGEI, DESTINATION
(MESSAGE), T1I4E.Vt STARTeTIME(ME.SSAGE) ANC lI.OP&COuNT(MESSAGEJ
AS POLLCi

CIRCUIT NJR. *'Y*** FROM .NOOS ** Ta NOCE ** CANNOT BE ESTABLISHED. THE
TIMS NOW IS T14E.V U *t~.*** ANDOWE BEGAN BR AKING DOWN THE CIR-
CUIT AT TIF'E.V z ****** BY RELEASING SLOT ASE IGNMENTS ON A LINK
BY LINK BASIS BACK TO TFE ORIGINATOR NOCE. *** HOPS WERE ESTABLIS-E
REFORE THE CIRCUIT FAILED ANC BREAK DOWN BEGAN. IRFS3
SKIP 1 OUTPUT LINJE

ALWAYS
IFr DIRECTION (MESSAGE) a 2
"rO TO JUt4P.IN

*'AT THE "FOURTH.LABEL" WE ALSC BEGIN 011EAKING DCWN A PARTIALLY
ESTABLISHED) CIRCUIT FROM THE FARTHEiT NOCE REACHED. THIS PART OF

*' THE EVENT IS EXECUTSD AS A RESLLT CF INITIATING A BREAK DOWN FROM
*' THE "PESFONSE.REQ.FOR.SVC" EVENT.

I rOURTH.LAFLOIF PPNT LS AND O!RECTION(MESSAGE) EQ 4
PR INT 5 LINES WITH CKT.NR(ME SSAGE) ORIGINATOR(MESSAGEI, RESTINATION

(4ESSAGE)p TIME.Vq START.T I E(MEISAGE3 AND HOP.COUNT(ME SAG I
AS FQLLCS

CIRCUIT Nk. 19~*** FROM NODE I.* TO NOCE ** CANNOT BE ESTABLISHED. THE
TIMEj NOW IS TIME.V ******,AND WE BEGAN BREAKIhG DCWN THE CIR-
CtlT AT TrI1E.V B***** Y RELEASING SLOT ASSIGNMENTS ON A LINK
AY LINK 865IS BACK TC THE ORIGINATCR NCCE. **** HOPS WERE ESTABLISHED

* BEFORF THE CIRCUIT FA.ILED AND BREAK DOWN BEGAN. RRFS4
SKIP I CUTPUT LINE

Ak LWAYS
* LET DIRE:CTIQNIMSSSAGE) s 2

Go To JUMP.Ift

* F!FTH.LABEL'
IF PR!4T LE I ANC DIREC IO(MSSAGE5I EQ 5
*PRINT 5 LINES WITH CKT.NRtOiSSAGE), ORI GINATCR(MESSAGE)v DESTINATION

(MESSAGF)g TIME.V, START.TIME(MESSAGEJ AND IHOP.COUNT(MESSAGE)
AS FOLLCWS

CIRCUIT NR. *****, FROM NCOE ** TO NOCE ** CANNCT BE ESTABLISHED. THE
TIME NOW TS TIIE.V **$**,AND WE BEGAN BREAKING DOWN THE CIR-
CUIT AT TImE.V a~~**~ PY RELEASING SLCT ASSIGNMENTS OIN A LINK
BY LINK BASIS BACK TO THE ORIGINATOR NODE. **.S*-HOPS WERE ESTABL 151-ED
BEFORE THE CIRCUIT FAILED ANC BREAK DCwN BEGAN. F.A.N CONTENTION.
SKTP I fl'JTPLT LINS

ALWAYS
LET USE(Fm.NOCEIMESSAG),SLOT.ASSIGNgMES5AGEI,) - 0
LET USE-(FM.NCICE(MESSAGE),SLOT.ASSIGN(t'ESSAGE) 2) *0
IET Ujr1FM.NOCCE(MEJCAG ,) LOT.A 'OGN(PESSAGEI31

tE gr-.NOOEONEA.,Ggh 2,L'T.A fGN(MESSAGE),Sl
LET U)SE(FM.NCZE(MESSAGEISLOT.ASSIGN(NESSAGE),6) uQ
LET lSE(FM.NCC~fMESSAGEJRECSLCT(RESSAGE)94I - USE (FM.NOE(MESSAGE)t

RECSLCT(MESSAGFJ,4) - I
LET rHANGE. LAG 1
IF rFM.NJE(P'ESSAGEIS EQ OR IGINATCR(MESSAGE

Lc S'IART.TIS4E(MESSAGE) a TII'E.V - STAR4.TIME(MESSAGE)
PERFflRM COLLgCT.STATS.AT.PNCsCF.BREAK.OCWN GIVEN MESSAGE
LFT DDT.PRINT.FLAG -
GO TrJ RESSTURN

AL WAY
LET PIRECTIONI(MESSAGE) a 2
GO TO JUMPaIN

CAL CIL ATE. CSLAY'
IF SLOTI.XMIT GT ICURRENT.SLOT + 1)

LET DELAY 2 SLQT1.XMIT - CURRENT.SLCT
GO TO SKECLL

t.LWAYS
TF SLOTI XMqIT r.Q fCURRENT.SLOT +1)

0TOSKECULE

SLWOToXMIT1 LT ICURRENT.SLDT + 1)
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LET !nELAY a (SLOTI.XMIT + SICTS - CUrREhT*SLOTi
GO TO SICEDULE

ALWAYS
PRINT I LINE W4TH CKT.NVR(MgSSACE) AS FOLLEWS
CRROR IN DOWNSTREAM.BREAK.o WN, DELAY CAL CULAT ICN FOR CIRCUIT NR. **
SKIP I OUTPUT LINE
GO TO REEETURN

* SKEOUL.'
LET SLOT.ARRIVAL(MESSAGE) a SLCTl.XMIT
LFT INCREMENT a REAL.F(CELAY) * SLOT.CURATICN
SCHEn'JLE A OCWNSTREAM.aREAK.DCWN GIVEN MESSAGE IN INCREMENT UNITS

'REUr-FTURNOIF PR4JT LE I AND OPT. PRINT.FLAG a 0
PRINT8 1 I As FOLLCWS
ATTRIBUT ESCF THE ME~SSAGE ENTITY AT END OF DOWNSTREAM.BREAK.DOWN ARE:
LIST ATTPIeUTES OF MESSAGE
SKIP I OUTPUT LINE

ALWAYS

RETURN
-NF "'OF OOWNSTREAM.BREAK.DOWN

U'THIS RCUTINS COLLECTS DATA ON CIRCUITS THAT ARE ESTABLISHED AND
SCHECULES THEIR EVENTUAL nISESTABLISHMENT ACCORDING TO AN EXPO-

*' NENTIAL OISTRIBUTICN FUNCTION WITH A "MEAN*DURATION.CF.CKT" GIVEN
*' AS AN INPUT PARAI'ETEP IN THE RCUTINE FOR INITIALIZATICN.

COUTINE FOR CCPPLETED.CKT GIVEN ARRIVAL.PSG
LET MESSAGE x ARRIVAL.I4SG

IF PPNT LE I
PRINT 2 LINSS WITH TIME.V AS FOLLOWS

ROUTINE COMPLETEO.CKT CALLED AT TImE.V

SKIP 1 OUTPUT LINE
A LWAYS
I F PRNT LE

PRINT 1I E AS FOLOS
ATTR IFUTE F THE MLESAG ENTITY WI-EN CCMPLETE~oCKT 'WAS CALLED ARE:
LIST ATTR19UTES OF MESSAGE
SKIP 1 OUTPUT LINE

ALWAYS

LET rKT.ESTAex CKT.ESTAB +i
LET UP.RQUTF = UP.RC'JTF - 1
LET ACTIVE z ACTIVE +. I
I ET CHANGE.FLAG,,=
IF H p.(tIJNT(fiESS E) EC HflO.GPSATEST

LET TOT.H179 GREATEST £TCT.Hrp.GREATEST + I
LET CKT.GREATEST = CKT .NR(;E SAGE)

ALWAYS
IF HOP.Cl1UNT(MESSAGE)HGT.HSP. REATEST

17LET HOP.GAEST a H C.C UN MESS AGE)
LET TOT.HCP.G'AEATEST a1
LET CKT.GREAT ST m CKT.NR(MESSAGEJ

ALWAYS
LET HnP.SUM aHCP.51V4 + HCP.CCLNT(4ESSAGEI
LFT HrP.AVG s 1HCP.SUM / PEAL.F(CKT.ESTAB)
LET DELAY.SUP z DELAY.SUM + START.TIPE(ME!SAGE)
LET F.SIMN m E.SUM +CUM.ENERGY(MESSAGE)
I-ET F.SfiB.K.2ARA E.SUM / kFAL.F(CKT.ESTAB)
LET AVG.TI?4E.EST OrELAY.SUM / REAL.F(CKT.ESTAB)

DE'ERMINf IF T41S CIRCUIT TOOK THE MCST TIM4E OF ANY CIRCUIT TO
ESTABLISH.

IF START.TIME (MESSAGE) GLNG;TI ME CST
LET LONG.T I ME.S a STRT.I 1§3AGI)
LET CKT.LON. TIME.T CKT.NR(M SAG)

ALWAYS
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*' COLLECT LINK USAGE STATIST::CS FCR THIS CIRCUIT.

L5T LIN.K.USED(INFO1(MESSAGE)) ssLIN.K(.USEO(INFOI(MESSAGE)) + I
IF INFO2(MFSSAGE) EQ 0

GO TOl GETCL RATION
ALWAYS
lET LIN.K.USEC(INFC2(MESSAGE)l " LIN.K.USED(INFO2IMESSAGEI) + 1
IF INrO3MISAGF) EQ 0

GO TO GECUATICN
A LWAYS
LET LIN.K.USSC(INFO3P4ESSAGrt)) uz LIN.Kc.USEO(INFO3(MESSAGE))+I
TF INF04(MESSAGE) EQ
GO TO GET.CURATION

ALWAYS
LET LIN.K.USEC(INFC4(MESSAGEJ) LIN.K.USEC(INF04(MESSAGEi) + I
IF INI:O5(MESSAC.E) EQ 0

GO TO GET.CURATION
ALWAYS
LET LIN.K.USEC(INFQ5(MESSAGE)l LIN.i(.USED(INFO5(MESSAGE3) + 1
IF INF06 EQ 0

GO TO GETI.CLRATICN
ALWAYS
LET LIN.K.USEC(INF06(MESSAGEII LIN.IC.USED(INFO6(MESSAGE)) + 1
IF INFO7 EQ C

GO TO GET.CURAT!ON
A LWAY S
LET LIM.K.USEC(INFOT(MESSAGE)) LIN.K.USEO(INFOT(MESSAGEI) + I
IF INF08 EQ C

GO TO GET.CURATION
ALWAYS
LET LIN.K.USECINFOS(MESSAGE)) *LIN.K.USEDIINFCB(MESSAGE)) + 1
IF INFO9 EQ 0

GO TO GET.CURATION

LFT LIN.K*USED(INF09(MESSAGE)i LIN.K.USE-D(INFC9(MESSAGR)l + 1

GET.OURAT ICh

* ETERMINE HOW LONG THIS CIRCUIT V4HICH WAS JUST ~ STABLISHW ,WILL BE
"ACTIVE" THEN SELECT PRCM WHICH NODE (ORIGINATOR OR DEST NAT ION)

* THE CIRC~UIT WILL Of DISFSTABLISHED AND SCHfiDULE THE EVENT TO
BREAK COWN THIS CIR~CUIT.

LET VU~RATICNz EXPONE'4TIAL.FiMEAN.OUQATItl.OF.CCT,3)
I ET SU-4.0URATION m SIJ4.CUPATION + OURATICN~
LET AVG.OUPATIGN *SIJM.CUIrATIOK / REAL.F(CKT.ESTAB)
LET fTART.TI?'EIMESSAGE) = (IRATION
LFT TYPE(IMESSfiGSJ = PJLL.BRtEIKCCWN

1: PANOOMLY SPLECT AND STORE A "CURRENT.SLOT" THAT WE WILL ASSUME TO
of 31 IN WHEN THIS CIRCUIT IS EVENTUALLY BRCKEN OWN.

LET SLOT. ARR IVAL (MESSAGE) me AKCI.F(1,SLCTS951
IF PVNT LE I

PRINT 2 LINES WITH SLCT.ARRIVAL(MESStAGE) AS FOLLOWS
SLOT ** WAS RANDOMLY SELECTE C A S TE V 1C:URRENT. OT" WHICH WJL BE T lE

SLOT WE ARE IN WHEN W EVENTUALLY BEGIN BREAKiNG DOWN THI IR~ VIY.
SKIP I OUTPUT LINE

ALWAYS

* THE VALUE OF STARTER IS SET IN THE INITIALIZATION RIOUTINE.

IF STARTER :C 1
LET STARTER 0
LET F%.NOCE(MESSAGE) u ORIGINATOR(PESSAGE)
LET OIRECTII'N(MESSAGE) a -z
SCHEDULE AN UPSTPEAM*SREAKeDCWN GIVEN MESSAGE IN DURATION UNITS
GO TO FINIS
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LET DIRECTICN(MEJSSAGE)*1
SCHE)ULENA COWNSRE AM.BREAK.CCWN GIVEN MESSAGE IN DURATION UNITS
GO TO FINIS

ALIWAYS

IF ORNT LE 2 ANn STARTER EQ 0
PRIT 4LYKS WTHCKT .NR(MESSAGE) ORIGINATCRIME SAGE,DESTINATICN(,SSAGE), TIME#Vt OUATIOJ AND ( IM V * DUPATION)

AS FOLLCWS
CIRCUIT NP. :*t***, FROM NCD)E. ** TC NCCE ** WAS ESTABLISI9ED AT TIM .V

***.*****AND IS SCHECULED TO LAST FOR A TOTAL CALL DURATION 8F
4*~-.*~***SECONDS, SO FRREAKOOWN WILL COMMENCE IN THE UPSTREAM DIREC-

TION AT TTME.V
SKIP 1 OUTPUT LINE

46 IWAYS
IF PRNT LE 2 AND STARTER EQ 1

PRINT 4 LINES WITH CKT NR(MESSAGE) ORIGINATCRtMESSAGE)
DESTINATICN(M4ESSAGE), TIM4EoV, DURAtION AND (T IME.V # UAATIONI
AS FOLLOWS

CIRC'JIT MI. *****, FqO?M NC'05 ** TC NCCE $0 WAS ESTAOLISHEDPATTIMSE a
**k.*t***AND IS sCHEOULSO TO LA STFOR A TOT AL ALL DURATION
***.***~~SECONDS, SO BREAKDOWN *ILL COMMENCE IN TME DOWNSTREAM

OI~tCTION AT TIME.V
SKIa I. OUTPUT LINE

A IWAYS
IF ORNT LE 1

PRIAT 1 LINKE AS FOLLOWS
AT RIBUT.S OF THE M4ESSAGE ENTITY AT THE END CF COMPLETED.CKT ARE:
LIST ATTR!PUTES OF MESSAGE

* SKIP I OUTPUT LINE
ALIWAYS

IF PRNT EO 4 ONO PRT LE I AND SPEC IF'I.OUrUT c 0
PRINT I LINE WITH CKT.NR(MESSAGEI, 0OP.CCUNTII'ESSAGE) AND TIME.V

AS FOLLChAS
r IRCUIT NP. ***'0* ESTABLISHED IN **.* HOP:i AT TIME.V

SKID I OUJTPUT LINE
ALWAYS
a ETJP?
FND ''OF CCOOPLETED.CKT

THIS ROUT INE INCREMENTS CUNTERS AIDCOLECTSSASTC NTH
CIRCUITS THAT AR RKiN DwN. T U. RTINE S NL ,ALLED ~

*S THE "UFSTREA.M.BREAE.00W~k" AND "OOWISTREAM.BRlEAK.COWN* EVENTS.

QOUTN TO COLLECT.STATS. AT. ENC.OF.BSPEAK.*GOWN GIVEN BRK.DNoNOT1CE
LFT Mr:SSAGE * BRK.ON.NOTT
1EFINE TIM4E. DTHIS.CKT ASA RE AL VARIABLL

IF TYPE(MESSAG ) EQ FULL.BRIAKJOWN
LF.T CK.ISIA CKT.OI ES AB + I

ALWAYS

LET rIANG.FLAG aI
LET CKTS.SO =CKT.DISESTAB CKT.FAILEO
t ET DOWN.FOUTEz 0QOWN.P UTE-1
LET TIMS.PD.TH -.CKT 5TART.TIMdEIMESSAGE)
LET SLM.8D.TIM5.ALL.CKT aSUM.E!D.TIME.ALL.CKT + TIME.BD.T1415.CKT
L E' AVG.BD.TIMr SUM.BC.TI'4F.ALL.CKT / RI:AL.FECKTS.8O)

COLLECT STATS ON TH'E BREAK DOWN CF PARTIALLY ESTABLISHEC CIRCUITS.

IF TYPEfMFSSA.E) EO 3
IF START.TIMEfMESSA GE) GT LCNG.P.C

LET LONG.P.8D S TART.TIME(MESSAGE)
ALW AYS

LTTOToP.SC TTOT.P.So + STAPT.TI,4EIMESSAGEI
LET P.SD.CCUNT!R, ,*e.DeCOUNTER,* 1
LET AVo * TOT.PBD /REAL.F(P.BDCIIUNTER)
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COLLECT STATS ON THE SREAK DCWN CF ON~CE ESTABLISHED CIRCUITS.
!6U

IF TYPE(MESSAGE) FO 4
IF S TART.TIMEI MESSAGE) GT LONG.C.BC

LET LONG.C.80D START.TIME(MESSAGCE)
ALWAYS
LET TOT.C.80 a TOT.C.BD + STAPT.TIPEIMESSAGE)
LIT C.BD.CCLNTER aC.EO.COUNTER I 1L7AVG.C*PC z TOT.C.aD / REAL.F(CoeDoCCUNTERJ

ALWAYS

3ESTROY THE MESSAGE CALLEC BRK.ON.NOTICE

P FTUgN
PNO "'OF COLLECT.STAr5.AT.ENO.C.BREAKCCWN

THIS ROIUTIN= CONTAINS THE SPECIAL OUTPUT INFORMATICN SPECIFIED 2Y
THE PRCGRAMMER. THIS RCUTINE IS ONLY EXECUTED AFTER THE SIMULA-
THON i-AS COMPLETED ALL FCUR QUARTERS OF ONE SIMULATIC% RUN AND

* THE "SPECIFY*OUTPUT" VARIABLE IS GREATER THAN OR EQUAL TO le

ROUTINE FOR SPECIAL.0lJTP'JT

O;INT 1 LINE AS FOLLOWS
THE ROUTINE FCR "SPECIALCUTPUT" HAS OEE:N INVOKED.
"KIP I nUTPUT LINE

1 ETUM N
rNU ''OF SPECIAL.OUTPUT

THI FrCLLCWING RflUTIME CANCELS A1%O/rR DESTRCYS ALL ENTITIES AND
* VENTS WHICH ARE rCNTAINED INl THI: TIMING ROUTINE AFTER T IME.V

*' EQUALS THE TEST CURATICN TIM~E LIMIT CR AFTER THE TOTAL NUMBER OF
CIRCUITS A'TE4PTE0) EXCEECS THi PEAMITrEC MAXIMUM NUMBER OF CIR-

*' CU ITS IN EACH ITERAT19N CF THE SYMULATICN.

frUTINE FOR CESTRUCTION

'CF EACH NEW.CKT.PEOM4T IN EVoSI-rlEWoCKT.REC4ITip DO
CAN~CEL THE NEW.CKT.REQG4T
cesPonY TI-E NEW.CKT.PEgMT

CCR 'ACH INIT1AL.SE .rOP.SVC IM EV.S(I.INITIAL.AEQ.FOR.SVC), DO
CAP!CSL THE INITIAL.REC.FDR.SVC
rESTR')Y THE INITIAL.PEQ.FflR.SVC

I p

COP fCH RESPCNSt REQ.FCR.SVC IN EV.S(I.RESPCNSE.REQ.FCR.SVC), 00
CANCEL TI-F PES 6NSE.PEQ.FOF.SVC
IrF.CTRf'Y T14E RESPOpNSE.REQ.FCR.SVC

FCR 5ACH FINAL.ASSIGNIMENT.NOTICF IN EV.S(I.FINAL.ASSLGPIMENT.NOTICEI, Go
CANCEL TI-E FINAL.ASSIGN4MFNT.NCTICE
DESTROY TIFE FItAL.ASSIGNMENT.t"OTICE

L OflP

00EACH UPjTREAM.eq5AK(.OOWlJ IN EV.SU.*UPSTREAM*flREAK.DCWN)v 00
CAPICEL TH_ UPSTREAM.SR'AK.OCWN
7)Ec ;OY TI-E UPSTREA?4*eREAK.DriWN

I tr()P

FOP rACH DCWNST-"'AM.BREAK.OOWN IN EV.S(I.COWN'STREAM.BrEAK.O0nNi, DO
CANCFL THE DOhNSTR' 4M.fRAK.0CWN
OESTROY THE DOWNSTREAM.BAEAK.OCWN

FoR EAQI STOP SIMUkATION IN EV.S(I.STOP.SIMULATI0N~, DO
CANCEL TP ~TP. IMULAT ION
DESTROY THE STOP.oSI 1ULATION

LOOP

4
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VCR FACH DlJK.M'ANIPULATION TN EV.S(I.CIJK.MANIPULATIONI, 0O
CANCEL THF DIJK.MANIPULATION
DESTROY TFE OliJ.14ANIPULATICN

FOR FACH RF.MCVE.TRANSIENT EFFECT IN EV.S(I.RE.J4OVE.TRANSIENTO*EFFECT)9DO
CANCEL THE RE.AOvE.TRANSi .NT.EFFECT
DESTROY THE RE.NOVEeTRANSfENT.EFFECT

L OOP

R ETURN
* END ''OF DESTRUCTION
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//TIOSTAT JOB (1966,0132),IPITCHLER 1642ZCLASSx;
I/*MAIN ORG=NPGVMI.1966PLINES(5)
//*FORMAT PRC0NAM=,)EST=LOCAL
//GO EXEC PGM=LOADER PAPM2'MAP, SZZE= 560KREGION=1024K
I/SYSLTB D 0SN=SYS3.SIMLIB8HUNI T=335CVOL=SER=MVSO03,tDISP-SHR
/ISYSLOUT 00 SYSOUT=*,CCB=(RECFM=FBA,I.RECLs121,BLKSIZE12101

II ~SPACE-(TRKt(.)
I/SYSLIN 00 DISPuSHR,DSN=MSS.Slg66.THE IX.L0ADLIB
//SIMU05 OC DDNAME-SYSIN
I/SI MUO6 DD SYSOUT=;*,DCR(RECFM=FeA,LRECL=133,8LKSIZE=33251
/ISIMU17 DC DSN=SYS3.SIMERR8H,UNT1=335CVOLuSER=MVSOO3,0 ISSHR
//SYSIN 00
0 <- SPECIfY.OUTPUT PRINTING VARIABLE
5 <- PRNT DIAGNOSTIC PRIPTING VARIABLE
3 <- PRT DIAGNOSTIC PRIN'TING VARIABLE
I <- LTD.PRINT PRINTING VARIABLE
2 <- ROUTItG.ALGORITHM.SELECTOR
13 <- N.NODE - NUMBEI OF tODES IN THE NETWORK
1.0 1.0 1 1 <- TRANSMIT. PERCENT*
1.0 1.0 1 1 RECEIVE.PERCENT
1.0 1.0 1 1 GROUP, AND FIAILY
1.0 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
1.! 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
1.0 1.0 1 1
0 1 1 1 1 0 0 C 0 0 0 0 0 <- THIS 13 BY 13 BLOCK OF I'S AND 06S

S100 0 01 0 0 00 IS Th jNI',ABE ARRAY SED
1 0 1 0 1 1 00 00 00 10N FYD ICTLY CNNICTID NODES.

1 0100 100010

11100010110000011010101100
0001 1 0 1000110
01000 0 1001
0 CO001 1 C101 011
0 C 0 0 0 0 1 10 1 0 0 1
0000 00 0 0 110

7 1 2 6 1 3 3 4 7 <- 30 PAIRS OF DIRECTLY
6 9 4 8 7 10 1 12 J 6 CONNECTED NODES
6 7 7 8 2 3 8 11 5 8
6 10 9 13 10 13 121 4 5
2 9 47 1113 9 1 5
8 12 10 11 1 4 5 12 12 13
119.7 91.3 133.2 127.6 <- LINK ATTENUATIONS,
119.7 106.5 81.3 122.2 IN 08
91.3 106.5 92.9 101.9 94.0
133.2 92.9 121.8 122.4 97.8
127.6 121.8 111.1 133.3
81.3 101.9 103.7 97.6 113.2
94.0 122.4 103.7 105.5 q8.6 81.1
97.8 111.1 105.5 110.9 130.0
122.2 97.6 123.4 117.6
112.2 98.6 123.4 1?1.2 118.6
81.1 110.9 131.2 100.6 123.3
133.3 130.C 100.6 140.7
117.6 118.6 123 .3 140.7

1.0 2.0 3.0 5.0 6.0 7o0 9.0 11.0 13.0 15.0 <- ATTENUA-

J7: 28:0 22.0 25.0 29.0 32.o 36.0 10: 4 IO IN
5.0 600 66.0 73.0 81.0 88. S7.0 7 117 128.0 ASIGNMENTS

30C.0 <- TEST.OURATICN
1000 <- MAX.CKTS.IN ST

12 <: SCTSU(PEROFRAME2 < M NIMUM LT STAKING DEPTH, IIAXIMUM SLOT STACKING DEPTH

2:0&fl <:LO DU~jRAjTIN
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0O. <0002 - FROP.DELAY.TI Mr
6:00 <- MEAN TINE 9ETWfEN CIRCUIT REQUIREMENTS FOR EACH NODE
;0.0 <- MEAN DURATICN OF AN ESTAELISHED CIRCUIT
5 0 <- TIRE PERIOD BETWEEN DYNAMIC ROUTING UPDATE CYCLES1i.o <: TIME PERIO BETWEEN PER iC STATUS REPORTS

<- PERCENTAGE CF CIqCUI' 9iCUI,A. MENTS GENERAT JN GROUP<- PERCENTAGE OF CIRCUIT RE CUIRMEENTS GENERAT ED N FAMILY
96 <- X COORDINATE QF THE 8R EAK.POINr256 <- V CCORDINAT F THE BR EAK.PI NI
1024*0 <- MAXIMUM SCALED NOOE WEIGHT
0 2 3 4 5 3 3 4 2 2 5 5 2 <- STATIC BESTPATH ARRAY1 0 3 3 1 6 6 1 9 6 9 9 9

1 1 4 4 0 1 4 8 1 12 8 12 12
2 2 3 3 3 0 7 7 9 10001C 94 3 3 4 8 6 0 8 6 10 11 1 iC
5 4 4 4 5 7 ? 0 16 11 11 1 12
2 2 6 2 13 6 10 13 0 10013136 9 6 7 1169 011 9 13 13
8 10 7 8 1210 7 81310012 135 5 5 8 513 8 8 13 11 11 0 13

I2 9 9 12 12 10 11 11 9 10 11 12 01239 4568 7897 126 3455 6784 9013 2342 5671 8900 <- SEVERAL LINES OF123q 4568 78S7 126 3455 6784 9C13 2342 5671 8900 THE SAME RANDOM1239 4568 7897 126 3455 6784 9013 2342 5671 8900 NUMBER SEED1239 4568 7897 126 3455 6784 9013 2?42 5671 8900 NUMBERS1239 4568 7897 126 3455 6784 9C13 2342 5671 8900
1239 4568 7897 126 3455 6784 qC13 342 5671239 4568 7897 126 3455 6784 9013 2342 5671800
12?9 4568 7897 126 3455 6784 9013 2342 5671 85001239 4568 7897 126 3455 6784 9013 2342 5671 89001239 456e 7857 126 3455 6784 9013 2342 5671 8500
1239 4568 7897 126 3455 6784 9013 2342 5671 85001239 4568 7897 126 3455 6784 9013 2342 5671 85001239 4568 7897 126 3455 6784 9013 2342 5671 8cy001239 4568 7897 126 3455 6784 9013 2342 ;671 8S001239 4568 7897 126 3455 6784 9013 34 67 89
1239 4568 7897 126 3455 6784 1Q813 Z34 567 81239 4568 7897 26 3455 6784 S013 234 5671
1239 4568 7897 126 3455 6784 9013 2342 5671 8500
1239 4568 7897 126 3455 6784 9013 2342 5671 8900" 1239 4568 7897 126 3455 6784 9013 2342 5671 8900

-, /.
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