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ABsTRAC71

There is a one-to-oa relationship between a set of P normalized positive definite correlation esti-
matin and the P predictor coeffidents derived usng autoreessive modeling. Several researchers have
proposed the me of M > P correlation estimate to provide a better Ptb order model. Specifically, the
normal equations are augmented to provide M linear equations between the correlation estimates and
the predictor coefficients. Since the system of equations is now overspecified, a least squares solution
is required.

In this themis a study is presented of some of the properties of the method of overspecified nor-
mal equations as applied to the problem of spectral estimation. The main contribution of this thesis is
the derivation of the relationships between the number of correlations used, the model order and the
Agg to noise ratio of the signal, to the characteristics of the resulting spectral estimate. The charac-
teristics studied are the spectral height, bandwidth and area. The method is shown to be a spectral den-
sity estimator like the ME method, where spectral ares rather than spectral values should be inter-
preted as estimates of power.

Mw relationships derived point to the number of correlations used over the minimum, i.e. model
order, as an signal-to-noise enhancer. Th resulting spectrum is equivalent to the ME spectrum under
hisher ugnal-to-noise conditions. Another result is the requirement of a proportionality constant
d adeat n the number of correlations and the model order which is necessary for unbiased signal-
to-noie measurements. This constant is not required, however, for measurements of relative power
within the samne spectral estimate, as in the power ratio of two sinmoids in noise.

The second part of the thes presents some empirical studies using computer simulations which
verify the theoretical predictions and provide the region of validity of the analysis. Further experi-
mef study the interfering effect of several closely spaced snusoids. The method of overspecified nor-
mal equations is shown to be much more sensitive to this interference than the ME method. F'nally,
somne further empirical studies are made of the resolution capabilities of the method. Using the data
derived, an empirical model is derived which seems to agree to some extent with the data.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

A very important problem in signal processing is that of information "extrapolation." For exam-

ple, what may be available is a small set of measurements from which it is desired to make some rea-

sonable guess of what more measurements would have given. By necessity some restrictions must be

imposed on the postulated structure of the data in order to restrict its possible behavior. Otherwise, it

is not possible to predict future measurements with confidence. The restrictions imposed on the data

under study comprise a model. A model can be thought of as a structure for the data with some free

parameters which are then tuned to the specific situation. Although the structure may seem too res-

trictive, it is hoped that by varying the free parameters a reasonable representation can be ascertained.

A model commonly applied to time series data is the autoregressive (AR) model. The basic

tenet of this model is that the signal under study is composed of a linear comLination of previous signal

values phis an independent white noise sequence which allows for some uncertainty in the actual value

the signal will take on at any given time. The number and values of the weighing coefficients of previ-

ous samples, and the power of the noise sequence, are the means by which we can tune and summarize

the signal's structure.

The literature is rich with methods of extracting these model parameters from a data segment,

[101. Most of these can be considered as implementations of the -aximum entropy (ME) method

introduced by Burg, [1], for the case of one dimensional signals with given contiguous correlations.

For this case, the ME method exploits a matrix relationship between the autocorrelation function of an

AR sequence and the weighing coefficients of the model. Specifically, there is a one-to-one mapping,

up to a scale factor, between the first P correlation coefficients and the P weighing coefficients for a

Pth order model. Different methods, such as the autocorrelation and covariance methods, differ on

how the autocorrelation sequence is estimated from the data.



There has been much attention given recently to a new method for AR modeling introduced by

Cadzow, [2], which can be considered as an extension of the classical AR or ME methods described

.- "above. This new method will be referred to in this thesis as the overspecified normal equation (OSNE)

method. The method proposed uses many more correlation estimates than the order of the model pos-

tulated. Although this method was originally proposed for autoregressive moving average (ARMA)

modeling, several authors have recently noted the advantages of the OSNE method for purely autore-

gressive modeling, [7], [3]. Among these advantages is the method's improved resolution of spectral

peaks for the same model order as the ME method, while being less sensitive to correlation estimate

inaccuracies than larger order ME model estimates.

The ME and OSNE methods have been applied to the problem of estimating pure tones in noise.

The procedure followed is to first extract, uing the ME or ONE methods, an AR model of the sig-

ninl. From this model the power spectrum, or the Fourier transform of the signal autocorrelation

sequence, is estimated. Finally, using this power spectrum estimate, the important characteristics of

the sinusoids such as frequency location and power are extracted.

The family of signals of sinusoids in noise is of much importance in the study of monochromatic

plane waves being measured by an array of sensors, [5]. These signals also provide a means of charac-

'"- terinng some properties of spectral estimation methods, such as frequency bias and the ability to

, 'resolve two sinusoids very close in frequency.

As noted earlier, the link between the data modeling techniques and the estimation of sinusoids

in noise is provided by the power spectrum. It has been shown that sinusoids in noise cannot be

represented by a finite order AR model, [14]. Therefore, the power spectral estimate that is extracted

- will never be that of sinusoids in noise as required. In this case, some sort of guidelines must be pro-

vided to interpret the power spectrum that is calculated; how to find the sinusoidal power, for exam-

pie. This problem was studied for the ME case by Lacoss, [8], where he showed that the ME spectrum

should be regarded as a spectral density estimator; that is, areas underneath spectral peaks, rather than

the peak values themselves are proportional to the power in the spectral region.

6
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In this thess, the spectral characteristics of the OSN7E method are studied. This work provides

0 the necessary link by which power spectral estimauts ung the OSKE method can be properly inter-

preted to estimate sinuoid power. In addition, the behavior of the spectral estimate is studied as a

function of the parameters of the algorithm and the characterisics of the signal; the order of the model

0 used, the number of correlations used, and the signal-to-noise ratio. Theoretical results are presented

for the cast of a angle complex exponential in nois. These results are then geeralized under some

conditions to several real nmsoids in noise. The validity of the mathematical approximations and

assumptions in the analys are studied using computer simulations on ideal correlation estimates.

Finally, empirical studies are made of the resolution properties of OSNE, that is, under what condi-

tions of signal-to-noise ratio and frequency separation, the OWE method will be able to detect two

distinct sinusoids instead of one.

40

0I
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1.2 Thesis outline

The d iassc reuts in spectral analyss u=S AR modeing are introduced and discussed in chapter

2. The normal equations for the estination of the model parameters are derived.The well-known

results by Lac. on the shape of the AR spectrum for the estimation of sinusoids in noise are

presented. Following a discussion of the paper by Satorius and Ziedler, the Lacoss results are general-

ied to several smsoids in noise. Finally, the method of overspecified normal equations due to Cad-

mow is introduced.

The bulk of the contributions of this thesis are presented in chapter 3. Here the main theoretical

results concerning the spectral shape of the OSNE spectrum are derived and discussed.

Chapter 4 contains all the computer simulations which verify the results presented in chapter 3.

Furthermore, empiricai studies are presented concerning the resolution capabilities of OSNE.

Chapter 5 summarizes the main results of the thesis and provides the conclusions that can be

drawn about the behavior of OSNE as a spectral estimator.

Loa,-.

a' :

f - . . .
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CHAPTER 2

* BACKGROUND

2.1 Introduct~n

0 In this chapter we review some of the classic results in spectral analysis using AR modeling. The

presenitation begins with a brief derivation of the classical method of extracting model parameters from

a data sequence. This method can be considered as an implementation of the maximum entropy (NE)

0method introduce~d by Brg [1], for the cas of one dimensionul signals with given contiguous correla-

tions.

We then restrict our study to the spectral anialysis of sinusoids buried in white noise. This will

allow for the description of the behavior of different spetra estimation methods when directed toward

this Widey encountered application of spectral analysis. Here some classic results by Lacoss on the

sdupe of the M4E model spectrum for a ingle complex exponential in noise are discussed. In the ase of

real data applicatons, isolated ciunpliexponxentials are not found, but rather appear as pairs at sym-

metri locatimw about zwo frequency. Thus the Lmoss results need to be generalized to several com-

0 pli cqexpmntals Mha is dame in a discuson of the results by Satorius and Ziedler,[13J, where a

peak decoupling property of ME spectra is discussed. Thuir paper shows that for well sepaated

unusoids, the ME method emmuates each peak separately. This will basically extend the Lacoss results

to the cas of well separated spectral peaks.

After considering the ME modeling of spec~ta, the method of overspecified normal equations,

first espoued by Csduow,[2j, for ARMA modeling, is introduced. Here a large number of correla-

* tion estimates are used to extract the AR model parameters.
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2.2 AR modeling and normal equationsU
Parametric ignal modeling, and more specifially autoregresive (AR) modeling of discrete time

sequences, has found many important applications in such areas as phased array radar [.q, seismic data

anulys [121, and speech processng [11). The basic philosophy of parametric signal modeling is to

e.tract from a fiunite data Mment the underlying characteristics of the signal as expressed by a small

set of parameters, and therefore be able to ither compress the information presented by this data, or

extrapolate the sgnal, thus "enlarging" the data window.

It is in this last ability that this thesis is basically interested. Since the application at hand is the

extraction of power and frequency charactristics of a sinusoid corrupted by noise, enlarging the data

window will make the presence of the sinusoid more noticeable, so that we may better estimate its fre-

quency and power.

AR modeling asumes that the present sgnal sample is well modeled as a time-invariant linear

combination of the last P signal samples plus an independent white noise term. This structure may

seem resuicdve but it has been used successfully in the modeling of speech and estimation of the

characteristics of inusmids buried in noise. The weighing coefficients of previous samples and the

noise variance are the characteristic parameters which summarize the signal's structure.

Below is a brief derivation of the relationship between the correlations- of an AR sequence and

the corresponding model parameters. It is by no means the only derivation available. The reader is

referred to the paper by Makhoul 1101 for an excellent treatment of the various approaches available

to the AR modeling problm. The approach used here is a statistical one, rather than a more data-

doiented approach of minimum prediction wor for one important reason. It is the intent of the

% dedvation to decouple the relationship between ezact correlations and model parameters, from the

important and difficult problem of properly estimatng the correlation sequence from the data. As

exl/ained below, different correlation estimates lead to the autocorrelation and covariance methods.

According to the AR model, the signal under study s [n] is postulated to be of the form,

P
s~n] - -az[n-il +- win] (2.2.1)
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where the aj are the model parameters, also called predictor coeffcients, and w [n] is an additive,

ao-mean, white noise sequence.

Let us now multiply both ides of (2.2.1) by s[n-k] where k>0, and then take eansem le expec-

tatiom.

E{ [z[n-kDl = Ef{- ,[n-is[n-k] + w[ns[,n-kfl (2.2.2)
i-1

Using the linearity properties of the expectation operator, and defining the correlations as

5 R(-I,-m) = E{s[n-L]s[n-m] (2.2.3)

yields

P
R(O,-k) = -7aR(-i,-k) + E{w[n]s[n-kjl (2.2.4)

We now note that the term E{w[n]s[n-k should be zo under the model in (2.2.1). The sig-

nal umples[n-k] is a function of previous ignal sampl, i.e., s[n-k-1], s[n-k-2], etc. and the

noise term w[n-k]. However, wln] is added to the sequence after s[n-k] occum since by assump-

tion k>O. Therefore, w[n] and s[n-k] are indpendent. Since w[n] is zero-mean, the expected

value of theproduct w [n Is[n-k] should be zero as weA.

* Thus we are left with the following exact relationship between the signal correlations R (i,k) and

the predictor coefficients aj, the so called normal equations

p

R(O,-k) = -IaoR(-i,-k) k>O (2.2.5)

There are several important comments to be made at this point. The relationship expressed in

(2.2.5) is an interesting one, but of little practicat value at this stage. What it expresses is not a rela-

tionip between the data and the model parameters, but rather between some statistical properties of

the data and the model parameters. Thus prior to applying this relationship the statistical

properties of s[n] must be estimated. In other words one of the first steps in applying this result will

be to decde how R(i,k) should be estimated from the data. Secondly, (2.2.5) is valid for all k>O,

whil there is only a finite number of unknowns. Thus (2.2.5) is actually an infinite number of simul-

taneous linear equations which need to be solved for the unknown aj. Fmally, there is a striking simi-
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larity in structure between (2.2.5) and (2.2.1). By assumin that the sigal s[nI is statioar, the rela-

-'U tionship between (2.2.1) and (2.2.5) can be strengthened. By stationarity we mean that the statistical

,"a wraterisdes of the signal do not change ove time. Since the statistical properties of the signal are

timL-invariant, any statistiul relationsip between, two uSd samples must depend only on the time

P, .Iinterval between the two signals. In the case of the correlation between two signal samples,

"K.R R(-i,-k), must depend only on (k-i) or R(-i,-k) = R(k-i). Under the additional assumption

of stationarity then, (2.2.5) becomes

p
R(k) = - aR(k-i) k>O (2.2.6)

In this case, the correlation sequence obeys the same recursive relationship as the signal sequence

except that the noise sequence is missing. Another difference is that the recursive relation in (2.2.6) is

valid only for k>O.

As noted previously, (2.2.5).and (2.2.6) are actually overdeternmined sets of linear equations.

Were it not for the assumption that the R(ik) used are exact, and that sIn] is a Pth order AR pro-

cas, there would probably be no set of a that would satisfy (2.2.5) for all positive k. In the classical

or ME approach to the extraction of the predictor coefficients, the above problem is avoided by only

using (2.2.5) for k in the range of I to P. Thus there are P equations for P unknowns and a solution

for the predictor coefficients exis for any well-behaved set of R (i,k).

The ME method can be expressed sucnctly in matrix notation. Below, several entities are

defined by specifying what each element of the matrix or vector should contain

[ ltv  R(-!,-J) (P by P,)

[rJ,=R(O,-i) (P by 1)

(al=l a (P by 1)

Using the above notation, the relationship between exact correlations and predictor coefficients

in (2.2.5) can be expressed as

R - -r (2.2.7)

Different methods, such as the autocorrelation method and the covariance method, use different

estimates of R(i,k) or R(k-i), but exploit the same relationship between the correlations and the

E . . , • . ._ , u , - . • ' .
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predictor coefficients as expresed in (2.2.7). For example, the autocorrelation method uses
* N-I-h

R(k) , ,[nJs[ n-kJ (2.2.8)
a -o

as an estimate of the stationary correlation sequmce, while the covariance method ues

R (-i,-k) - s-i ,[a-k] (2.2.9)
amP

as an estimate of the correlation values where N is the lezgth of the data sequence.

Once the predictor coeffiients have be atmdatd, the nom vaiane estimate is found in nor

usig (2.2.4) but for the cas when k - 0. In this cas the value of s[n] and w[n] are not uncorre-

lated, but have a covariance equal to the variance of w In]. What results in this case is the following

relationship between R(i ,k), the a aet and the noise variance e.2,

R(0,0) - -fa 1 R(-i,0) + a. (2.2.10)
I1

After all the model estimation cdculations have been completed, the power spectral estimate for

aIn] can be calculated. If the Fourier transform of the predictor coefficent set is defined by

A(a,) - I + Ya.e-j" (2.2.11)
A-1

then the corresponding power speoctum for -[iI is given by

S()1 (2.2.12)
(A(a) 12

Th basc idea in usng AR modeling for the estimation of sinusaids in noise is that we expect the

S(w) given by (2.2.12) to have a large amount of energy around the frequency of the snusoid and

that the shape of the spectum around that frequency should somehow be related to the power in that

iinnsoid.

0'
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2.3 Discussion of results by Lacos

Although the AR modelihn procedure is rather auple, requing basically some eval uons of

hoo--d products and the soimion of a set of shmutancous linar equations, what is not obviou is how

to interpret the rema. As explained in chapter 1, the power spctrum provides the link between data

modelina techniques and the eimation of propeties of Aiwoids in nois. In conventional spectral

estimation techniques, such as Welch's method, 11S], and in the maximum lieihood method (MLM)

introduced by Capon, [4], the value of the spectrum at each frequency is interpreted as an estimate of

the power at that frequency.

' In a classic paper, Lacoss has shown, [8],that the ME method behaves in a radically different

manner than either conventional spectral estimation techniques or MLM. The ME spectral estimate

dWld not be interpreted on a spectral value bais. The vah at a spectral peak, Lacoss shows, is pro-

portional to the square of the inusoid ignal power. However, the area underneath the peak, as

defind by the product of the spectral peak value and its half-power bandwidth, is proportional to the

peak value.

-he"starting point of his discussion is to assume that we are consdering a complex sequence com-

poned of a sngle complex exponential of radian frequency wo0 and an additive, zero-mean, white noise

sequence, w[n], i.e.

l[a1 = b"O + win] (2.3.1)

Note that s[n is also zero-mean as well as stationary. The exact correlation sequence for the above

ignalis given by

* R(k) - 8(k) + be/uO (2.3.2)

where 8(k) is the unit sample sequence. If we now insert the above values for R(k) into equations

(2.2.7) and (2.2.9), we can solve for the al's and w.. After inserting in (2.2.12), we get the estimated

spectrum to be

1 + b(P +. 1)
I + bP

-'bp (2.3.3)

1 + bPfP(Iiw)IS - , -)
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where
S

P _ 'I stop
fQ(X) = e 'X = 2 (2.3.4)

a&-I P sinJ 2..4
The notation used above is slightly different from that used by Lacoss in his paper, however it will sim-

* plify later comparisons if the results are expressed in this form.

It is readily seew that the value of S(w) at wo is

1(wo) = (1 + bP)(l + b(P + 1)) = b2P(P + 1) for bP >> 1 (2.3.5)

* Thus the value of 1(w) at w0 is not proportional to the power in the snusoid, but actually proportional

to b2 . Also, we see that the spectral maximum occurs at w = c 0 so at least for exact correlations, the

frequency estimate is unbiased. To further characterize the shape of the spectral peak, Laco found an

* approximation to the bandwidth of the spectral peak using a Taylor series approximation about the

peak value. This method yields the following result for the half-power bandwidth of the AR spectrum

for large P,

S 4
WM (2.3.6)

b(P + 1)2

Thus the bandwidth of the spectrum decreases as the signal to noise ratio increases, i.e. b, as weli as

decreasing as the square of the model order. Lacoss proposed the product of j (wo) and wy as an esti-
0

mator of the power in the sinusoid. This product we see is basically proportional to b independent of

model order.

From (2.3.3) a bias in the noise variance estimate is found. As b goes to infinity, while P stays
1

mall, the noise variance estimate does not go to 1, but rather goes to 1 + -i-. This will introduce a

bias in subsequent calculations, especially. as we will find later, this bias increases as the number of

dnmoids under study increases. This point was not made in the paper by Lacoss, since a bias in the

noise variance estimate will not affect reloxive power measurements, i.e., the ratio in power between

two sinusoids.

* To avoid this bias, subsequent discussions on the AR model spectrum will concentrate on the

'normalized" spectrum Slv(w) given by
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S"(w) = 1 (2.3.7)

In this case, the Lacos results for the spectral height must be modified slightly. The value of the spec-

tral maximum of SN(w) for a single complex exmential in noise is given by

SN(wO) b2 P2 for bP >> 1 (2.3.8)
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2.4 DMscussion of spectral peak decoupling property

It is important to keep in mind in interpreting the Lacoss results, that the signal under con-

sideration is a coemplex: exoential. Real unmoids can be thought of as pairs of complex exponentials

and therefore we man be careful to examine where and how the results discussed above apply to real

signals.

Although Law.S tuied the interfering effects of multiple complex exponentials on Is results, a

0mre elegant method was proposed by Satorius and Zieder,[13], for studying the characteristics of

the ME spectrum for several sinusoids again assuming that exact correlations are available. Using the

method of undetermined coeffidtents, which will be discussed in detail in chapter 3, they showed that

A (w) in (2.2.12) for asignal conistng ofLcomplex xponentials located atw1 W W,~

with power b 1, bis given by

A(w) = L-j~-jd (2.4.1)

where 4 ( is the same defined in (2.3.4) and the di are unknown constants. An important property

to take note here is that fp (A) is a snz(sinc) type function which goes to zero as X increases. Thus
* £

A (w) is a weighed sum of sinc functions centered at the frequency of each sinusoid. The constants d,

provide the weighing of each sinc function. Therefore, for sufficiently well separated w 's, (2.4. 1) will

0 look like

A(w) = 1-fp(ow-wj)dj (2.4.2)
for w =w1 which is independent of both the number of snusoids Land therfrequencies. However,

* if the value of di depended on the characteristics of the other exponentials, the decoupling would not

ocu. Fortunatiely, the paper by Satorius and Ziedler shows that for well separated sinusoids, the

value of di doesn2't depend on the location or power of the other sinusoids. In this case, a simple

*interpretation of the di is available. Consider (2.4.2) for the case when w = w. Thben, A (w) will equal

1-d5 . Thus, as di gets closer to 1, the spectrum wifldisplay apeak at wi.

It is the variations of A (w) which provide the fluctuations and detail as a function of w ;or the
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AR spectrum. The estimate of the noise variance is only a proportionality constant. Thus for well

separated frequencies, equation (2.4.1) exteds the Lacoss results to the shape of each individual spec-

tral peak

As discussed previously, the noise variance estimate is biased for the single complex exponential

in noise case. For several snusoids in noise, the pblem is even worse. For well separated sinusoids,

the noise variance is liven by

S+1 (2.4.3)Cr.2 =1+ ,17

As P goes to infinity, the value of e 2 goes to the right value 1, but as bi goes to infinity, 2 goes to

2 =1+ L (2.4.4)
P

which deviates from 1 more and more as the number of sinusoids being estimated increases What we

can expect from (2.4.4) is that the measure proposed by Lacoss for the signal power will be off by a

constant amount as the SNR goes to infinity. For this reason, the estimation of the noise power will

not be dealt with further in this thesis, snce computer experiments have shown that this bias exists in

the OSNE specrum as well. Without an absolute power measurement, we are forced to restrict our

measurement to that of relative power, that is power ratio between two sinusoids in the same spec-

brum, or the calculation of signal to noise ratio.

4o

0



-24-

2.5 Overspecified normal equations (OSNE)

In this section we will consider a different use of the equations derived in section 2.2 for the pur-

pose of spectral eimation. Te key observation to make is that the relationships between the tu

correlations and the predictor coefficents expressed in (2.2.5) and (2.2.6) hold not only for k between

1 and P, but really hold for all positive k. As described previously, the ME method uses just enough

simultaneous linear equations to make the solution unique.

If the model used is the right one, that is if s[n] is a Pth order AR process, and if the correla-

tions are estimated exactly, then the P equations used in the ME method are all that is needed. Subse-

quent equations, those in (2.2.5) for k>P, will not add any more information.
0

Of course in real applications, neither assumption is satisfied. In fact, even if we are quite confi-

dent in using a Pth order AR model for the signal under study, the correlations will never be estimated

exactly. Thus, we can be sure that the higher index equations will certainly provide different, although

possibly not better, information regarding the predictor coefficients.

The method of overspecified normal equations can therefore be stated as finding a set of predic-

tor coefficients which will minimize in some way the difference between the two sides of (2.2.5) or

(2.2.6) for the case of inexact correlation estimates or inaccurate model. If the maximum available

index difference in the correlation estimate is M, then the number of available linear equations in

•(2.2.5) or (2.2.6) is M. To provide some mathematical tractability, a quadratic norm of the differ-

ence between the left and right sides of (2.2.5) or (2.2.6) is used as the function to be minimized.

Additionally, Cadzow originally proposed the use of a weighing function, arguing that it would be

0 expected that higher correlation esmmates would be less accurate than lower correlations, hence imply-

ing that the differences in (2.2.5) for equations. using higher correlations should be weighed less in the

objective function.

0 We can again express this problem succinctly in matrix notation. The same notation as in

(2.2.7) will be used to define R, r, and a. Let the P by M matrix Imp be defined as the concatenation

of a P by P identity matrix and a P by (M-P) zero matrix. That is

n 'p . . . " I .. I . . . . . . ' l " "|
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IMP 0 (M by P) (2.5.1)

The basic property of this matrix is that it will add M -P zeroes to a vector of dimension P. Follow-

ing this notation, Ipp is a P by P identity matrix.

The OSNE problem can be phrased as finding the least squares solution to

-llWma -r (2.5.2)

In this case the dimeaion of R in (2.5.2) is M by M while in (2.2.7) it was P by P. Similarly, the r

vector is now M by 1. The effect of the IA& matrix can be interpreted as either attaching M - P

zeroes to a or "chopping off" the last M - P columns of R. According to the Orthogonality Principle,

the least squares solution to (2.5.2) must satisfy

IMp5 RRImpa = -Ij.R~r (2.5.3)

In the above equation the superscript H denotes the Hermitian operation on the corresponding matrix.

The use of a different number of predictor coefficients and equations permits a trade-off between

resolution and statistical stability 17]. It has been observed empirically that using M correlations and a

Pth order model yields resolution capabilities which lie somewhere between using a Pth order model

and an Mth order model by the ME method.

As is usually the case in spectral estimation methods, there is an inherent tradeoff in statistical

stability and spectral resolution. That is, in general the higher resolution an algorithm has, the more

sensitive it is to the accuracy of the correlation measurements. Thus any variation in the correlation

estimates is magnified in the resulting spectrum for higher resolution algorithms. In adherence to this

general principle, the OSNE spectrum using a Pth order model and M equations is found to be more

statiically stable than the ME spectrum using an Mth order model, but is less statistically stable than

the ME spectrum using an P th order model, in opposite relation to the resolution performance.

The above statements on statistical stability have been purposely vague; their intent is to give a

qualitative assessment of the stochastic behavior of the algorithms. Of course if the stochastic behavior

of the OSNE method were to be considered in depth, a definition would be needed for the term statist-

ical stability, whether this refers to variability in spectral peak location, or model parameter value, or
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model pole locations. Such considerations, although of paramount importance, are outside the scope

of this thesis. A partial analysis of the ME method characteristics was conducted by Lang [9] to whose

work the reader is referred.

0

0

0

0
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CHAPTER 3

BEHAVIOR OF OSNE AS A SPECTRAL ESTLMATOR

3.1 Introduction

As explained in previous sections, the power spectral estimate provides the link between data

modeling techniques and the estimation of snusoids in noise. The purpose of this thesis is to develop

the link connecting the OSNE method and the sinusoid in noise problem in analogy to the work by

Lacoss, Satorius and Ziedler for the ME method.

To provide the proper background to interpret the OSNE spectrum the following questions need

to be answered,

1. Does OSNE behave like conventional spectral estimates where spectral values correspond to spectral

power, or does it behave like the ME method where spectral areas correspond to power?

2. How do spectral characteristics such as peak value and bandwidth vary as a function of algorithm

and signal parameters; that is, the model order, the number of correlations used, and the sinusoid

powers?

3. Under what conditions can separate peaks be treated individually; that is, does OSNE satisfy the

property discussed by Satorius and Ziedler for the ME method?

In this chapter the theoretical results are developed to help answer these questions.

It

-------------
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3.2 Analysis of the OSNE spectral estimate

The problem to be discussed in this section is the description of the OSNE spectrum for the case

of several snusoids in noise. The problem will be considered both fox the case of a single complex

exponential in noise and the case of several sinusoids. The discussion begins with the consideration of

the OSNE spectrum for several sinusoids and the decoupling property of the OSNE spectral analysis is

derived. This will motivate the ubsequent discussion of the OSNE spectrum of a single complex

exponential in noise. In consdering the single complex exponential case, a fundamental result will be

found linking the characteristics of the ME spectral peak and the OSNE spectral peak.

Consider the case where the exact correlations for L/2 sinusoids in noise are available. This is

the same case considered in the Satorius and Ziedler paper. The radian frequency of each sinusoid will

be denoted by wl, and the corresponding amplitude by 2V,. Sanc scaling both sinusoid powers and

noise power by the same amount does not affect the calculation of the a, set, the noise variance will be

asumed to equal 1.

In the above situation, the correlation between a data sample at n and a data sample at n + k is

independent of n and is given by

12
R(k) = 8(k) + ,2bicos u k (3.2.1)

Since a cosine function consists of two complex exponentials, (3.2.1) can be rewritten as a sum of

weighed complex exponential,. LAWg wL = -,,,, and b L b,, we get an equivalent expression

for the correlation sequence of L/2 uods in noise,

"(k) = 8(k) + bie (3.2.2)

,*' We see in this case that the signal under study is stationary and therefore the formulation in (2.2.6)

will be required to find the OWJE AR model.

The nat step is to find the matrix R and the vector r as defined in (2.2.7) corresponding to the

autocorrelation sequence in (3.2.2). To expres the above relationships in matrix notation some auxili-

ary matrices will have to be defined. Let the M by L matrix EM be defined as folows,
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,j2w. , 2
1

.  . . , 2wL

E itu  ... (3.2.3)

We ee that E, is cmmposed of powers of the complex exponentials corresponding to each frequency
0

wi. The L by L diagonal matrix B contains the power in each. complex exponential, i.e.,

B = diaS(bj,b2,.. -,bL) (3.2.4)

Finally, let the L by 1 vector j coinust of all ones. With all the notational machinery defined above,

we can now express utnctly the matrix R defined in section 2.2 corresponding to (3.2.2),

t = lin + EAIBERM (3.2.5)

Similarly, the vector r can be expressed as
p

r = EMBJ (3.2.6)

After inserting (3.2.5) and (3.2.6) into (2.5.2) we can state the OSNE problem for sinusoids in noise

given the mnusoid locations and amplitudes,

(I, + EmBE'N)Impu = -EmBJ (3.2.7)

The obvious next step would be to solve directly for the a, set using (2.5.3). However, inverting the R

matrix is a difficult task except for the simple case of L = I where the Woodbury identity could be

Sused. A more inightful approach was introduced by Satorius and Ziedler and later used by Lang [9]

which is similar in philosophy to the method of undetermined coefficients used in solving ordinary

linear differential equations. In this ituation we make the assumption that the solution to (2.5.2) is

bliven by a linear combination of the coums of Ep. Specifically,

a = -LEp1 d (3.2.8)
P

where d is an L by I vector and Ep has the same form as Em but truncated at the P th row. Substitut-

ing (3.2.5), (3.2.6) and (3.2.8) into the least squares solution condition expressed in (2.5.3) yields

(after some tedious manipulation) an optimality condition for the unknown vector d,

E[LIu + 2BFp + MBFmBFpJd = Ep[IL + MBFm]BJ (3.2.9)

where the newly introduced L by L matrices Fp and Fm are the matrix equivalent of the function fp()



-30-

defined in (2.3.4), and are given by

F = (3.2.10)
Q

Canidering each element of Fg, we find that

[FQJ ]j = q (w, --aj)
The above equation can be umplified by noting that this expresion is equivalent to requiring that the

expresmion below,

+ 2BF, + MBFmBF,]d - [IL + MBFM]BJ = n (3.2.11)

be in the null space of Ep, i.e.,

Epn = 0 (3.2.12)

Since Ep is a Vandermonde matrix, the null space of Ep con.its of the zero vector only as shown in

[6]. Therefore, (3.2.9) is simplified (somewhat) to the following relation for the unknown d vector,

[-iu + 2BFp + MBFMBFPld = [ILL + MBFM]BJ (3.2.13)

It is from studying (3.2.13) that the properties of the OSNE spectrum will be derived.

Recalling that the matrix B is diagonal and that M and P are scalars, we see that the interaction

between the different elements of the vector d occurs via the two matrices with non-zero elements in

the off-diagonals, Fp and Fm. As both M and P are increased, these two matrices approach the iden-

tity matrix ILL (conider the relationship in (3.2.10)). Thus for large enough P, each value of di will

be calculated from an algebraic relation which will depend only on M, P, and b.. The location and

amplitude of any other unusoid will not affect the value of this di. This is imila to the result for ME

diucumed in section 2.4. However, this does not mean that the vector a will in any way reflect this

decoupling. Each a, is a linear combination of ai the element of d, as well as depending on the loca-

tions of each sinuoid via the matrix Ep. As we will find later, considering the d vector rather than

the set of predictor coefficients will be a more natural choice for examining the properties of the

OSE spectrum.

This decoupling property of the elements of d leads directly to the decoupling of the spectral

peaks. Recall that the predictor Fourier transform is given by
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A( ) I - (3.2.14)

Subtitutib the elements of d for the at (3.2.14) becomes

L
A (w) = 1- ,fp(w-w,)d, (3.2.15)

1-1

* where the function f,() is the now familiar friend previously defined. Equation (3.2.15) is the same

as (2.4.1) where the decoupling property of the ME spectrum was discussed. Following the same rea-

mog as proposed in section 2.4, for well separated sinusoids,

A(w) = 1-fp(w-w)d (3.2.16)

for w = wi. Again, it must be emphasized that increasing the number of correlations used, i.e. M,

alone is not enough to decouple the spectral peaks. The value of P must be large enough for two rea-

s ons; first, to make sure that fp(w-w) in (3.2.16) decreases fast enough, and second, to decouple the

calculation of each di in (3.2.13). Obviously, increasing P will force an increase in M.

Considering (3.2.16) further, we see that for well separated snusoids, d, defines the shape of the

peak at 1 i. This value of di is calculated as if the data consisted of only one complex exponential at

w, of power bi. This leads us to study in detail the case of a ingle complex exponential in noise,

=nce any results which are derived in this case are applicable under some conditions to multiple

inusoids.

In the case of a single complex exponential in noise, L equals 1, the d vector is a scalar dj, the

matrix B is a sar b, and the F, and Fu matrices become the scalar 1. The value of d, is now easily

found,

d (1 + Mbl)b - 1 + Mb1  (3.2.17)+ 2b, + Mb? b-- + 2 + Mb

As a check for the above relation, setting M = P yields

b1P
d= 1 + b1P (3.2.18)

CD Comparin this result with the ME spectrum found in (2.3.3), we see that they agree.

For large model order P or large signal-to-noise ratio (SNR) bl, a rather interesting property



[ I I . -
. 

S 1 ' -- ..

-32-

appears; the value of d, becomes dependent only on the SNR and the number of correlations used.

For large model order P or for large signal power b 1, we can make the following approximations,

"+Mb1  Mb1  (3.2.19)
1

Pb1

Thus

Mb1d, for bj>>1 or P>> (3.2.20)
1.+ Mb1

What (3.2.20) implies is that for large M or P, the value of d, is the same that would have been

calculated if instead of OSNE, the ME method had been used with an Mth order model. The reader is

warned not to infer from this that the spectral peak will have the same shape for OSNE and ME.

Recalling (3.2.16), the characteristics of A (w) near w, depend not only on the value of d1, but also on

the behavior of fp (). For an Mth order ME spectrum, the function would befm(, notfp (). Itis

an interesting behavior of the OSNE spectrum that the effect of the model order used is reflected in

the function fp(), while the effect of the number of correlations used and SNR is reflected in the

value of d, solely. Also we can deduce some trade-offs that OSNE provides between the number of

correlations and the SNR. Suppose that we consider two situations where the model order used is the

same; first, the SNR of the signal is b, and the number of correlations used M; second, the SNR of

• bi

the signal is7 whzile the number of correlations used is Mk. Considering (3.2.20) and (3.2.16), we

we that the value of di remains the same, while the function fp () is unaffected. Therefore, the shape

of the spectral peak will be virtually the same both in spectral value and bandwidth. Thus the effect of

increasing the number of correlations is to make the effecdve SNR larger.

The above discussion presented an interpretation of what increasing the number of correlations

did in terms of artificially boosting the SNR. Another effect which is of interest is to find what trade-

offs occur in varying the model order as well as the number of correlations used. The discussion balow

provides an interesting result which also provides another link between the ME and OSNE spectra.

Conider now the A (w) corresponding to the Mth order ME spectrum; that is, if the M correla-

tion values had beeni used to extract an Mth order model.
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In this case, from (2.3.3)

A(w) = 1 b M (3.2.21)
If + hlM fm(WOW)

where Im() was previously defined as

2Mmin (3.2.22)

The task at hand is to find a reasonable approximation to fM( ) for small X. For small X, sin X A:1,

o Im( ) could be comidered to depend only on the product MX or (M + )x. Although both approxi-

mations are valid for small enough X, the second choice has a wider region of validity as shown in

Table 3.2.1. Thus the approximation we will use is that

JM.iJ n(M+1)-

(M+1)X =f [(M+1)Xi (M-1)X << 1 (3.2.23)

With the approximations and assumptions discussed above in mind, A (w) for an Mth order ME spec-

tum is approximated by,

T+Mb
0Aue( ) - + S "- fl[(M 1)(° -

J l  (M+1)(w-w1i)<< (3.2.24)

The above approximations are now applied to the OSNE predictor Fourier transform. Recall (3.2.15)

for L = 1, which provides the predictor Fourier transform for the use of OSNE on a single complex

exponential in noise,

AOM(w) = 1 1 1+Mb1  fp(W-WI) (3.2.25)
- + 2 + Mb1• Pb1

N we now apply the approximation in (3.2.20) for the value of d, for large P or large SNR, we find,

Mb1
( , + Mb, fP(,w-w) for b, >> 1 or P >> 1 (3.2.26)

( Usng the approximation in (3.2.23) for the behavior of fp(), a final form is found for the OSNE

predictor Fourier transform,

Mb1

AD=(w) - M f P )(W- W)] (3.2.27)0 1 +4 Mb,

for b, >> 1 or P >> I and (P-1)(w-wi) << I

The above equation (3.2.27) is one of the fundamental results of this thesis. This equation shows



I 
4rrw. -

-34-

I

Table 3.2.1
realrt ima gnary part

M approx. M+I approx. M approx. M+1 approx.
error error error error

1.000e-02 1.030e-03  -3.640e-04 -9.930e-03 -4.02le-05
2 .000e-02 4.077e-03 -1.425e-03 -1.944e-02 -3.186e-04
3.000e-02 9.016e-03  -3.090e-03 -2.814e-02 -1.059e-03
4.000e-02 1.564e-02 -5.213e-03 -3.567e-02 -2.454e-03
5.000e-02 2.369e-02  -7.596e-03 -4.169e-02 -4.657e-03
6.OOOe-02 3.281e-02 -1.O0le-02 4.596e-02 -7.769e-03
7 .OOOe-02 4.265e-02 -1.220e-02 -4.830e-02 -1.183e-02
8.000e-02 5.279e-02 -1.390e-02 -4.861e-02 -1.681e-02
9.OOOe-02 6.282e-02 -1.485e-02 -4.685e-02 -2.263e-02

Comparison of M and M - I approximations to the
fM (A) function in equation (3.2.23).

Error is defined as approximation minus actual value.

4,
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dearly how each of the parameters of the problem, i.e., the model order used, the number of correla-

* tious, and ignal power affect the structure of the resulting power spectral estimate.

Comparing (3.2.27) and (3.2.24) provides a very interesting and useful correspondence between

the ME and O E spectra near where the peak is located. Note that the only difference between the

* two equations is that in (3.2.24) the factor (w- w) is multiplied by (M + 1), while in (3.2.27), (j- w)

is multiplied by (P + 1). Thus one is just a frequency stretched version of the other. Specifically,

AOpr(Pa)(wI + A) = A+RjM) (Wi - (P+1)AI(M+1)) (3.2.28)

Sfor (P+I)A << 1 andb l >> I or P >> 1

An interpretation of (3.2.28) is that the OSNE spectrum for M correlations and Pth order model

is equivalent around the spectral peak, to the spectrum resulting from ME analysts using an Mth order

model, but with a frequency stretching by a factor of (M + 1)/(P -- 1).

As discussed earlier, the number of correlations used and the signal power affect the spectral

shape only as a function of their product. The model order, however, controls the "frequency scaling"

* of the spectrum. For example, suppose the signal power and number of correlations are kept constant,

while the model order used is 2P + 1, then the resulting spectrum will have the same maximum value

while the spectral peak will be shrunk in the frequency axis by a factor of two. Therefore, the half-

* power bandwidth will be halved. The effect of varying the model order for constant M and signal

power is shown in figure 3.2.1.

Thus using (3.2.28) and the discussion above, we can generalize the Lacoss results to the case of

4the OSNE spectrum. Recall however, that unlike Lacoss, we do not consider the noise power estima-

ion, but rather use just S (o). The spectral height then for the OSNE spectrum using M correlations

and P predictor coefficients is the same as the spectral height for ME using M predictor coefficients, or

(from (2.3.7),

$Sn((ao) = S§E(wo) = b2M2  b, >> 1 or P >> 1 (3.2.29)

The Laco. result on the bandwidth of the spectral peak can also be generalized yielding from (2.3.6),

~4
Call b(P b ,)(M 1 b l or P >> 1 (3.2.30)

t;P )(
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Conidering (3.2.29) and (3.2.30), we see that OSNE is a spectral density estimator since the product

of spectral height and bandwidth is proportional to ignal to noise ratio. However, the spectral area is

no longer independent of model order or the number of correlations. There is basically, for large P, a

facor of M/P which does not cancel out. Therefore to un OSNE as a power esdmator the spectral

am must be calculated and a proportionality conmant which depends on both the model order and the

number of correlations must be introduced. Speifically,

SN(S WO) • WE b l)(M (3.2.31)(P + 1)(M 1)
This proportionality constant will have no effect if the power ratio between two sinusoids in the same

spectrum is required since the constant is independent of the smusoid characteristics. However, if an

• SNR value is required, this constant must be accounted for.

One final comment is to note that b is not the power in the sinusoid, but rather the power in the

complex exponential. Thus for real sinusoids, (3.2.29), (3.2.30), and (3.2.31) must be altered slightly

replacing b by 2 where cL is the power in the real sinusoid. The above results are summarized in

Table 3.2.2, where the Lacoss results for the spectral bandwidth have been converted to normalized

radian frequency.

4
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Table 3.2.2

ME OSNE

'2p2 2M2

Spectral peak of SN(w) .4 4

8 8
Spectral bandsidth in OL( 1)2 O4P IA1)M- 1
radian freq.

(P +
2  

_____M

Spectral characteristics as a function of the paramleters, P,
the model order, M, the number of correlations, and a,

the signal-to-noise ratio for a real sinusoid in noise.

It isassumed thatoL 1, orP >1.
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CHAPTER 4

EMPIRICAL STUDIES OF OSNE AS A SPECTRAL ESTIMIATOR

4.1 Introduction

The previous chapter provided some theoretical results relating the values of some algorithm

parameters and the resulting behavior of the OSNE AR modeling technique when applied to spectral

estimation. However, these results only apply under some conditions, namely large model orders

and/or large SNR and well separated spectral peaks. The purpose of this chapter is to study what the

regions of validity are in the above theoretical results.

The empirical studies will be performed on exact correlations. This requires some explanation.S

First, for enough data, the correlation estimates do approach the exact correlations, so a study of the

behavior of OSNE under exact correlations becomes valid for the large data case. Second, the use of

real data introduces some stochastic properties to the problem, i.e., the results will begin to vary sta-

tistically. This variation will cloud the underlying relationships among the algorithm parameters.

Third, the use of exact correlations has provided some rather elegant relationships among the algo-

rithm parameters, which provide at least a qualitative feel for their interaction. It is important to find

where these elegant relationships are valid.

In the first set of experiments, we will consider the region of validity of the results of chapter 3

as summarized in Table 3.2.1. Actual values for peak, bandwidth and spectral area are plotted versus

predicted values for a single complex exponential located at w = --. However, the choice of the loca-

tion of the complex exponential is completely arbitrary since there are no other interfering complex

exponentials. These experiments study the approximations used in deriving the basic results in (3.2.27)

and (3.2.28).

The second set of experiments considers the interaction of sinusoids and therefore provides some

feel for the peak coupling that occurs when the peak separation is too small. One experiment studies

the interference on the estimation of the characteristics of a sinusoid by the power at negative frequen-

cies. This interference becomes more pronouaced as the location of the sinusoid approaches zero

tJA
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frequency. This will show under what situations the single complex exponential results become valid.
A second experiment studies the resolution capabilities of OSNE. For a given P, M and SNlR the
minimum spectra) separation is calcuated for which two peaks rather than one appear.

4
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4.2 Verification of theoretical results

The format of the experiments in this section is now briefly described. The correlations used

were exact and corresponded to a complex exponential in noise at -2-. The values of SNR used ranged

• from .125 (in absolute measurements, not dB) to 16, in multiplicative steps of 2. In the set of experi-

mei labeled "a", the number of correlations M, was kept constant at 40. The model order was then

increased from 10 to 40 in additive steps of 10. In the set of experiments labeled "b", the model order

P was kept constant at 10. Then the number of correlations used was increased from 10 to 40 in steps

of 10. The empirical values are denoted by circles connected by dashed lines, while the theoretical

prediction are solid straight lines. Although the specific range of values used is somewhat arbitrary,

they do include both a region where the theoretical results are valid and a region where the empirical

calculations deviate from the predicted values.

4.2.1 Peak value vs. P, M, and SNR

In this set of plots the peak value for several combinations of M, P, and SNR were calculated.

In the first plot, fig. 4.2.1a, the number of correlations was kept constant and the model order

increased. The empirical results are compared with (3.2.25) which indicate that there is excellent

agreement for SNR larger than 1. In figure 4.2.1b, the model order was kept constant and the

number of correlations increased. Again for large SNR, the theoretical predictions and the empirical

results agree. In these plots we can see clearly the "SNR increasing" property of increasing M. Note

that for constant M SNR, the peak value remains the same. This further verifies the theoretical

results.

4.2.2 Bandwidth vs. P, M, and SNR

In this section, the empirical half-power bandwidth is calculated and compared to the theoretical

predictions in (3.2.26). The radian frequency bandwidth was multiplied by 1/(21r) to convert the result

to normalized frequency. In figure 4.2.2a we find increasing agreement between the empirical and

I,
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I

theoretical results as the SNR is increased (the miraculous agreement over all SNR for P=20 is

accdental and due to the change in convexity of the empirical curve.) The second plot, figure 4.2.2b,

shows the empirical calculations for the case where the model order is kept at P =10. As M increases,

the asymptotic behavior of the se=al bandwidth approaches the predicted values. Finally, if we con-

s sider constant MSNR combinations, we find that the bandwidth of the spectral peak remains constant

as predicted in section 3.2.

4.2.3 Spectral Area vs. P, M, SNRN
The following plots study the use of OSNE as a spectral density estimator. In figures 4.2.3a and

. 4.2.3b, the spectral area is plotted as a function of SNR, P, and P. Unlike the ME case, the asymp-

totic behavior of the spectral area depends on the values of M and P even for large P. It is not

surprising that good agreement is found between empirical and theoretical results since both were cal-

culated from the results presented in sections 4.2.1 and 4.2.2. A more interesting result is shown in

figures 4.2.3c and 4.2.3d. Here each value of the spectral area was multiplied by (P + 1)(M + 1)/4M 2

to get rid of the dependence on the algorithm parameters. We note here that since we are dealing

with a single /fcomplex/fR exponential, the formulas in table 3.2.2 must be modified accordingly to

yield the above proportionality constant. We see that for large SNR, multiplying the spectral area by

the above constant produces a good estimate of the signal to noise ratio of the sinusoid power to the

murroumding noise.

4.2.4 Interference among sinusoids vs. spectral separation

The experiments in previous sections considered the case of a single complex exponential in

noise. This section studi the effect the interference of the energy at negative frequencies on the

daracteristic of the spectral peak of a single sinusoid in noise. A study of this phenomenon also

points out the minimum separation required between two sinusoids so that the peak decoupling pro-

perty becomes valid.

The OSNE method using P=20 and M=40 was applied to a signal with SNR = 4. From

p.4



* -45-

bandwid+h

.1

0,

* .01 -" .

.00 1 1

-- P-20_l--p-30

-- P-40

1.0-05, SIR
.1 1 10 100
figure 4.2.2a - spectral bandwidth versus SMR, "i40



-46-

h -1

: "."bandwidth

L'.O

F .. .01

0

.001kL

-M 10

-M 20

.000 -- M 40"..ooo1 -
-- Mi -3s

1.e-05I S
- 10 100
figure 4.2.2b - spectral bendwidth versus StfR, P10

0+

* 
....



* -47-

area

100

-- P" b

-- P-20

10 P1- 0

7 l 2/ --P

00

0

.oi

01 . Sr-fl

.I 1 10 100
figure 4 .2.3a - spectral area versus SR, M40

(3



-48-

area

100

-M -40

-M -30

a -M-20

- .lo M0 -- 10

00

/ /010

figue 42.3b spe- ra are essS .P1



-49-

S
est. SMR

100

* all P

ioL-

//

Q/

pP 30 4
I,

- 20 P 40
o ~ -- " 10a I II true SIR

. 1 10 100
figure 4.2.3c - SNF estimate versus true SIR, M40

9-



-50-

est. SNR

100

/all M
//

'i"'

//

M 3

'"M -- 4M20 tr

a I I 9 rue 5FI

.1 1 10 100
figure 4.2.3d - SM estimate versus true SMIR, P-10

"

o



-51.-

previous xpenments, we see that these values fall in the region of validity of the theoretical predic-

tions. The normalized frequency,f, of the snusoid was changed from .01 to .25 in steps of .01. The

values for peak height, bandwidth, and spectral area were converted to a dB scale and normalized to

the value f =.25. The results of the experiments are shown in figures 4.2.4a, 4.2.4b, and 4.2.4c.

From 4.2.4c we see that the spectral area does not vary by more than .5 dB until a value of f of about

.05. That means that a minimum separation of .1 is needed for independent estimation of power for

the above choice of P, M, and SNR.

For comparison, the same experiment was conducted using P =20, M=20, i.e., the ME method,

figures 4.2.4d, 4.2.4e, 4.2.4f. In this case, although the peak value and bandwidth vary tremendously,

the spectral area remains very stable, varying by about .01 dB down to f=.04. We can conclude from

this that ME is a more "stable" power estimator; that is, it is much less sensitive to interference from

other sinusoids. As a final comparison, the above experiment was repeated for P =40, M =40, figures

4 .2.4g, 4.2.4h, 4.2.4i. Here the spectral area estimate is even more stable, further supporting the

assertion that ME is a "stable" power estimator.

4.2.S Resolution of two sinusoids vs. P, M, SNR

The final cxperiment performed to study the behavior of OSNE was to gai some idea of the

resolution capabilities of the method. It was found that an approximate "rule of thumb" could be

extracted which described the relationship between P, M, and SNR and the resolving frequency. The

experimental data is plotted in figures 4.2.5a to figure 4.2.5d along with predictions based on this

approximate formula. Before discusing these results however, some definition of resoluion must be

presented. The definition used here is in terms of the convexity of the spectrum midway between the

location of two equal amplitude complex exponentials. When the separation between the two

exponentials is such that the convexity of the spectrum at the midpoint is about to change sign then

the spectrum is about to change from displaying one to two peaks. In this experiment, a real sinusoid

near zero was used and the problem of resolution was rephrased as whether the resulting spectrum

showed a peak at zero, implying that the spectral peaks at positive and negative frequencies were not
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separated, or whether the peak occurred at a positive frequency, so that the two peaks at positive and

Snegative frequences appeared.

Usng the expresson below for the predictor Fouier transform,

P
* A(w) = 1 + 7e-J"ak (4.2.5.1)

kt-i

the second derivative of ~A(w) Iis easdy calculated as

d2 IA(e)1 2  = 2[(S 2)2 - $1 (4.2.5.2)
dw2  10-0

where

P
S = 1+ a&

kA-I

S2 = ,k a, (4.2.5.3)
h-t

P
S3 = jk2 ak

k-I

* It is readily seen that d2ISN(W)1 2 is monotonic with - tiJA(w)12 and is equal to zero at the
dw2  dw2

same values of w. Thus we can use (4.2.5.2) and (4.2.5.3) to decide whether a snusoid located at co

will be resolved for a given value of P, M, and SNR. The procedure is to see if (4.2.5.2) is less than

or greater than zero. If greater than zero, then the snusoid is certainly resolved; if less than zero,

there is the possibility that the snusoid is stiIl resolved if w0 is much greater than zero. What could

occur is that the oscillations of the spectrum about 0 dB as seen in figure 3.2.1 may yield a negative
C-

convexity at zero. However, if we are careful not to wander too far from w0=O, checking if (4.2.5.2)

is leu= than or greater than zero will provide an accurate test of resolvability.

For combinations of P, M, and SNR, the inusoid location was varied until the the value of

(4.2.5.2) equaled 0. In figure 4.2.5a, M was kept constant at 40, and P and the SNR varied. In fig-

ure 4.2.5b, P was now kept constant at 20 and M and the SNR varied. From the linear characteristic

of the resolution as a function of SNR we can deduce that the resolving frequency, for a constant P

and M varies as a function of some power of the SNR times a constant which depends on P and M

only. In figures 4.2.5c and 4.2.5d, the SNR was kept constant at 16. and the resolving frequency plot-

e..,
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ted as a function of M and P. In al the plots, we see approxinate linear relationships (on a log scale)

between M, P, SNR, and the resolving frequency as the SNR, P, and M increase. Such a behavior

implies that the relation between the resolving frequency and the above parameters is given by,

, kMMPUPSNR M (4.2.5.4)
From the experimental data we can extract the above parameters (the data points used were the com-

binations (P, M, SNR): (40, 40, 16), (40, 40, 8), (30, 40, 16), (30, 30, 16))

k = .47

ap = -. 67

aM = -. 63

= - .32

Usung the above model the predicted results of the experiments are plotted in the solid lines in figures

4.2.5a, 4.2.5b, 4.2.5c, 4.2.5d. The reader should not be surprised at the agreement between the

predicted values and the experimental values for the combinations described in the previous paragraph;

after all, it was uung that data that the model was derived. However, there is some widespread agree-

ment in other regions of the figures. These examples seem to point to the structure in (4.2.5.4) as

being of the right form. However, no more decisive comments than that will be made. A theoretical

analysis of the resolution properties of OSNE does not seem intractable using the techniques described

in this thess and may provide some verification of the empirical results presented here.

I

I

if



1 -63-

frequemcy

.01

P 2 C

S -- !P - 2C

.002 - 3C

0~ -- 40

1 2 5 10 20
figure 4.2.5a -resolvimg frequency ve~rsus S'fl, Min40



-64-

frequency,

.01

- 2

m- M30

.0021.rf
1 2 5 10 20
figure 4.2.5b -resolving frequency value versus SWf, P-20



-65-

frequency

.01

0 2

.002 -P --30

.001 m
10 20 30 40 50
figure 4.2.5c -resolving frequency versus number of correlaions, SM - 16



4 -66-

Ii frequency

.01

.002

10 20 30 40 5
figure 4.2.5d -resolving frequency versus model order, SMR -16



-67-

U

CHAPTER 5

SUMNWMARY AND CONCLUSIONS

In this thesis a study is presented of some of the properties of the methcd of overspecified nor-

mal equations as applied to the problem of spectral estimation. The main contribution of this thesis is

the derivation of the relationships between the number of correlations used, the model order and the

W signal to noise ratio of the signal, to the characteristics of the resulting spectral estinate in terms of the

spectral height, bandwidth and area. The method is shown to be a spectral density estimator like the

ME method, where spectral areas rather than spectral values should be inte-reted as estimates of

power.

The relationships derived point to the number of correlations used over the minimum, i.e. model

order, as a signal-to-noise enhancer, where the resulting spectrum is equivalent to the ME spectrum
W

under higher signal-to-noise conditions. Another result is the requirement of a proportionality con-

stant dependent on the number of correlations and the model order which is required for accurate

signal-to-noise measurements. This constant is not required however, for measurements of relative
im

power within the same spectral estimate, as in the power ratio of two sinusoids in noise.

The second part of the thesis presents some empirical studies using computer simulations which

verify the theoretical predictions and provide the region of validity of the analysis. Further experi-

ments study the interfering effect of several closely spaced sinusoids. The method of overspecified nor-

mal equatiqns is shown to be much more sensitive to this interference than the NE method. Finally,

some purely empirical studies are made of the resolution capabilities of the method. Using the data

derived, an empirical model is derived which seems to agree to some extent with the data.
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