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Computer Techniques for Cluster Analysis
R. Michael Perry

Abstract
Cluster analysis Is a method for understanding the spatial arrangement of

pointlike objects. It is practiced informally when stars are seen as forming
galaxies or grains in film are viewed as depicting an Image. This paper describes
some computer techniques for cluster analysis of a set of points when distances
between the points are known. In general points that are close together will be
grouped in the same cluster. Moreover, clusters or points can be treated as sin-
gle points and grouped into higher-order clusters, thereby obtaining a hierarchi-
cal arrangement that depicts large-scale features and fine detail as well. These
techniques have been used in psychological studies of conceptualization and
memory retention at the University of Colorado, and the applications are briefly
reviewed. -

1. Introduction
One of the basic mechanisms for understanding the world is to search for

groupings or arrangements among objects that are distinguished primarily by
spatial location. Thus stars are seen as forming constellations, clusters and
galaxies. Grains in film similarly reveal an image even when they can be seen
individually. Much can be learned by the recognition of groupings or clusters
among pointlike objects, and techniques for automating this process thus are of
interest.

This paper describes some computer techniques for cluster analysis of a set
of points when distances between the points are known. These techniques were
developed in coninection with studies of human conceptualization and Mmory
retention at the University of Colorado. The algorithms and computer imple-
mentation are described and their usage in the psychological studies is briefly
reviewed.

2. Theory
In general in a clustering problem we are given a finite, nonempty set of

points S with an implied distance relation, and are asked to find a "clustering"
under which points that are close together will tend to be in the same grouping
or cluster. Thus the mutual distances are regarded as defining a spatial
arrangement of the points. The purpose of clustering then is to furnish an
unambiguous interpretation of the structure of the spatial arrangement. The
interpretation in turn will depend on the method chosen for clustering, but it
can be hoped that significant features will not depend strongly on the method
that is used.

Thus in particular the notion of "cluster" implies an arrangement or struc-
turing of an "underlying set" of points chosen from S. into a set containing indi-
vidual points or constituent clusters, with the additional requirement that the
underlying sets of different constituent clusters must be disjoint. For formal
purposes we define clusters over S inductively as follows.

1. Individual points p E S are clusters. The underlying set of a point p is
taken to be Lei. and p is then said to be an atomic cluster and to have order 0.
All other clusters will be nonatomic and will have order >0.



2. A nonatomic cluster C will have the form of a nonempty. noisingleton
set of clusters of lower order, which in turn will be called its covatutwyts. The
one additional requirement will be that the underlying sets of these coutituents
must all be disjoint. The clusters themselves will then be said to be diqoint. The
order of C is defined as 1 + the maximum order of its constituents. 1he under-
lying set of C is defined as the union of the underlying sets of its constiuents.

3. All of the clusters over 5 are obtained by applying rules (1) and (2)
In summary, (I) individual points are clusters. (2) any nonempty. aonsingle-

ton set of clusters whose underlying sets are disjoint, is a cluster, and (3) these
are the only clusters. Thus a cluster is a tree with the branches unordered. In
particular there are only finitely many clusters over S If S is a singleton then
the only cluster Is the single member of S (but not S itself). For larger S, S
itself will be a cluster over S. in addition to its individual points. If S = J 1, 2, 31the clusters over S are 1. 2. , 3. ,21.|1, 3J. 2,. 1, I.2, 3f, ItI, 21. 31,.111. 31. 21.

11, 12, 311. For larger sets there are many more clusters
Given a cluster C over S. a subcluster is defined inductively as either C. or

if C is nonatomic. one of its constituents or a subcluster of one of Its consti-
tuents. Thus in view of assumption (2) the underlying sets of two subdusters of
C must be disjoint, or one underlying set must be included in the other.

A ctusteris of S is a cluster over S whose underlying set is S. Thus in the
above illustration there are four clusterings of the three-element set S. and in
addition, six other clusters over S. Although many clusterings of anysizable S
are possible, the meaningful ones, from our point of view. are those in which
objects that are close together are grouped into clusters of low order. More-
over, to form higher-order clusters in a meaningful way it is necessaryto extend
the measure of distance, assumed to be given for the individual points, to arbi-
trary clusters. In this way the entire set S can be formed into a cluster that
reveals large-scale structure as well as fine detail in the spatial arrangement of
points.

Something should be said about the allowable measures of distance,
whether between points or clusters. In the most restrictive case the distance
function d was required to be a metric, that is to satisfy the following properties
for points (or clusters) x, y and z.

1. d(z.) k 0, with equality holding if and only if z = V.
2. d(z.y) = d' ..z),3. dxz! x.)d a.

However these properties were not always enforced, particularly in tie case of
nonatomic clusters. The minimum conditions that were always enforced were:

d(x.y) a 0, with equality holding if z = V.

That is, the distance was always required to be nonnegative and relexive, or
independent of the direction of measurement.

The methods of clustering of interest here, then, are distwni -baend.
There are two main steps In formulating a method of this type: (1) establishing
the distance-based criterion under which two objects (whether points or clus-
ters) will always be placed In the same cluster, and (2) extending the reasure of
distance as far as necessary, so that a distance is defined between any two clus-
ters that would be considered for Inclusion in a cluster of higher order.
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Clustering then proceeds from the original, unstructured set of points
Points that meet the necessary criterion are grouped into clusters. One such
cluster may contain more than two points because clustering is transitive, that
is. if a and 6 are in the same cluster, and b and c are in the same cluster, then
a and c must be in the same cluster. In general neighboring points will be
grouped together. On the other hand a cluster may consist of a single point if no
suitable neighbor can be found In any ease, the points are grouped into clus-
ters as far as the criterion allows, then the process is iterated, clusters being
grouped into clusters of higher order in this manner the entire set of points is
finally structured into one large cluster Thus on each iterative step, if there
are at least two objects. that is, if the final cluster has not already been reached,
at least two objects must be grouped into a cluster.

3. Methods for Distance-Based Clustering
In the work reported here there were two main criteria for placing objects

in clusters during one iterative step of analysis. In the ftrst version two objects
were put in the same cluster if either object was a nearest neighbor of the other
In the second version the two objects had to be mutuaL nearest neighbors to be
guaranteed placement in the same cluster. In either case the distance measure
had to be extended to higher-order clusters. The main means of doing this was
to define the distance between two clusters as the separation distance between
the underlying sets, that is. the minimum distance from a point in one underly-
ing set to a point in the other.

Other measures than the separation distance, which is not a metric, were
used on occasion It was found, however, that even when the properties or a
metric were enforced the results were not much affected so that the separation
distance, which is easy to compute, became standard.

The methods of clustering, then, were primarily distinguished by how they
placed objects in the same cluster during one step of analysis. The first version
will be referred to as the nearest --neighbor method and the second (for reasons
given later) as contouring Both methods are illustrated in fig. 1, in which a
hypothetical array of five points is to be clustered based on the usual Euclidean
distance in the plane. This initial array is shown with the points labeled in (1a)
The successive steps for the nearest-neighbor method are shown in (lb-c) and
the steps for contouring are shown in Id-f).

Thus the nearest-neighbor method takes only two iterative steps to com-
plete the clustering, while three are needed for contouring. Moreover on each
step of the first method any cluster is paired with at least one other one (since it
must have a nearest neighbor), thus all constituents of a cluster must have the
same order. Contouring, however, allows constituents to have differing order
Thus in the clustering of (Ic) every ccnstituent has order 1 while in that of (If)
the two constituents have orders 0 and 2.
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Fig. i, showing the successive stages of clustering for two different
methods (a) original array of points; (b-c) nearest-neighbor method; (d-f) con-
touring.



The two clusterings, moreover, show significant differences in structure
Thus in (c) point I is paired with points 2 and 3 in one constituent. whilh in f)
it is isolated as a constituent by it self In ') on tie oihr i. d. pil.. 1 .1,I .
form one constituent while in k'f) two clusters consistinrg r'spect ively of 1pm:;
and 3 and points 4 and 5. are formed into one constituent. All this is a conse-
quence of the fact that point I is a considerable distance from the other points,
even its nearest neighbor, point 3 Thus the first method is forced to group
point I with point 3, regardless of the distance, while the second method, by iso-
lating point 1 and forming the other points into one constituent, is able to give a
better indication of the actual distances involved in the spatial arrangement.

In fact for the second method each cluster of any order has a "dispersion
distance" such that (') the constituents are within this distance of their nearest
neighbors which ar- also within the cluster and (2) any other, disjoint cluster
must be at a greater distance from any constituent and thus from the cluster as
a whole The given cluster, then, is contained in a "contour" drawn at the disper-
sion distance around its constituents, and thereby is isolated from all other dis-
joint clusters, thus the method has been referred to as "contouring". In general
contouring yields a more detailed structure that better reflects the large
disparity that may exist among the nearest-neighbor distances. Often, however,
there is a great deal of fine structure for this method so that some "coarsening"
-- removal of contours -- is helpful in visualizing the larger-scale structure.

.4. Algorithms

3oth methods of clustering can be carried out efficiently, that is. in time
that is polynomial in the number of points in the set, !S , with reasonable
assumptions about the representation of the points in S and the difficulty of
computing distances between them. On each iterative step of clustering we
must determine the distance between clusters; clearly this is a polynomial-time
operation since it depends only on the distances between points in the underly-
ing sets, which are disjoint subsets of S. (A polynomial-time clustering was also
obtained with other definitions of the inter-cluster distance.) For the nearest-
neighbor method any cluster is joined with at least one other one on each itera-
tive step, thus the number of clusters is reduced by at least half and the total
number of steps therefore is not more than log2 S j. With contouring it is possi-
ble for only two clusters to be joined on each step so the number of steps could
be as large as iS -1, but the timing will still be polynomial in 1 S . (In practice
it has not been excessive compared with the other method.)

An important feature of many of the clustering problems to date is that
many of the point-to-point distances are infinite (in practice, a very large
number) Thus a boolean relation is given such that points are a finite distance
apart. or are "connected" only if the relation holds between them. Typically the
boolcan cornections are not much more numerous than the points themselves
but they always form a connected graph, so that a path of connections can be
formed between aiy two points. This means that any reasonable distance-based
clustering will have all constituents of any subcluster at finite distances from
their nearest neighbors.

The nearest-neighbor method is implemented as follows. On each iterative
step an array of clusters is formed. These clusters are to be grouped into clus-
ters of the next-higher order. To each cluster in the array is associated its"adjacency list" -- those clusters at a finite distance from it. These clusters are
sorted by increasing distance and those at the smallest distance -- the nearest
neighbors -- are "marked" along with the original cluster, with a number denot-
ing the cluster of next-higher order into which they will be placed. Meanwhile
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the original cluster is placed on a list assigned to this number This list, in
effect, is the cluster of next-higher order that is being formed.

The marking itself proceeds by examining each cluster in the array in turn
If a cluster has already been marked with a number ths number is retained,
otherwise a new number is created Then the nearest neighbors of the cluster
,are examined All of these should be marked with the sane number as the origi-
nal cluster ['or those that are. nothing is done If arnv have not yet been
marked at all, then they are assigned the new number and are added to the
clu-ster list for this number, Ilowever, if a cluster has already been marked with
a different number, then '%) the cluster list assigned to the old number is
retrieved, (2) all clusters in this list. together with the neighboring cluster itself.
are marked with the new number. '3) all these clusters are added to the cluster
list for the new number, and (1) the cluster list for thr old number is made
empty In this way clusters of the next-higher order aregradually built up and,
whenever two clusters touch each other, they are coalesced into one.

When the process is complete the numbers denoting the higher-order clus-
Lers are examined. For those having nonenipty lists rh hsts are retrieved --
these are the clusters of next-higher order. If there is only one such cluster the
analysis is complete. Otherwise the iterative step is repe;ted with the new clus-
ters

For contouring we could use the same approach, that is. form the new clus-
ters the same way on each step, except that now the neihiboring clusters would
have to be mutual nearest neighbors, in keeping with the rationale for contour-
ing. Instead we use a different algorithm which sometimes is much faster, and
appears to be faster in general This algorithm is recursive rather than itera-
Live Initially it is g v'n list of clusters to be formed into c clustering If this list
is a singleton, that is. if it has only one element, then jist the one element is
ri-turned If it contains two elements or is larger but al the nearest-neighbor
distances are the same, then the list itself is returned. Otherwise a nontrivial
clustering is carried out.

First clusters arc formed into an array and to each is associated an adja-
cency list as before. Next a "contouring distance" is chosen. Currently this is
the median of the nearest-neighbor distances of all clusters in the array (with a
given dis',mce being counted the number of times it occurs, rather than just
once), but other choices would also be acceptable, as in noted later. Any two
clusters that are not more than this distance apart are giouped together into a
cluster of next-higher order

The grouping into clusters is done the same way as n the nearest-neighbor
method except that different clusters are treated as "nearest neighbors", in this
case, those that are not more than the contouring disLnce from each other
Thus () not all clusters grouped together will be nearest neighbors and (2) not
all nearest neighbors will be grouped together. A cluster that is more than the
contouring distance from its nearest neighbor will remin isolated. When the
grouping into clusters is complete, then, there will be sane newly-formed clus-
ters of higher order and some isolated clusters that were .iot grouped.

Next the algorithm is applied recursively to each newly-formed cluster in
turn using its constituents as the Initial list of clusters. In this way these Hu;-
ters are structured as they will appear in the final clustering. Finally the algo-
rithm is applied recursively again, this tLime to the list containing all the newly
structured clusters, together with the older, isolated ones. This results in the
final clustering.

In particular it is easy to show that. unless the algorithm is given a single-
ton list of clusters to start with, this case can never arise. Instead the
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clustering will proceed recursively until each list to be clustered has all the
nearest-neighbor distances the same and no further clustering is possible For
the algorithm to work properly, however, the contouring distance must be
chosen so that clustering will go to completion Any distance less th&' the max-
imum nearest-neighbor distance, and not less than the minimum sud distance
will do. though certain distances are expected to result in faster clustering.

A particular case that illustrates how timing depends on the method is one
in which the points, call them p,. p2. . p,. are structured so thal their dis-
tances d(p,. pi i) form a decreasing sequence of (finite) values while all dis-
tances d , p,) for ,i-j >I. are infinite. Thus p,1 will be the unique) nearest
neighbor of p, whenever " < i < n but only p,, and p,, will be mutual nearest
neighbors If these are formed into a (two-constituent) ctuster then Dnly it and
N 2 of the remaining points will be mutual nearest neighbors, and so on

Thus if we applied the nonrecursive technique initially suggested for con-
touring in %hich only the mutual nearest neighbors would be grouped on edh
iterative step only one nevo cluster could be formed on each stcp and the
number of steps needed wou!d be n- . Each of these ini turn would require time
proportLionad to the number of clusters so the overall timing would )e propor-
tional to n 2

With the recursive algorithm, using the median of the nearest-naghbor dis-
tdnce, as the contouring distance, the size of the problem is reduced by half for
each of the two recursive calls that follow the initial call, so the tirring will be
proportional to nlog2 n The timing will vary if a difTerent choice of the contour-
ing distance is used. For example. suppose it is chosen to be the kth imallest of
the nearest-neighbor distances, with k/1n close to some constant c between 0
and "(For the median c would be O.) The timing can be shown to .e propor-
tional to nlogon where b = 1/ mazxc. -c , so that the ratio of thc timing to
that for the median case is 1o9n/ lo 2n. This ratio, consequently the timing, is
minimized for the median case in which b reaches its maximum of 2.

This result, however, is problem-dependent For other distance mlations on
the n points other choices of contouring distances may give faster tinings Still
the recursive algorithm, with some reasonable choice of the contouring dis-
Lance, seems likely to have better worst-case behavior than the iterative algo-
rithm

,Typicaliy with contouring there is much fine structure and the order of the
clustering is much higher than in the nearest-neighbor case. Thus it s desirable
to show several versions of the clustering representing differing amounts of
"coarsening' or removal of contours from the original clustering. Thii will make
the larger sI riictures more apparent and also will live some indication of how
much Ih clustering depends on small differences in the point-to-point distances
or how "robust" the clustering is. Thus if what is expected to be a srmll amount
of coarsening in fact destroys most of the structure then it must. havedepended
on small differences in the distances but if most of it survives then it is more
robust

The rationale used for coarsening is to start with the origina set of n
points, their nearest-neighbor distances, and the "fine-structure" clustering
given by contouring Next a contouring distance d is chosen as the kth smallest
of the nearest-neighbor distances where k/n is close to a fixed value c. (Actu-
ally we choose k so that (k-:)/ (n-1) is as close as possible to c.) Next all the
noratomic subclusters in the clustering are examined "top-down" -- that is,
beginning with the whole clustering, proceeding to its constituents, then to their
constituents and so on. Any subelusters in which the dispersion distance is not
more than d are "flattened" -- replaced by their underlying sets -- ard are then
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and whose orders of request are nearly equal tre assumed to belong near each
other in the clustering, that is. as part of the same subcluster of low order 'Mhe
distance betweer connecLed parts, then, is just the absolute value or the
difTerenc- in the orders of request Thus the parLs are treated as individual
points arid the clustering is formed One variaLion of this analysis is to obtain a
"consensus" conceptualization bY averainng the orders of request over several
assembly trials

A second problem concerns the clusterings that are obtained by the above
analysis when ,a number of subjects all assenible he same object under varying
conditions We %ould like to know if these ciustcringi fali into meaningfu pat-
terns or hierarchies For instance we cdn ask whether there is essentially one
conCeptLuali/attLon wiLth n~or variitiuns or several essentially different concep-
tualliations Thus a clustering of the coneeptualizations is called for

To do this we must define a distance between conceptuahzations. The way
this has been done is to consider the boolhan relation or set of connections in
the objtct The connections represented by pair : of parts, are numbered

2. rn Each connectin is represented by a pair Pl, P2J Given any clus-
tring there *,!i exist a minimal subclaster C that contains both Pi and p, so
that p! and p. wil be in different ,-onstLituents -) F

Next we derine, the order of pI. p:IL as the order of C' This is the "bottom-
tip or.-er sinc( it depnds on the order of the e.rnlituents of U An alternative
is tne 'top-down' order whien is tfle depth of C within the clustering, where the
elustering itself will have depth tero its eonstituents depth one. their consti-
tuer.t_ depthl two and so on AL inv rate for anv clustering we obtain an m-
vector j :,' in) %here U; is the order of tihe ith connection It is not
difTiiall to T-he I hat in e.nt~i -e clusterrn : can be reconstructed from its assocl-
ated v ,tur FJ',r eximp'e we ean ;tart with i(he pairs of lowest bottom-up or
hiwhesI top-down order arid add pairs of succeeding orders until the entire
arrangement of pairs is determined ) Thus two clusterings with the same vector
must be identical

F'; nalIv, the distance between two clusterings is defined as the distance
between the associated vectors, tising a metric on an m-dimensional vector
space, The metric that has been most useful is the Euelidean *-norm, that is,
the sum of the absolute values of the differences of the corresponding terms of
two vectors Tne bottom-up order and the *-norm distance were used exten-
s:vetv in studics based on the nearest-neighbor method of clustering , ]. For
contourinp, however, the top-do%n order is probably more appropriate since the
clustenrins are not flat-bottomed . that is, constituents in a subeluster can
have variable order This means that the bottom-up order of a connecting pair
can depend on a constituent that econtains neither point of the pair, something
that does not occur with the top-down order 'I he ltter, then, seems to offer a
more reasonable indication of how *'similar" the components of a connection are

It should be noted that in this sort of analyss, regardless of how the order
is measured, all distances between points (in this case, clusterings) are finite
'rhus there are large adjacency lists for the points and extensive computation is
required for a moderately-sJzed problem, about ?5 rnin of CPtJ time on the VAX
computer was needed ror one typical case involving 47 points.

Thus far two techniques for clustering problems have been described, both
dealing with cases in which the objects were correctly assembled. Two other
techniques have been developed for understanding what is involved when the
assembly is incorrect. (Incorrect assembly occurred when objects were recon-
structed from memory, without a correctly assembled object as reference)

i
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In the first ease we are trying to determine how the dafferent connections in
the object influence the errors that are made Thus the connections are treated
as the "point." in a cluster analysis T'wo such connections are connected them-
;elves if they have an endpoint in common Thus a boolean relation can be
defined on the set of connections 'wo connections that are not connected to
each other are at an infirLte distance apart: otherwise the distance will depend
on how errors are made at these conn.ctions when assembly .1 the object is
attempted

Thus it is assuned that. whenever the object is incorrectly assembled.
thCre is at way of unambiguously deciding at which connections the errors are
made For the anal sis, then. a number of cases of an incorrectly-assembled
object are considered ro define the distance between two connections in the
object that have an endpoint in common we consider the sets Si and S2 of cases
in which errors were made on the first or second connection, respectively The
disteane. s then defined as S,-,2.1 SjL_.Sj. that is, as the ratio between the
number of points in the symmetric difference of the two sets (where the sym-
metric difference is the set of points in the union that are not in the intersec-
tion) and the number of points in the union This distance can be shown to be a
metric on finite, nonempty sets 21 In particular the distance is always <1; it is
set to - by default if ;I ; 1 2 is empty

The distance is smaller if there is greater agreement between the errors
made on one connection and those on the other. Thus the clustenng will tend to
identify groups of connections for which the pattern of errors is similar, such as
those on which nearly uli subjects made errors In this way it is hoped that con-
nect ions that are consistenLly troublesome can be identified so that tnstruc-
tional sequcnce. r'n be dcsigned to reduce the incidence of errors

The second technique., which is the final one considered here. is concerned
with identifying meaningful patterns of error making among different subject
groups Subject., within a group assemble the object under similar conditions.
I.'or exAmple, visual instructional material may be presented For each subject
within a .proup, then, we have the list of connections on which errors were made
I-",r xnv group we define an rn-vector 'v 1 , v, . ..) by v, = average number of
,-rror. n,.edv on the ith connectLion = number of subjects who made the errors
divided icv the number of subjects in the group The distance between groups is
then dcfirit'd i,-- the di-',ance between vectors, measured as before, and cluster-
r4 (',,in proc.eed ,is in the earlier case

An ilustr.ton of this technique is shown in fig 2 The twelve points in each
C ,-4cririg represent tweivc subject. groups The object in this case has h8 con-
ni.ctoni Thus each point ropresents a location in a 58-dimcnsional vector
p,%(c aii,, the point-to-point distances, which were given by the i-norm, are only

rowghh indicated in the figure. (2a) shows the clustering obtained by the
r.-,rst-n,.ighhor method, while ',2b-d) show the results of contouring with
Imrceislr.,4 amounts of coarsening 'lhus (2b) has no coarsening, (2c) has a
moderat, aniouiit, with the coarsening parameter c =0 b. and (2d) has the larg-
cst inioijnt, with r.:= Certainlv the two methods show difTerences but there are

,isc similarities too In particular the nearest-neighbor method seems to
correspond best to contouring with a moderate amount of coarsening.



a b

c d

Fig showiig iesulLs of clustering by the nearest-neighbor method (2a)
and contouring with increasing amounts or coarsening (2b-d).
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