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ABSTRACT

The Joint Deployment Systsm (JDS) forams the junctice
asong deéliberate plarning, tims-sensitive planring, and the
deploymsnt cf forces. The WWMCCS Inte-coaputar Network
(WIN) supplies the necessary intercornectivi<y aaong “he
joint deployment comsuni“y compuier systems. In January
1982, the WWMCCS Infcrmation System (WIS) modarniza+ion
program was launched with objectives including “he mcderni-
zaticn of WWMCCCS hardware and scftware and the transfer
from the presant WWMCCS network system o the Defense Data
Network (DDN). Because of provan WIN unreliabiiity, the JDS
required site-unique softwa-e dzvelcpment to supplement
present WIN software.

Individualized application scoftwers, integrated with the
imprcved retwork reliabili+ty and survivabilicy ¢f the DDN,
will éenhance the present C3 system. This thesics demcns-
*rates that the total impleamerta*ion of the WIS involves
addi+ional modifications in site-unique applications, stand-
ardized rrocedures £cr softwar2 devalopaent, updated
hardware technolcgy, and a multi-level saecuri+y systenm.
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I. INIRODUCTIION

A. FUBPCSE

In “he late sevearties time-frame, the Joint Deploymen<
Agency (JLCA) experianced unsatisfactory WWMCCS Intercoamputer
Netwcrk (WIN) reliability for large datra transfsrs toC remotes
sites. The WWMCCS Irformation System (WIS) modarniza+ion
progras addresses the WIN deficiency issues of power
supplies and multi-level security and proposes changes in
tha WHMCCS network *c¢ allow grsater interconnactivi<y among
sites.

This thesis attampts to assass th2 WIS modernizaticn
impact ¢n large software systems ia the WWMCCS community, in
particular, the Joint Deployamen*t System (JDS). Specific
deficiencies in areas of hardwars and softwars, surviv-
ability, and management will be addressed and planned
japrovements analyzed. The mcderrization program should
improve coaputar ipterconnectivity among the joint deploy-
sept ccmpunity in the future, but “ae command-unique
sof+vware and WAMCCS standard software modifications will
provide the cperational reliability nesce2ssary for operatioms
in the interim. With *he conglomeration of subnetwerks iatc
the Defense Data Netwcrk durirg tha 1983-1986 +ime-frame,
plus the fu<ure WIS support of these command-unique sof<tware
applicaticns and the improved WWMCCS Network, the joint
deplcyment ccmmunity may experiance a more reliable systam
for ccmpurer resource sharing.




B. BILITARY C3 NETWORK

The Worldwide Military Command and Control Systes
(VW8CCS) cf tha United States conters around the nasds of
the National Command authority (NCA). A Coamand, Ccnzzcl
and Ccamunications (C3) process canm bs considersd arn vuncer-
tanity reducing techrique which aids th2 commander in the
contrel of feorces. 2 good C3 system must permi= the secure
and timely flow ¢f infcrmation to poin*ts both insids and
outside the Departmant of Defense (DOD). This £flow must
exist during all sceparios -- day-to-day activi-ies, crises,
conventicnal conflict, and nuclear waz. The C3 system is a
major ingredient to the U.S; national goal of de%erreace cf
war. ([Ref. 12 p. 53)

Ueing WWMCCS, “he NCA communicates its desires fcr
deployaent of military forces to the Joint Chiafs of Staff
WCS). In short, the JCS mission can be defined as +he
exscu%tion of national decisions. This aission is sugpor=z=l
by varicus comaunications networks and command and cc¢acrol
systess, cne of *the gcst central being the Joint Deployment
Systam (JCS) which provides a bridge bezwzen “he deliberace
planning prccess and time-sensi<tive plaanning and execution.
Connectivity for these systems is provided by the Naticral
Bilitary Coczmand System (NNCS) which consists of thres
coanand centers: the National Militac-y Command Center
(NMCC), the Alternate National Military Command Center
(ANACC), and the Naticnal Emecgency Airbocne Ccmaand Pos+
(NEACPF). Also included in the NMCS aze the various
personnel and equipment necessary for adequate corntrcl cf
forces. ([BRef. 2: p. 36]

The Defanse Comsunicaticns Systam (VCS) is the founda-
tion fcr wo:rldwide communications during both peacetiae arnd
crisis situations. The DCS covers the United Szataes,
Europe, and the Pacific area with networks such as <ha




Automsated Vcice Netwcerk (AUTOVON), the Automated Secur2
Voice Natwork(AUTOSEVCCOM), and ths Automated Digital
Betwvork (AUTODIN). WUMCCS was 3stablished in 1962 ard
supports the coamand functions of the NCA by supplyirg
information through an online data bass system. Al-hough
coamunicaticns is a fundamental aspect of a C3 sys:en,
sinply haviag gocd communications does not equate to an
adequate coxmand, ccrtrol, and communications syst2m. The
Froper balance of commacd and contzol and cocmamunications, i-
union with fcrces, resul®*s ir maximum force effectiveness.
{Ref. 3: p. 40])

C. WRACCS

WUNMCCS evolved in the early 1960's from a loosaly krix
conglcmeratice of abcut 158 computer sys*ems, using 30
different softvare systems, and operating at 81 locaticns;
all serving the JCS, Unified and Specified commands, and %he
Service ccamands. The majority of thess systeas were deval-
oped indeperdently, consaquently the lack of
iztercperability within the total system proved det-imen:al
to its meeting the NCA requiremeats for intercommunica+ions
eamong sites. As the concepts of C3 graw, 2dditional
regquirements vore demanded of the systam; these requiraments
were set spcradically, aad by 1970, there was an evident
need for a WWMCCS modernizaticn effort. 1In Juns of 1970,
the WWMCCS Automated [ata Procassing (ADP) Program was
iritiated tc improve WWNCCS support. The program's gcals
included:

(1) reduction of cos* through stardardized hardware
and software

(2) development of a viable Davta Base Managesen:
System (LBMS) for data retrieval

(3) standardization of data fo-mats

10




(4) centralization of managament activities (Ref. 4:
P. 2)

Pricr to this effcrt, the WWMCCS progras had no central
authcricy for its budgeting or management. Numercus o-gani-
zations were responsible for tha various aspects of <he
prograe; fcr ins*ance, thz WWMCCS Council provided poliicy
guidance fo
JCS evaluated WWMCCS' overall effectiveness; various

(5]

davelopment and operation of the system; the

Assistant Secrataries of Dafense providad advice ¢n sys=zen
design and develcpment, warning and intelligence matters,

; and ALP procurements; and 2ach service was responsible for
fundirg its equirment acquisi+ion and software develcpmsa*.
The WWMCCS Systenm Engineering Office (WSEO), & separaze
crganization in the [Lefense Comaunica<ions Agancy (DCA), was

crganizsd in the mid 1970's <o coordinate the gensral sys=zzm
engineering of WWMCCS., One of the biggest disadvantages *o
+the WWMCCS management structur2 was that “he Director, CCA,

also Cirector, WWMCCS Engineering, repoc-ted “c =wo crgarniza-
tions: the Assistant Secretary of Defesnse (C3ny fe-
crganization and technical matters and the chairman cf 4=z
JCS fcr dcctrine, operaticnal policies, and validation ¢f
requirements. This, compounded wizh the fact tha+t the
irectos, DCA, had n¢ authority for the budgetirg or manage-
ment of +he WWNMCCS program, precluded the successful
coordination of WWMCCS ADP development 2fforts. [Ref. S5: p.
8]
Tke WWMCCS ADP Prcgram also outlired a se+« of well-

defined requirements which included <hs capabilicy 4o

ptocess large amcunts of data within a seasonable time,
reliakility greater than 99%, user and maintenance friendli-
ness, and small physical space and personzel requiramenc=s.
(Ref. 6: p. 22]

1
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The WWMCCS functicns which support related missicns are
grouped tc allow each family of functions to be indafp=:z~-
dently defined and isglemented., 1Interfaces among the
functional families are well dgfiped. One of the pbasics cf
the WWMCCS architecture is the concept of four 3istinc:
functional families which support the NCAa, JCS, ard Unified
and Sgecifizd Commands. They are:

(1) Resource and Unit donitozing (RUM)

(2) Cornvanticnal Planning and Execution (CPE)

(3) Nuclear Flananing aad Execution (NPE)

(4) Tactical Warning/Attack Asssssmen“ and Sfpace
Defense (TW/2A and SD) [Ref. 7: p. 1-1]

In addition, WWMCCS ADP is 3Jivided inzo three categec~
ries. Cateqory A includes the WWNCCS standa-d softwars, *ae
backbcne of WWMCCS ALP which priacipally supports “hs
command and control requirements., Categery B is thas scic-
ware which is unique to a particular activity., And Catsgo:y
C erccapasses the newly emerging systems. [Ref. 8: p. 2]

As WHMCCS grew, utiliza+ion of tha WWMCCS Interccmpu:

Network (WIN) incrzased. The network was ini<iz<ted zs a
g-ototype a+t threes sites and frcm 1977 <o 1983 ~he rumber of
WIN sites jumped from six to twa2nvty-+hriee, with futurs plzns
evea*vally including all WWMCCS sites. Commonly used funec-
tions irclude:
(1) maintenance of sta*us and locaticn cf ferces znd
tescurces
(2) planning for force mobilization and deplcyaenis
(3) preparaticn of the Single Integra“+ed Operaczions
Elan (SIOP)
(4) estimating and monitoring Navy fleet fuel
ccnsuaption
(S) assisting in preparation and processing cf
AUTODIN messages (Ref. 9: p. 5]
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The utilization ¢f “he Joint Deployment Sys=em (JDS)
contributad to the increased activi ; on the WWNCCS rnetwork.

-

As a primary function, the JDS maincains Time-Phased Forca
Csployment Data (TPPDD) files for specific Operztion Plans
(OPLANS) ou+lining tha supported commander's concept of
cperaticns and requirements. [Ref. 10: p. 11] Pzior o
additional softvare development, thase files were sent %o
WIN subscriters in their entirety o ini+iate JCS axercises.
As the TEFDD filses were updated throughout th: exercise, the
entire file was agair sent to all users. These large data
transfars, coupled with ar overall incr2ase in AIY usags,
placed a tu-den ¢n network components and hos* processors,
causing WIN performance =0 reach an unsatisfactory level.
Particular site-unigue development includad the JDS Remczs

Usec-*'s Package (RUP), discussed ia Chaptac 3.

A new surfacing problem was the lack of a Mul«<i-level
Security (MLS) systas. A MLS systea allows users wisl
varying security clearances to simultaneously share ccmputar
equipment with access to various software allowed on &
case-ty-casé security check. One theory £cr iaplemzn“ing a
MLS sys<tenm is the usage of rirgs of pro=ective corganization
for the hardware. Here, the cp2ra+ing system is segmen<ed
into N¥-rings, with N greater than <wo. The inner-most cing
will Lte cccupi2d by the ccre, or karnel, o +he opera%irng
systes. The system scftware and sacuri:ty processes will be
run here; for instance, validation of passwords and da<«a
access requests. The resource allocation scf+ware shculd
reside in a seperate ring for scheduling of +asks and
ccaputer rescurces. The ocuter rings are available <o %he
users for processing application prograas. Rou*ines in Ring
*i* haves access to Rings 'i*' and all c-ings greater butr can
only access more inner rings +through procedure calls, thus
affording *he prcper security check opportunity. The rings
cf prctecticn secure sensitive sof+tware and data and also
act as firewalls against user damage. (Ref. 11: p. 580]
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It is interesting to note that in the 2id-1960%s <he
Bassachuset's Institute of Technology, Bell Telephone
Laboratcries, and the computer departaent of <he Gsneral
Blectric (GE) Company developed one of ¢he firs* operating
systess tc <mploy rings of protecticn, the Multiplexed
Information and Coamputing System (MULTICS). The original
BULTICS was installed on a GE645, later a Honeywell
Informa+icn System (HIS) 645 comput2r, and in 1973, raplaced
by *he HIS 6180. The HIS 6180 supports eight rings cf
Ecotecticn: <+the operating systam uses Rings 0-3; Rings 4-~7
are available to the users, (Ref. 11: p. 5357 With ro MLS
sys-en, all sachines, terminals, and psrscnnel or ths WIN
pust ke cleared to the highest leval baing utilized.

[Ref. 12: p. 7]

Cther problens included the lack of a leng-range glan
for WRWMCCS/WIN develcpment arnd =he sacly 1960 Honeywesll
architscture which is not the state-of-ths~ar% fcr an cnlins

query and tesponse systenm.

A piscorception was alsc pravalant concerning WWMCCS --
that it wculd provide communicatcicns bsztwesn the President
and the fcxhcle. This was never the da2sign inteation of
WWMCCS; however, what was desired was a communicaticns
network fcr several ccmmand echelons and a reliahble amilitary
ccamand and control system connec*ing +the NCA to the
executing ccmmanders. [Ref. 1: p. 80]

Althcugh the reliability of the WWMCCS Intercompute:
Network (WIN) had fallen below a satisfactory level, <ae
WWNCCS ALCF sites utilized the on-site Hona2ywell computer
equipeent tc develcp software applications for unigue
g requirements, By the aid 1970ts, ther=2 was a great depan-

dency cn WWMCCS ADP for day-to-day operations and
crisis/2xercise support and the need for a reliable ccmputer ‘
retwcrk tecame obvious. (Ref. 12: p. 7] f

14




II. §88CCS LNFORNMATION SYSTEN

A. BICKGROUND

In Ncveamber 1981, the Deputy Sacretary of Defense
decided tha WWMCCS Informatior System (WIS) moderniza<icn
tlan nesded a focal pcint for ccordination to receive pclicy
and guidance directives £from the JCS. In January 1982, a
§IS Jcint Progras Marnager (JPM) was appointed <o contrcl <he
joint modernization activitiss of WWMCCS ADP and the devel-
opmant of all teleccemunicaticns interfaces. Small
sita-unique enhancements will con%inu2 %0 be procassed
normally. The WIS JEM r2ceives directioun from the JCS azd
reports thrcugh the JCS to the Secre+ary of Dafarse.

{Ref. 8: p. W]

A Systes Progam Cffice (SPO) was established within the
Air Ferce Electronic Systems Division to manage WIS acquisi-
tion and grcvide suppcrt in such areas as architacture 2nd
system encineering. The SPO also maintains Air Force
programning and tudgeting data for zhs WIS modernizaticn
Flaa. ([Bef. 8: p. 44] The Diractor, DCA 22d the WIS JPM
have signed 2 Megorardum of Agrsemeat which specifias the
guidelines for “he Command and Control T2chnical Ceater
{CCTC) suppcrt tc the WIS modernization 2ffort.

The tasic goal for the WIS aodernization program is <c¢
provide the N¥CA, JCS, and Unified and Specified commanders
with real time access to status ard wac-ning irformation.

WIS objectives include: improved WWMCCS performance,
greateér WIN reliability, modernization of WWMCCS ADP harwars
and scftware, and increased ADP security. Of “he <thrze
WWHCCS ADP cataegories meationed previously, WIS will
centralize its effort on Category A -- WWMCCS s+tandard

15




softvare, Cf the four functicnal faamilies of operational
requirements, WIS will focus only on ¢wo: Rasource and Unit
Monitcring (BUM) and Conventional Planning and Executicen
(CPB). The Air Force will continue to marage the WWMCCS ADP
systeks in the Nuclear Plannicg and Exscution (NPE) and
Tactical Warping/Attack Asséassment anJg Space Defense (TW/AA
and SC) areas. {[Ref. 8: p. 18]

E. SYSTEN DESIGN

The WWMCCS Information System (WIS) was designed as ar
interac<ive netwerk syst2e in which a user a* any ccammard or
agancy can cemmunicate with a user/host at any other ccmmand
cr agency also ccnnacted to the network. The Defense Data
Network (LDN¥) will provide the interconnection amoag WWMCCS
sites. A Network Orperations Center will monitor the ne+work
as a separate node on *he DLCN. Local area networks (LANs)

will exist for secure aad interactive communicazions. The
advantages to LANs include: usual 2a2se in configucing
systeas to mee% specific site requirements, develogpmen*t of
standard components fcr coamon fuynctions, flexibili-y for
selsctive moderrization, and the ability to develop iacre-
men*tal security solu+ions. Figure 2.1 gzaphically depicts
the user suppert scheme envisionad by WIS.
{Ref. 8: p. 3]
The WIS system otjec+tives include:
(1) us2r-friendly interface davelopment
(2) da<a processing capabilities fcr 2all WWNCCS
sites
(3) reliable inter-command coamunications
(4) imprcved processing capabilities during bat<le
conditions [ Ref. 8: p. 15]

16




INTERNODAL

o QUTGOING MESSAGE o JRS MESSAGES

o QUERY/RESPONSE o OTHER MESSAGES

o TELECONFERENCE o QUERY/RESPONSE
o DISPLAYS o TELECONFERENCE
o DATA BASE SUMMARIES o DISPLAYS

o OATA OASC UPDATES
GATEWAY o FILE TRANSFERS

WS
e ADP SERVICES
o DATA COMMUNICATJONS
EXTERNAL INTERFACES 18§ ¢ VIDEO SERVICES
o WORK STATION SERVICES
o CRYPTD

o= P =)

, LOCAL USER WORK STAT]ONS

% o COMMANO CENTER PERSONNEL

o CRISIS ACTION TEAMS

o OPERATIONS' SUPPORT PERSONNEL

Higure 2.1 User Support Overviev.
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Projected WIS characteristics +o accomplish thase goals
are divided into three categories: access, availabili«<y, and
sodularity.

Accass characteristics:

(1) organic WIS support for major sites

(2) rsmote access capability for small sitss

(3) user access from a single work staticeh

(4) a multi~level security systea

(S5) minimum site training reguirement
Availability characteristics:

(1) secure arnd interactive netdork

(2) operatiopal for day-to-day and crisis suppors
Modularity and flexitilty characteristics:

(1) accomoda*ion of a wide range of sites

(2) standard softwware

(3) inipum implementatior diszuption

(4) state-of-the~art technologies considered

{Bef. 8: p. 16]

C. SISTEB STIRUCTURE GUIDELINES

The WIS JPM Cffice has devaloped guidelires for WIS
systen requiremerts in the areas of standardization,
securicy, and system characteristics.

Hardwere stardardization will 20+ be mandatory tecauss
of the numerocus sxisting systems and the ccmpetitive
procuzement possibilities. Software develcpaent standardii-
zation will be achieved +hrough the exclusive use of ADA as
the prcgram design language. Standazd, pre-determined
protocols will set the intercompu+er commurications stan-
dards. Rcutine and emergency maintanance will be mcnitored
by a single organization; maintenance standards will be
imposed. To facilitate cooperazion among the remote sitss,
data definition standards will be implemented. (Ref. 8: p.
)
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The core of *he WIS security prograa lies in tha mul<i-
lev=el secure LANs with secure interfaces to all other WIS
components. Authentication for users will te applied as a
security ccntrol with an audit capability availabls. DCD
security requirements require that a multi-level security
systes te achieved withia the WIS modernization progranm.
{Ref. 8: p. RN]

The WIS wodernization program will provide capabilitiss
to improve coamunication survivabili<y and ADP support +o
RAMCCE sites. Scame fproposed capabilities are:

(1) distributed and/or redundant processing wit
reacte access

(2) graceful degradation

(3) rapid restart and recovery

(4) distributed data files

(5) transportable systeas

Standarde for accessibility include the ability =o
access all WIS-related capatilities from a single worksta-
tion. Otteér required systeam capabilities ar2 flexibili+y,
reliakility, maintainability, and interoperabili+y.

[Bef. 8: p. 3]

D. IEPLEEENTATION

WIS will be implemented during four modernization
segments and utilizirg four major contracts. The
Maintenance Segmant includes the near-farm enharceaments %o
the tasslina hardvare and software to stabilize WIS perfor-
mance and wvwill be accomplished through the In%eqratica
contract. Next, the Transition Segment, linked to +he
Common User contract, transfers the usar coamnmunities frenm
the existing WWMCCS ADP to *he WIS modular architecture feor
future mcdernization and initiates the Automated Message
Handling capabilty. The Joint Nissica Segment concentrates
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on the commcn aprlications software amodernization; the Join=
Missicn Hardware contract will provide =he standard hardvare
tase and supporting cperating systea by late FY85. The
final segment will be the Service and Command unigue aprli-
caticn scftware improvements which will be the
respcnsibility of the Services and user commands. Figure
2.2 illustrates the WIS growth ¢hrough thas four moderniza-
tion segsents. ([Ref. 8: p. 3] The last major contract, the
Configuraticn Management contract, provides for independent
validaticn of the softvare provided by the Integration and
Ccmnon User contractcrs. In addition, this contractor will
assist thke WIS JPM irn the overall configuration managemant
¢f WIS. ([Ref. 13: p. 9]

BE. BEBVALUATICN/COMPARISON EFFORT

As nenticned earlier, omne of the major problems in <*hs
WWMCCS community is the unsatisfactory performarce c£ <h2
WWMCCS Intercomputer Network (WIN). In September 1981,
Direc¢or, DCA organized an effort to investigate the
replacement c¢cf the present WWMCCS natwork system with a more
consemporary system.

Initially, the idea surfaced <o take advantage of “he
proven AUTCOLIN I technology and devalop an AUTODIN II. I+
was envisioned that AUTODIN IX would provide a common user
data ne=wcrk with a gulti-level security system %0 meat
netverk requirements +hrough 1985. In 1976, the corntrac:
was ava-ded to Western Union, Inc. and the Ini¢ial
Operational Capability (XIOC) was set for January 1979.
(Ref. 1: p. 44)
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Beginnirg in 1979, the IOC Jate was extended several
times until July 1980, when *ha Assistant Secretary cf
Lefense fcr Command, Control, Communications and
Intelligence (ASDC3I) requested a review of the AUTODIN II
groject with some possible altearnative proposals. In July
1981, the Deputy Under Secretary of Defanse for C3I
(DUSDC3I) questioned the wvartime survivability of AUTODIN
II. 1The doukt fccused on one of the basic design criteria
for the systea -- a small number of switching nodes. These
svitching acdes would require manning and would be rela-
*ively 2xpansive. flmediately after tais, the Air Fcrce
Test Lirectcer iszued a report concarning <the increasing cos+
of the systea and doubts about *he technoicgy and future
systes perfcrmance. (Ref. 18: p. 45)]

Irn la*te¢ 1981 the Director, Defensz Communications Agancy
(DCA) established threz design tcanms:

Teanp 1 ~- <4asked with desiqgring the best possitls,
survivable AUTODIN II system ’

Team 2 ~-- tasked with designing the best alternative
vhich would te based c¢n +the ARPANET and WIN tech-
noclogy, a Reglicz approach

Team 3 -- a 30-day evaluation <t=zan.

The evaluation team was to establisn guidance fcr +he
tvo design “eanms and Qdevelop evaluation criteria. ({Ref. 1:
P 45) Scme of “he evaluation factors considared were
survivapility, security, system design, and ccst. The
ARPANET replica prcpcsal, referred o as the Replica, seemed
tet+teér atle to withstand network elemsat losses, prorosed a
sor3 flexible routing algcrithm, and afforded a greater
mobility capability. ([Ref. 15]

AUTOLCIN IX novw had a six-ysar old da2sign and, because of
continuous technology advances, *the aexpected life cf a
computer systeam is albcur 2igh*t years. 1InL the area c¢f large
data transfers, AUTOLIN II was superior <o the Replica
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design. The Replica design would ba using ssaller packe=s
for meéssage trapsfers throughou%t the network -- smaller
rackets necessitate more numerous packets which in +ura
increase the overhead traffic through the system and car
degrade system performance. If AUTODIN II had been avai-
lable fcr isplementation during the evaluation effort tims
frame, *he *echnclogy, schedule, and cost risks asscciated
with the Replica propcsal vwould certainly haves cancelled
some of the berefits. However, having no satisfactory
AUTODIN 1I c=system online, the benefits of ths Replica
approach justified the risks. ([Ref. 15]

In constant FY82 dollars, AUTODIN II total syst
vas estigated at $588 million where the Replica total system
cost was $429 millior. It was projeacted +tha%t *the AUTOCIN II
arnual operating costs would steadily iacrease to 372

:8 CCsS<

gillicn until 1995, wherz the annual cost would level off
near $55 gillion. The Replica system annual cost is
expectsd to peak at $71 million around 1985 and steadily
decreass to *he $40 sillion rangs in 1987. 'Figure 2.3 shews
DDN/Eeplica anrual ccsts. [Ref. 15]

In Fetruary 1982, the evaluation was completed. Based
¢n the ccnclusions the Director of DCA decidad the Resplica
apprcach would provide a better DOD data network.
Consegquently, the Deputy Under Secratary c¢£f Defense crdsrel
the termiration of the AUTODIN II network and “he iritiali-
zaticr of the Replica Adesign, to be known as the Defense
Lata Network (DDN). [Ref. 14: p. 85)

F. DEPENSE DATA NETHCEK

The Lefense Data Network (DDN) will provide “he WIS
comaunicty with the secure, reliable, interactive na*work
necessary tc perfora its functions. The DDN is designed as
a singls, integrated packet-switching data ne<work. The
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Figure 2.3 DDN/Replica Annual Costs.

completed network will have 91 subscriber sys*emz wi<h
approximately 488 hosts and 1,446 teramaiaals. There will be
171 sui+ching nodes at 85 sites. The DDN meets ths
Worldwide Digi*al System Architocture (WWDSA) s+andards ani
cbjectives ty providing a solid technology base, low risk,
and a cost effactive system. This network will sa+is€y
current survivability requirements during a crisis and mset
LOD intercomputer telecommunication raquiremsnts supplied by
the JCS. ([BRef. 16: p. 2]

The sajor DDN design concepts are standardized ccmpe-
nents, d4is+ributed switching ncdes, and automatic fault
recognition. Standardized components allcw smallesr develcp-
sen: coste and lcver saintenance and support costs. Also,




compcpent mcdularity reduces the maintenance impace.
Distributed switching nodas aid in eliminating cheke gaoinrts
which increases the cverall survivabili<y of “he system. A
wide Jdistritution of switching nodes usually minimizes any
impact after a single node failure. Another major ccncep<,
the DCN autcmatic fault reccegrition sys%em, is impl=mented
through a series of Monitoring Centers (MCs) which ar< in
continuous cperation to monitor ne*work performance and
identify tzcuble areas.
The netwerk Monitcring Centers will be key nodes ¢t the

DDN netwerk. There will be a principal system MC, arn al+er-
nate MC, regional MCs for Europs and th2 Paciiic area, 2nd a
MC for esach keyed community. Primary functions for the
sonitcring centers will includz:

(1) monitoring *he status of the netvwork

(2) isolating network faults

(3) supporting software maintenance

(4) providing ne*work elem=nt informa*icn [Ref. 16:

P. 5]

The Cefense Lata Network will provide four levzls c*

suppcrt t¢ the current WWNCCS community:
u-c2 and

level 1 -- hcst processor sitas fc

L R=so
Uri+ Monitoring (RUM) and Conven=z=ional Pilanznina and
Execution (CEE) support
Level 2 — 1limit2d oa-site procasscr suppoz* pius
access <o resote host procassors
level 3 -- processor support tarcugh n2twcrk access
tc remote prccassors in Hawalil
level 4 -— support *through individual *ermirals
ccnnected o remote hes+ data processors {Ref. 8: p.
27)
Tte Cefense Data Network is designed fcr continucuys
cpesaticn tc support real time handling of all user's
traffic. The availatkility goal is greater <han 99% £or any
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pair cf users. ([Bef. 17: p. 5] The thrse major DDN sys*cs

eleaments are switching nodes, IPLIs, and Mini-TACs.

The swi+tching node used for +the DDN is a Pol* 3eranek

and Newman (BBN) C/30 switch, a microprogrammed minicorputer
designed for ura*tended operations which elimina-es *he need
for DLN dedicated personnel a* each switching node. The
throuchput capability of =zach C/30 necdz2 is 300 packats per

seconé in tandem processing -- 300 pack=sts in, 300 packs==z
switched, and 300 packets ou* simultancscusly, €or a tcstal of
900 packets teing handled. The long term reliap-li+y geal
is 5000 hours or greater for Maan Time Be*ween Failur:zs
(MTBF). 1The developxent risks ace low since +<h= C/30 switch
and its sof-ware are functioning elements on such ns*wcrks
as “he ARPANET; WIN; Community On-Line Int=llig

nce Na+twork
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(Bl
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(COINS) ; Intelligence Da*a Handlingy Syscem, Ccnm

&

un
(IDHSC); ané *+he Euc-cpean Mcvemen<t Information ¥=<wczoy
(MINET) . Technology risks are considared los 3ince crly
minor mcdificaticns are neccessary. [Ref. 16: p. 33]

The Internat Private Line Interzface (IPLI} i: based <z
the Private Line In<erface (PLI) which has bear uz2d on *the
ARPANET and other networks for amacc:s <han £ive yeazws, The
PLI/IPLYI technolcgy allows tte simplest of eni-+<o-21nd
encoypticn availabla. Aa ILPI will reside betwsen a hcs*
ard swvwitching node or Mini-Terminal aAcczss Coatrcliler
(mini-TAC) and switching node, d2pending on si%*e coni.gura-
ion. The IFLI is currently under devzlopment wi-<h an
initial delivery da%te of July 1983. I« will suppor

L

anad pewer and weight requirements from the PLI currsn=ly
teing used. The IPLI haczdware consis%<s of a KG-84 cryc+<o-
graphic Jdevics and two Mctorola MC68000-based packet
grocessors. A minimum of £ifty packets per second is se: as
a thrcughput goal and the MTBF goal is at leas*t 5000 hours.
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The Mean Time To Repair (MTTR) is 2xpected to be aprrcxi-
mazely thirty minutes with an availability of 99.9%. The i
IPLI requires no addi*ional personneal and tas maintenarce
and scnitcring systems may be operated from a remote site,
The dev:zlcpment risk involved is considsr2d low due to the
+raditional architecture used. (Ref. 14: p. 39]

A Miri-Terminal Mccess Controllor (mini-TAC) is a

termiral access device which allows a cliuster of up ¢o

sixtser terminals sipultareous access to the networkx. The
hardwar: of a mini-TAC is a MC68000 microprocessor with
m2mory ard sultiple retwork irn“erface ports. The mini-TAC
sof+-ware is based on the software davelopad for use ca *he
ARPANET and allows +*erminal users +*0 ecstablish cecnrnecticns
tetween treir terminals and an arbitrary host on the
network. The DOD standar-d IP and Iransmission Centroel
Prowccol (TCP) are used, The MTBP gcal is grea<sz +than 5000
hours aand the board-swapping capability simplifies mairte-
nancée. Since the miri-TAC is also designed feor urat+ended
cperaticrs, no dedicated personnel are -equired. Conztrol
ecai+tcring and hardware/sof+ware faul: i1sola*tica carn bz
accomfplished remctely by the MCs. Mini-TAC availabilizy :is
expecta2d during FY84. [Ref. 16: p. 82]

Cne c¢f the major comparison factors for the AUTOCIN
II/DDN svaluation was survivability. Tae small number cf

~ nodzs prcposed feor the AUTODIN II sysz=za ls£= major dout+ as
to i*s survivability. DDN's survivabill<y featuces include:

(1) redundancy -- the final system will ccmprise 171
switching nodes, 9 fixed monitoring centers, and S

acbile rsconstitution nodes wizthn MC capabili+y
(2) disseminated switching nodss -- geographically
dispersed sites afford the high2r priority usecs a
greater chance of reconstitution
(3) a dynamically adaptive routing algcri+hm which
~ autcmatically rezou%tes traffic around heavily ccng- .
estad or damaged links and nodes
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(4) graceful degradation bacause of <he netwerk's
resgense to damaged nodas

(5) four levels of precadence/presmption processirng
(6) hardening and HEMP prctec:ion includiag electro-
magretic shielding, lin2 isolation, and power surge
protection

(7) reconstitution =-- “he five mobile reconstitution
nodes will be positicn2d9 in areas less likely *c¢ be
targeted and all users will have a de%ailed ali%eraa-
tive routing plan

(8) preplanned rehoming -- all users will havs a
priorvity listing of switching a1odes fcr rehomirg
(Bef. 16: p. 125]

DIN securi+y will be accomplished through liank encryp-
tioa, and-tc-end encryption, and physical and procedural
security measuras. The KG-84 cryptographic devices will
Frovicée the necessary link eacryption. The Interner Private
line Inzerface (IPLI) devices bstween the host and swischin
rode ¢r pini-TAC and swi<ching node will provide %thsz
end-tc-end encryption. The IPLI will also separa*te subscri-
tars cpsrating at different system security levals. For
physical security measurss, all switching nodes will be
TEMPEST enclcsed and located in secure militacy facilities,
Orly System Morizorirg Center (SMC) personnel will be atle
to retrieve +“raffic s<atistics. All parsonnel a“« regiozal
ard system MCs ard personnel with access <o switching recd:zs
will bold a SECRET clearance. 1In addision, personpel with
access t0 a MC for a secure subnetwork must 3lso be cleared
o the highest security level of th2 subnetwork subscribders.
(Ref. 16: p. 12)

The LCLCN program cffice is within +h=2 DCA organizatica
and ccnsequently comss under DCA's staffing and policies.
The Naticnal Security Agency (NSA) has the rasponsibili<y
for cectifying and accreditiag <he IPLI devicses and
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analyzing the network system design for use with classified
traffic. DDR subscribers will be responsible for acquirirg
the recessary harzdware and software for DDN opera+ior and
suppcrt. [Ref. 14: p. 258)

Arcther ma jor factor considered during the evaluatien

thase was ccst. Acccrding to the evaluation team, “he *DLN
I system can provide [OD with a survivable, ccmmorn-usar
systesg at a cost less ~han being paid for the dedica+ed
systems...". [Ref. 16: p. 15] Using FY82 dollars, <hs 91
dedicat2d systams listed in the user requiremen: data bass
cost cver $35.2 million for araual operaticn. The anaual
cost for the new DDN¥ system includes:

Systen Manaqgement 3,354 K (10.3%)
Trunk/Access Lines 24,694 K ( 7.69%)
Operations and Manageasnt 4,428 K (13.6%)
Tc+al 332,476 K Annually

When develorment and acguisition costs ar2 included, CDN
asnual cpera*ing costs average 335.549 million over a +ern
y2ar pericd. [Ref. 16: p. 255]

Tte Defense Lata Network system desigr builds on +hr-ee
cperaticnal n2twcrks which use the BBN C/30 switching ncds
ard accompanying software:

(1) ARPANET -~ with 90 nodes a+ 75 locatzions
(2) WIN =-- with 26 nodes at 16 locations
(3) MINET -- with European loca*iors [Ref. 17: p. 2]

The DLCN will emplcy a four stage implemeatation apgrcach
which sbculd lead to a graceful evoiution capitalizing e¢n
existing networks and interfaces with minimum risk fcr new
technclogies. The ARPANET will supplament DDN*'s +ast and
develcpament facilities but will remain as a scaled-dcwn
research retwork. It will later sarve as ar »peraticnal
tastbed for future DIN software relsases. ([Ref. 16: p. 24]
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The four transition stages for DDN I are:

Stage 1 — Service will be provided to subscribers <hat
can be hardled with minimum development. The WWMCCS Ne<wcrk
C/30 swizch upgrade will bs accomplished during this stage.
Ccamunities cf interest and netvorks with differing security
levels will be physically separated iato three distinct
petwcrks:

(1) Strategic Air Command Digital Network (SACDIN)
-~ at a Top Secre+ (TS) systea-highk security level
(2) Military Network (MILNET) -- for unclassified
subscribers tc¢ include military ARPANET users

(3) Command and Control Intalligence (C2I) Nexwsztk
-- with a TS system-~-high securicty leval netwecrk with
twc subnetwork communities:

the C2 Comgunity basically for WIN subscritars and
*he Intelligence Community pcimarily for IDHS
IIMenartnent of Defanse In<talligence Infcrma+icn
Systenms (DCLIIS) users.

Stage 1 is sxpected tc be complated by 2nd of PYA3,

Stage 2 — As additional IPLIs become available 3urirg
1984, mors subscribers will bs added <o the network. The
pini-TACs will be isplemented in Stage 2, also. Compla<=ion
is expectad by ~he end of FYS84,

Stage 3 -- During Stage 3, *he three separate ne<works
criginatsd duriag Stage 1 will be int2grazed %o beccme *he
DDl I, suppcrting mul+tiple levels of sacurity. Durirng <his
stage, addi*ional classifiad subscribers will be inccrpe-
ratad intc the network. Stage 3 wiil be comple“ed Lty the
€énd cf FYI85.

Stage 4 =-- As hest interfaces are developed, all
remainiang DON subscriters will be includsd in the ne4twork.
The fipal DDN I petwcrk will coasist of 171 nodes supperting
91 systems, and the [LN sys~em design allows fcr a mcderats
increass in traffic from 2ach network user. ({[Ref. 16: pa
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189 ) Figure 2.4 shows the transition plan for ths DDN I.
[Ref. 16: p. 190)

6. WIS/LDN CONMNECTICN

Currently, the Defense Communications Agancy provides
WWMCCS scftvare suppcr:t through the Coamand and Control
Technical Certer (CCIC). Although the WIS modernizatior
plan is pct a part of DCA, the WIS JPM and the Direc<or of
DCA havas entered a Memorandum of Agreeaent which insures
CCTC suprort during the WIS moderniza+tion effor«. Hcwever,
since fplans call for the Defanse Data Ne<work (DDN) +*o Lke
irte2gratsd into the LCS, -“he DDN program office falls urder
the CCA crgapizaticn. The DDN will provida a coamon users
nstwork, carable of inceorporating the majority cf the C3
retwcrks available tcday and providirg a standard, secure
and sharei-resource capability.

Tke DLCN will not ke zestricted to support of +he WWMCCS
coamunity. As can be seen frcm Pigure 2.4, netvworks such as
the SAC Tigital Network (SACDIN) and th2 ARPANET will
utilize *he Defense Lata Network for intercommunica*ions
amcng member sites. With these various user compunities

n

tiding cn cne network system, a multi-level sscucity systanm
is imgerative, although technology hindsrs *he dsvelcpmernt

¢f£ such a system. The management of the DDN network, a

network where users range from unclassified mili«ary ussrs
cn the ARPANET tc¢ high classificatior users of “he JDS ~on
the WIN, has not been sufficiently addressasd ard will teccme
«he scurce cf major gprobleas.

As DCN comes intc being, new WWMCCS standard sofrware
will te isplemented under the WIS modernizatiocn plan and
éxisting site-unique software will be modified +o reflect
the updated system. These software changes and future hard-
ware acquisitions will affec+t evary system used within +h2
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WENCCS ccamunity. The WIS modernization impact will be fel:
by all users supported by the Joirt Deployaent Systee (JDS),
cne of the most widely used WWMCCS systeas and <he +otal

sanagement system cocrdinating the links between deliberata
rlanning, time-sensitive planning, and depleysmert cf fcrces.
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IIX. JOINT DEPLOXMENT SYSIER

A. BACKGRQUND

In Cctober 1978, *the JCS conducted a ccmmand post sxer-
cise, NIFIY NUGGET, tc *est full mcobiliza<ion and deplcyment
capabilities for U.S. fo-ces. NIFTY NUGGET 3xposed defi-
ciencies in both the milizary depiloymeat planning 2nd

execution precess as vwell as the supporting Maragement
Informaticn System (MIS). The systams most widely u+tilizzd
during NIFTY NUGGET included the Join* Operational Planning
Sys-er (JGPS), Unit sStatus and Identifica=ion Report

(UNITREP) System, and command unique systems such as *he
Deployment Management System (DEPMAS) used by +«he U.S.
Readiness Ccmmand (USREDCOM). JOPS supocrted planning tuz
supplied ro suppcrt for the exscution phnase. The UNITREP
sys-em was not responsive tc¢ time-sensitive decisions.

CEPYMAS was not available *o the joint 3eployment community,
the system deal® with Army and Air Fcrce forces only. Thsz
need for a2 centralized deployment and decision suppor:
sysces fcr plarning and 2xecution was svident., In March
1973, the Jcin- Deplcymen- Agency (JDA) was astablished ¢
suppcrt the JCS and supporting coamanders as the nucleus of
deploymsnt and associatad activities. (BRef. 10: p. 3]

The Join“t Deployment System (JDS), resident 2+ <he Jcint
Deplcymer+ Agency, was crsated <o support the JDA missicn.

The JCS frcludes perscnnsl, procedures, directives, cocamuni-~

caticns sys«“ems, and electronic 3Jata procsssing sys*ems
which sugpc:it peacetime planning and zime sensi*ive planning
anrd procedures. The JDS concep* is th2 development cf a
single sugpcrt system for all stages of daployment manage-
ment with particular focus on planning, dsployme:xt
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execution, and crisis monitoring. Af«er *he JCS exercise
crder is delivered, the JDS allows th2 monitoring of move-
msent of forces, ma*eriel, and non-unit related parscnnzl.
The Master Fcrce List (MFL) £fila, schedule file, scheduling
raquirements and UNITREP data ara ganerated from the dsplcy-
sent data base aad distributed to users. [Ref. 10: p. 18]
Through the JDS, the Joint Chiafs can achieve dirsc+ imrle-
santaticn of their degploymen+t decisions during peacetinme,
commard fpcst exercises, crises, ard war. [Ref. 18: p. 1]

BE. JILS/WIB LINK

Tre mission cf the JDA cbviously d=2pernds on interconnec-
+ivity amscng the join*t d=ployment commuaizy., Tha WHMCCS
Intercomputer Network (WIN) is used to organize these
geographically ssparated host compuzers in<c a singla
netwcrk ard bacomes the backbons of the JDS cemmunicazicens
system, essential in ¢he plarning ard executicrn cf deplcy-
ment decisicns. The deployment data base depends on WIN for
accurate inforaation exchange between user sites and <he
JDA. ([Ref. 19: p. 1] Figure 3.1 illustrazes *he WIN rela-
tionships within the join*t dsployment communi*y. ([Ref. 20:
g 12]

Trarsac+ion throughput is site dependent bu< 2 JCA si=%e
will usually average 1200 transactions per hour. User
respcnse tine is dependant cr the number cf users sipul*tane-
cusly accassing WIN. For example, wi*h an average of ten
simultanecus users, WIN cesponse time averages *wo *o five
seconds. Ten is considered a small number of users and crncs
cver ten, significant pecformance degradation is experi-
enced. [Ref. 18: p. 13] The WIN sofzware available for
transac+ions iaclude TELNET, the Telecommurications Network

35




*d iqsuoyietey L3rinmwo) 3usmiordag 3IntOL/SIOHBA

ﬁl"'lll'llnvl"'lll'

L°¢ @anbya
...... T T T T e BT T
DOIOHDIOD ] OF UL, ¥
WOOHLINOSSN 3 WOOL1S3IMVYSN 4YOvd 1140V
"i .‘ ’
PUBIWIOD) Y s, ...
uewsely . \ Woovd
HNIAYNSN WOODINVYT
X aseqg ejeq
' Wwewdloideq
34vsn INVYIHY/

HN3IYYSN

WOoOoNasn

(J34UY /WODSUO4

INVT4Y/Q3H4VI0V)

131Ud) putwwo)
st1507) auirepyy

J81U8Y) PURWILOY)
Anepy

|ue) suonesedo
93104 ny

181U8)
suongiedQ Aurry

SOr1OONN

) 1,4}

OWIN

o1, |

{Pe138uu0)) ION)
WOOQaYv

Jvs

36




ey et

S eemmmm e

Erograr used for wmessage exchange and di-ect acczssz =0
Tesources of remcte hests, the Pile Trarsfer Services (FTS)
usad mainly <€or large bulk <transfers between sitss (i.:z2.,
tha 1TPFLLC file and TPFDD £ile changss), and *he
Telacenference (TLCF) capability which simul+aneously links
ary nusber cf WIN nodes into a textual exchangs cornference.
AUTODIN is +*h2 general message exchange system which may
also ke uszd for query/rssponse activities ard WNACE traas-
fers Adata between <+he JDS and AUTODIN, au+tomatically
fcrmetting the aessages generated by JDS. (Ref. 10: p. 18]

C. ALP GCALS ANL CAFABILITIES

The Joint Deployment Systea ADP criteria goals ircluds
an availatility cf 24 hours a day, 7 days a wezk, =xcep* for
sch2duls:d maintepance and unexpacted outages. Ths cperation
goal is ¢5% for routine processing and 99% for crisis and
exercise cperations. The deployment 3ata basz is rseident
at JDA with tha» rajor backup at REDCOM. The JDA aad RELCCHM
compu*er systems are comprisad of fous processors crgarnized
in dual ccunfiguratier wi+h sharad disk drives, colocated in
tha sam2 facility. Ths JDS C-=zliabili=<y goal for MTBF ie 36
*ours with MITX cf 10 miautes. Whan £fully 3dsvelopzd, JDS
w11l te a *ransaction-criented commuaicazicns systam carpatle
¢f resal-=<irs procassing on a distribuza2d data base within
the WIN ervironmsnt. [Ref. 10: p. 32)

The JDS computer system availabili<y a0t only dspends on
the hcst ceppu*er upsdown ratio; c+her factors iaclude <+he
supporting WWMCCS systam software such as the Time-Sharinag
Syster (T1SS) and “ha General Comprehsnsive Operzting System
(GCOS), the JIDS software which includes *he Remote User's
Fackage (BOUF), ard WIN availabilicty. A1l cf these ccmpc-
nents sust te availatle Zor a remote user to access *he
deplcyment data tase., JDS will allow in*erfaces with
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app-egpriate service and command~uniguse data systeams
accurate infcrmation flow among the joirnt deployment
communi+ty.

The JCS :s divided into 5 procedural subsys<zns:

(1) plan generation -- sxpansion of the Ada*a bas

i)

fer inclusicn of new data
{2) plan maintenance =-- modification =f the data
tase to teflect changing rssources or coastraints
(3) execution praparation -- adjus*men*ts tc glan
dat=z to account for real world datss and require-
BEn<TS
(4) schedulirg -- ccordina%ion and distribution of
“Tanspor“aticn schedules dzveloped ia conjurc=eica
with the Trarsporta ting Operating Agencies (TCAs),
. f.8., Military Airlift Command (MAC), Mili+ary
affic Marnagsment Coamand (MTMC), and Mili+acy
122312+ Command (MSCQ)
(5) movement momitoring ~-- repor+ting cf <h2 status
of <he dsployment, departur=zs, ané arrcivals
[Ref. 102 p. 20]
The Jcizt Daployment System offers tae joiznt 4

i1

rloymerns
commurity five piocessing al=ze-natives:
(1) 7i-2 Sharing System (7SS) =-=- simultaneous access
cf zhe ccmputer sys*2m by p0-2 than one user
(2) ba<cl updating =-- pripacy systen for JDS da<a
cass control

(3) t-ansacticn processiag -- d4ata bhass apdating
°‘r*uqn cne ¢f twenty-thres Transac*ion Ssrvice

cdules (TSMs) which maintain a near rszal-itins
nfcraa tion flow be*twesn WIN sizes
(4) stand-alcne programs =-- software sent QvVer +ias
WIN retwcrk tc update +*he JDS 1a%a base
(5) Remote User's Package (RUP) -- provides the
capabili+y %«c send and -eceive <ransacticns from
¢ther WIN sites [Raf., 21: p. 34]
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Users may access local or cemoze deployment da<za Lbasszs
using any one of four methods. Twenty-=wo on-line quec-i2s
ar2 ava.lablie on the time sharing sys+2m. The Manageman:
Da%: Cusry System (MICS) for rertriavals allows “he user %c¢

rigipatec a batct precess for infermation retrieval from =he
Master Force List (MFL) file and schedule filss. The NFL
£i12 alsc allovs users without *he RUP capability to
ini<iatz informa+tion queries. Users can zlso utilize the
automatic scheduling messages package <o auszormatically
rzceive mcvement data tor the nzxt twanty-four kours through
th2 NMCC Automated Ccntrol Executive (NACE). ([Ref. 21: p.
65]

. DEVELOPAENT

The Jcint Deployrmen* System is ba2ing developed in five
s=ages. The Bassline Stage has bear completed and JDS now

gxovides service o the jeint de2ployment community. h
Iri=zal Cperazional Capability (IOC) £o- the seccnd stage

which includes limi+ed on-linz update and guecty fea*urss,
istwibuvsd processirg support via 4he Remct: User's Package
(RG?) , 3and da=a kase ftackup a+t RZDCIM, was achieved Decerber
1982. The third stage incorporates long-+srm requiremsnts
definicion and validation. These addinicnal reguizements
will suppor: the Crisis Action System (CAS) and will snmgpha-
=ize suct ttings as sulti-pian suppor* and no-plan suppor:.
The fcurth s*age is Full Operational Capabilizy (FOC) and
“he ICC is rpresently Cecember 1385, Since JDS is the cen%er
cf ~he Ccerventional Flanning and E2xszcusion (CPE) £furc:ticnal
family of the WWJCCS ADP program, the Zifth szage, Pos=~FCC, !
will Qde=-ail the JDS integraticn into the WIS modernizaziorn
frogram. ([Bef. 10: g. 78)
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Tre JIDS da<a base presently contaias 108 zecord =vpes
chaired in lcgical reccrd relationships in the Herneywzll
Int2grated Data Store (IDS) s=ructure. The 3a2ata includss
irforma+icn on forces, ncnunit parsornzl and cargc, Tcve-
gent, and transpcertation. The JDS 1s a ccnglomeraticn ¢f
275 agplication fprog:rams and subpzograms which main+tain and
naaipulate the deplcymen= data base. The majority <¢f <he
JDS scf=wware works or menu-selec*ion ani pre-defined display
scrzens. Although the entite data base is ras 3
JDA, vacricus 3deployment community asmbars will :

Tepants

'I
b et
o
W
ll
2]

a
ssparate da=a bases to sa+<isfy unigue command requ
&arnd ccmmand and cont:zcl functions. Each of <heses sites will
also maintain a Data Ease Managemen: Systam (DBMS) ard lccal
gccess =¢c *he main da*ta base. Thesa dist-ibu+ed datz tasgszs
2211l Le subsets ©f the naster Jdata bzse and will b= pain-
“ainsd ccrcuzren*ly with the maszz:z by near~simul<ancous
{(Wi<hin five ainuteg) dis<ribuzicn of da=a t-ansac+ticns.
This distritutior will significantly r=24duce WIN activity and
re+twecrk perforaance deqradation associa+zd wi<th large datsa
+ransfers, The dis+ribu+t:=d data bases will also echance JDS
survivacility by providing wmul+ipls backup locations for JDa
functions. ([Ref. 10: p. 25)

E. FUNCTIONS

On2 cf +the major JDS functions is to p-ovide a dridge
tstveen deliberate planning and tia: ssasitive plazning and
execution. The two systems utilized ducing <hesz procedures
are the Joint Operaticnal Plarnipg System (JOPS) and the

Uni< Status and Identificatior Report (UNITRE?) Sys=zem.
JOPS éstablishes procedurzs £or planning and sxecuting
deployments during peac2*ime and crisis situa“icrs as
directed by XS; the UNITREP System con=ains the locatica
and iden*ti€ication of acztual military units needed during




1%Qf'w"'““’=”---'------lllull-nu-unuu-ll!lll---uu---—_—V“ﬂ

+he plantning and execution phasss of deployazent. The JDS
supplies the nacessary lirk between thase two systems by
maintaining an up-to-date deployment da+a base. [Ref. 10:
B. 9) Figure 3.2 graphically illus=razes the JD5 ccnnecticn
t2tween deliberate planning and time-s2nsitive planning and
exacutior. (Ref. 10: p. 10]

During +he deliberate plarning phase, Time-Phased Fcrce
Ceplcyacnt Data (TPFLD) files are devaloped for a specific
Cperation Plan (OPLAN) using JOPS and UNITREP. The iri<ial
data is ccllected frcm supperted commanders ard service
rzquirements. The JCA holds & two-phase cenfszsrenca for
refinement of the data and then the TPFDD is Iincorporated
into the JDS data base for that sp2cific OPLAN. This methed
grovides +he prizary source of input iato the JDS. Scme
groblems wi<h these frocedur2s aze ths time-consuming
conferznces and reviews and <h2 aanual manipula<tion cf <he
data. ¢Baf. 10: p. 12]

41




«yuaukoydag pue Huguueld AILITIIHW JO RATAIIAQ 2'¢c °2anb1a

[ 31919
43MLINN

$33404

407 oy

(111-1 Sdof)
$533044
TUINIADY
pue saapig Gujuueyg
uogyeaadg

NOTLADIXT NV ONINNY TS ATLISNIS- Mid AT UL ELIRE ]

t
aaedasg _ ueld
| sapy(jqedey
hajesns
| wyor
— ysiitnd
_ m]15AS
— fujuuelgd
216330018
— o
|
!

AP i e At s €3 om0

42




P. REBOTE USBR'S PACKAGE

sirce the aa’crivy of JDS usec-s ar3 remotre 3rnd <re File
Transfss Service (PTS) or WIN has proven %0 be slow 223
unreli
Osar!?

&

(¢

iable, *he Joint Deployment Agercy developed %ne Repc
s Package (RUP) *o offse+ some of these problams. Tk
RUP is irnstalled at selected WIN sites zo allzsvia<e some of

Ww

the rnetwcrk overloadirg caused by largz da<a <ransfzrs.

Wha2n utilizing the Rsmote User's Packags, no dicect conrzce-
+ion to the JDA host via WIN TELNET Is rsquired tc access
tha data base. (Ref. 21: p. 26) Siance the RUP? permits users
to input update and query transactions via +heir cwn
Time-Sharing Systam (ISS) and the data base is then accessed
through WIN, users exgperience a sigrnificant dsgradaction of
cwn TSS response time, The JDS Remots User's Package
includes an Interface P-ocessct (JDSIP), arn Tpdate Precssser
(JDSUE), 2 time-sharing packag2, and a bhatch upda<s
capatkility. {[Ref. 1S: p. 7]

The JLSIE previdess the nec2ssary comnmunications toce+ecol
fcr trarsac<ion processing bstwe2n two WIN si<e2s. Thks
seading =itz JDSIP breaks bulk filzs irn=o iadividu
sacticns, then *ihz rceceiving si+2 JDSIP acczr=s 2a
transac-icn and rasses i+ 0 thsz JDS 1f 2 WIN conn
availabie¢ oz holds +the <zansac=zi
made. Ar acknowvledgement is rnecessary from “he receivar
kefore ~tke next <ransaction (packez) is szr+t., The Remo+e
Uses-'s fackage essentially transforms the WWMCCS
Intsrcomputer Netwerk in%o a transac*ion procassing sys=am,

as was <te criginal design goal for WIN. Thz capabilziy rnow
exis*s fer =transacticn updats procassing he<wzern +wc WIN

0n
et
0]

t2s in near-rezl *ime without dependencas on a WIN
conazection *o the JDS. [Ref. 19: p. 9]
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The JLSIE of *h2 Teceiving sitze forwards the “zanzac-

ione %35 the JDS Update 2rocessor (JDSU?) for indivi

[ad
(87
[}

nal

§2-

clusion into the data base. The JDSUP is capabla c¢f

[

receiving input transactions from +he time~sharing <r katch
systes, WIN via the JDSIP and PTS capabili=y, and AUT
via the NACE p-ocesscrs. Ths Update Proc2ssor prevides
dyramic reccvery check points during processing wi<ho
intarruption. If na2csssary, transaction processing r=

0

v O
<

1]

la )]

[

is ackisved afrer a cecmmurications inta-ruption using <t
checkgpcints, thereby 10 longar requizing =-hs complers
r2initiazlization of the task. ([Ref. 19: p. 9]

Althcugh JDA-generated sof=wwar2 has grza%ly improved JDS
rerformance, particularly in +«he WIN arzna, additional
improvements ace nscessarty. JDS should be suppertzd oy
softwarz which reguires a minimum amoun< of traiaing and
skills due “0o “he ccmputer experience of mcst users; for
instance, JCS action cfficers. Users have recomaands=d +he
irpformaticr displays te modified o r2move *he time-frams
distirc+«icn ¢f *delitera<e' or 'crisis' planning. Alzncugh
the da%*a is pow maintainad quarta2zly by ths Ccmmard and
Centzcl Tschpnical Certer (CCTC), rart of DCA, *h=z JDS
deplcym=n+ data tase should move =owards Teal-~-time meinte-
nance tc ccrstantly provide a currsn*% dsploymen* si=zuaticn
data tase resident a+ JDA. [BRef. 10: p. 13]

Additional azeas for gen2ral system Improvement incluis:

{1) revising man-machine interfaces fecr simplif
«ion

(2) aggregating informa+ion for senior laval
managers on general JDS capabiiitiss

(3) insuring more accurate and timely data ccllec-
ticn

(4) developing standard daza definitions

{5) enhancing the recovary and backup facili+ies
[Ref. 10: p. 19]

B P



IV. BENCCS/JDS PERFORMANCE

As previously discussed, “he informa*icn f£law bhetweern
the NCA and military forces depends upon a r2lizble, secure,
and survivable intercomputer network. The WWYCCS
Interconputer Network (WIN) was desigrn2& <o provide excharge
of inforraticn through computer-to-computes and remote
+arminal~-to-computer processing using distribu=3d dz2ta base
conceégts and worklcad sharing techniques. ([Ref. S: p. 42)]
WWMCCS 2vclved through the early v2ars as services isveloped
hardwars and sof+«ware to meet unigues c-3quicem:nts. PBased on
the <volu=icnary approach to systems davelcpmsrnt, 4WMCCS
should :vclve through requiraamsnts speciflica<ions as opposed
+0 the traditional sys*t2m acquisizioz apprcachk. This thecry
is supperted by a lack o€ specific C3 systzam cozeriag
'poorly understood C3 systems concepts; language barrciers

betvween the policy makers, plannzrs, and commaniers; and the
rebulcus framework f£cr C3 systems svalua*ion, [ Ref. S:

16] The-: are numerous systems other than C3 systems which
suffer frcm cne ¢r mcr2 of the problems merticned. For
instapce, any highly specialized syst2m will iigely experi-
ence tarriers ameng technologis+ts and users.

As prcven with th2 early WWNCCS, 21lo0Wwing uszers <o
develop small, uniques systems independantly, precludes +the
intsgraticn of these systems into a responsive, larger
sys-sm. Cbviously, interoparability was not ths primary
concern fcr these individual funding effor<s. Twenty vears
later, WHWMCCS remains somewha: fragmented dus to ths aksence
cf a2 centralized, long-range plar for the managemen* and
rudget ccntrcl of WWMCCS and the Defense programs affec+ing
WWMCCS. With the WWMCCS Information Systam (WIS), a Jcint
Progras Manager (JPM) Office was established <o provide
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centralized management for all aspec*ts 9of <he WWMCCS mcda:c-
nizaticn fprcgran.

A. SCFTRaARE

The ccmputer operating system utilized with the
Honeywell equipment is the Genercz2l Comprehnensive Operating
Systewr (GCOS) Aesigned by Heasywell. Houeywell alse distri-
bu4es this operating system to civilian cus-=cmers but the
Command and Control Technical Canter mus=: c<xtensively mcdify
each GCOS release for security additioans and unigue WWMCCS
Sof-ware sc the GCOS used withia ths WWMCCS ccmmunity is
consistantly several years behind <he current civilian
versicen. GCOS was developed <o suppo-t a single-si+te and
batch-o-iented user communi+ty and has prover very successful
in such situations., Present day C3 systsm cegquisemesn<ts
howaver, demand an online interactive processing capability.
While mcdificaticns *o the Honaywell har-dwar2 ani softwars
have imprcved perforrance, the basic cizcuizzy is designead
for batch processing and cp+imal performance will rnct be
achieved in an orline in+erac+ive eavironmen=.

With any large data base sys<em, a Data 3ase Managenen<«
Systes (DBMS) will be devaloped *to 3llow sasy re=rieval and
upda+ing of the data tase. Gens:r-ally, -hese nmanagesernt
systess arte user-friendly and resquire minimal technical
expsrtise fcr successful use. The DBUS used with WWNCCS is
the WWMCCS rata Management Sys*tem (WADMS), Since WWDMS
reside.. cn ~he Honeywell equipm=nt, i% rslies on tha GCOS
cperating system; therefore WWDMS was iesigred around a
batch-orien+ed architecture, WWDMS usas GCOS *o access
files for retrievals and updates. B=2cause of the ineffi-
ciancies of the mili+ary version of GCOS in
data ip and cat c¢f primary memo:y, the performance of WWDMS
is adversaly affacted. (Ref. S: p. 25]

cransferrinag
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Reports on the user-friendly aspect of WWDMS have rc=

teen favcralble. PFor the most par+t, +the WWDNS language is
oriented towards the more tachaical personnel ard is corsid-
ered tcc de+«ailed for the average WWMCCS user with minimum
computer trainirg. Ccasequently, users are not likely %o
pursue the management systea capabilities beyond s+tandard
procedures and WWDMS' full facili<ies remaired unused. PFcr
the ccanmunity to explcit “he systems and capabilities avai-
lable in WWMCCS, a user-£friendly and rasporsive DBNS is a
necessity. ince the concepts of a distributed databse
managemnent system are new, a reliaole quec-y language cculj
suffice during the development intasrim. I+ should reguire
pinimuy ccmputar experience and a uninimum amcun*t of special
+raining.

The need for a Multi-Laevel S2carity systsm will not be

satisfisd u+tilizing the *the cucren: WWMCCS Honeywell egquig-
p2n* since this design incorrora“es only two machine statss,
¢z Tings. The Master state accomplishas +he kernel func-
tions c¢f the operatirg system, passvword valida*ion and daza
rsquests, as well as the functions f£or scheduling and allc-
caticr cf resources. The second state is for ussr
applica*icns programs, referrzd %o as the Slave staztz.

(Ref. 5: p. 29]

Since the security protec=ion procedures, all syz<2m
gsoftwares, and the rescurce allocation procedures reside in
the s=aam2 ring, access to the specified riang area is cozmon
to 2ll users with access t0 any one section of <ha+ ring.
The current theory is that, urcder this scheme, any gccd
systems prograamrer shculd be able =0 penezrate the kermnel
gsecticn and gain access to all passwords and securisy
checking procedures.

Security alternatives to a MLS system are dedica+24
ccmputers, schaduled operations, and systam-high securit
cperaticrs. With dedicated ccmputsers, a separare compu<er
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is required for cach security level and individual daza
tases are requirad fcr each application requirement withirc
the different security lavels. The scheduled operazions
m2thod insures all data per security lev=2l is processed a<
separats times. This restricts users of different security
lev3ls *c computsr availability. The most difficult asgec:
+0 cthis gethcd of secure processing is the sani+tization
recassary betwaen security level prccessing psriods. The
entire system 2avircrment must be modified, becth the machine
ard physical facility. In addition, communications lines
must ke kroken, disk packs must be excharged for —-the 4iffz-
rent security levels, and main memory cleared. This
procedure averages orns t0 two hours to complete., [Ref. 5:
£. 28)

The +hird al+ernative, sys“za-high securi“y oparations,
is primarily used throughout th2 WWMCCS ccmmunity. Witk
systep-high cperatiors, all personn=21, physical spacs, and
equigmen+ must bz appreved for the aighest secusity level of
*he informa“ion teing processed. The biggest disadvantage
to *his method is the restriction it places on the sharin
cf secure ccrputer rescurces. In addition, this methcd
kecomes costly in terms of physical securi+y and persoarncel
clearances. The sys*em-high security approack, if imple-
meated correctly, will satisfy security level requirements
kut dces not address “he need-to-know issue. [Ref. S: p.
28]

B. HBAEFDWARE

The availability of an electric power sources greatly
affects the reliabili+ty and survivability of a compu<«ar
netwcrk suchk as +he WWMCCS Intarcomputer Netwerk (WIN). For
+he current WIN, there axis%ts nc s<andard criteria for the
availability of electric powerz. 1I£ zlectiric powsr is
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disrugted cr *he air-conditioning damaged, data processing
capaktilities are totally lost or, at a minimum, severzliy
degraded. Cnly a few WIN sites have a reliable backup power
source or reduadant computer system. The Natioral Mili<ary
Cocmnand Center (NMCC) maintains two ZIndependent power
sources for i=s computer system. This system affords
protection against various lccal power blackouts and irregu-
larities in +he commercial pcwer sys+em. (Ref. 5: p. 29]
Tha NMCC alsc maintains 3 totally zsdunidant computer systenm,
hardware and software, located at the Alternate Na<icnal
Militacy Command Cen*er (ANMCC), which has an internal power
genetating capabili«y. In early WWMCCS years, the ANMCC wacs
ccnsidered rardened end fully self-supporting, but <he
altsrna*e si%e is n¢ lenger considered hardensd agains< =<he
current %threat. A few othker large WWMCCS sitces utilizirg
commercial pover are also armed with an internal power
g2nsera*ing capabili+y, £or instance, the Northk American Air
Cefense Ccomand (NORAD) and the Szrategic Air Command (SAQ).
Most cther WWMCCS sites have no reliablz backup pcwer
source.

Presentiy “he NMCC has, ¢f course, the mos% viabls
altsrrate ccmpu*er syscam -- bo+h redundarnt and remote,.
O~her sites maintain radundant data bas=ss but usually in
close preximity. Por example, the Joint Deploymen+ Agerncy
gaintains a backup JLS data base at the Readiness Ccammand
(REDCCHM) tut which is physically located at the sane
facility.

C. IVY LEAGUE 82

During the pariod 1 ¥arch to 5 March 1982, the JCS
conducted a WWMCCS exercise, IVY LEAGUE 82. The exercise
was desicned to evaluate defense opervations run from <he
NMCC at the Pentagon, then relocatad to the alterna+<s
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command center, +*he ANMCC. As ¢he exarcise progressad, 4IN
perfecrmance drorped and respense times reached ar
unacceptable lev2l. A DCA/CCTC sponsored IVY LEAGUE
Analysis Task Force swas organized *o analyze the parfcrmance
©f ~he WWNCCS ADP system and retwock, with concentraticn on
the par+icular pr-oblems encountered during the IVY LEAGUE
exercise. (Ref. 22: p. 1-1]

The Task Force fccused its analysis on the four aajoc
sites where <he slowdown condition was most prevalent: the
NMCC Readiness Systen, the ANMCC, REDCOM, &nd the JDA.

These four sitas were not all the WIN nodes participa=irg ir
the exercise, bu-~ it was felt thesz sit2s were indica=ive of
cverall WIN perzfermance during IVY LEAGUE 82. Information
was ccllec=2d from cn-site exercise perscnrel, manual lcgs
updated thrcughorvt the exerciss, compuzar generated liscz-
ings, and WWMCCS comruter sys+tem console logs from <he
par*icipa%ing sites. (Ref. 22: p. v]

The IVY 1EAGUE Task Porce ravealed szverzl majer factcrs
cont.rituting to the WIN degradation:

a |

(1) excessive coamunica<“ions pzoc

w

ssor loadiag
0

z
(2) c¢ommunications subnatwork f£-agumentation
{3) host ccmputar resource contan+ion
{4) sof+tware resourcs contention
{5) management o0f ccmputer opera<icas
Each ¢f these will be discussed in the following sgc=ions
with *hsir impact on JDS performarnce.

D. CONBUBICATIONS PBOCESSOR LOADING

The successful oparation cf +*hs WIN ne*work degpends on
an uncenstrained flow of data between the computser sys=e<a
and the network. A commurications processcr is ussd on =<he
netwcrk t¢ ccordinate inputs from remoze termirals aad send
them to the bost system; it also recsives cutputs frem <he
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computer systen and csernds them =0 the correct user, 1Ths
comaunicaticns processor harndles *the connecticn from +«hs
host comgputer system t0 the network. The Heneywell Da<ancet
355 (DN 355) is the ccmmunications processor used throughcusz
+he WWMCCS ccammunity.

The design cf the Datanet r=aquicres sufficient available
DaBCYY *C precess message traffic; otherwise +h2 Datans* may
rastrict the flow of +*ra€fic from the host +0o +he n=s=werk
and frcm repote sites to the host “hrouga unsa+isfac*ory
terminal response time and slov fila transfers. The blcck
cf mescry allocated fcr message processing is subdivigde?
into sections called tuffars. Buff2r size is dependent c:o
the typs and numker <¢£f connections <o *he Datanet. The
greatér the number of connections, *he lcwer <hs available
pemcry and <he lower the buffer size. WIN ccrpnecticns *o
the Datanet must contend for buffsr space Wwith remots
Frocessors, AJTOTCIN connections, 214 <taz lccal t=2rminals.
(Ref. 22: p. 2-1]

Durirg IVY LEAGUE 82, when +~he Datinst became over-
loadsd, us2rs =xperienced ug to *e: ord pauses fcr svs=en
raspons=., Scme of this was attrituzebd
ceafiguraticn -- £co many connecrtions TS 2ne Dataretr. A+
JDA, all 115 local terminals and <he WIYW ccnnac-ichn wers
served by <he on2 Datane+. In som2 caszs, Ssveral term
shareé cne line into the communica<=ions pdrocessHar which
further hindered termiral response “im2. In additicr “¢c *he
termipal cverloading, this same Datan2% also served *he
AUTODIN intarface a* all four sitss -eviewed. ([Ref. 22: p.
2-1] Wi<h this Datane* configura+tion, any ze-minal discecrn-
nect from the system or any Da%anet failure affects all
conrnected terminals, koth local and remote. Consiiering ths
large numter of terminals connected, the chance of a Datanet
failure or sys+em r2initialization (reboct) to clear

erminal cr WIN rroblems is exzremely high. Figura 4.1
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graphically depicts ctser-deperdence on the DN 355/Hcst link.
[Refc 8: Pe 3]

Ty e . e - -

115
IMP INTERACTIVE AUTODIN
TERMINALS INTERFACE

DN 355

JDA
HOST

Pigure 4.1 JDA Configuration.

During rericds of particulazly bad parfor-mance in IVY
LEAGUE 8z, ccmpu<er data dumps werzs +iken from -he RELCCCHM

Datanet. JLCA Da*anet dumps werz no= availabls, but the
REDCOM ccrfigqusatior was considared similaz <o =hat cf JDA
with 139 local terminals connected to the one Da*ane%. Da=a
retrieved -evealad 4,490 data “ransfer requests denied
during a 17-hour period because of insufficient buffer
space. During a serparat2 22-hour periosd, an additional

4,651 data transfers were d2nied due %o lack cf buffer
spaceé. These nunbers only reflect Datane+t denials, local

Interface Messags Prccessor (IMP) and terminal malfunc+ions
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may also have occurred. During IVY LEAGUE 82, “he JDA ncs=
computer received an average »f 150,000 tr-ansac+ions parT
day. Speciiically, cn 2 March, JDA processed 252,864 zzan-
sacticns and 87,417 transacticns were processsd cn 4 March.
{Ref. 22: p. 2~-2]

Arcther hinderance tn Datanst perfor-Dance was OQOL&ara+or
rebocts ¢£ the Datanet, Jperations would fregquer+ly ceini-

tialize the Dazapet ir an attempt to free blocked “erminals
or solve WIN protleas and various other abrnecrmali<ies cccur-
ring in tke nretwcrk. [Ref. 22: p. 2-1) Althcugh the
specific impac= <¢f tlese Datanet rzstarts were nc< analyzed,
they ctvicusly affected WIN pe-formancs. For instaacs, =—he
Join+ Deploymant System tranfsrs TPFDD files and TPFDD €ila
changes tc -“emote sites *hrough +h2 WIN FTS., If a Dazanes
r2boot occurs duzing this time, th2 file transfer mus< t2

recovercsd., Previous to the development o2f the Re

(4]

a
Fackage (KUF), transaction rscovery meant file <rca
reinitialization. Now, “he JIDS Updats Procassor
dynamically generates checkpcints throughout <he <rar
allow file transfer rescovery a* ths pe¢int of disccnrec+icrh.

The WWMCCS ccmmurity =mploys Datans< performanca acni-

+oring software to warzn of possibls Datanet overlcad. This
monitering scf<ware raquires approxima=2ly 2,500 words <f
pemcry whick further reduces the Datanet aemcry availabls
for message vrocessing buffers., Consequently, as all fcu:
sites included in *he analysis, =he moni*toring sof<wacas w

=]

ct in sxecution. ([Ref. 22: p. 2-1]

E. HETWOHEK FRAGMENTATION

As discussed in the previcus sa2ction, the WWMCCS ae+work

is very susceptitle to interruptions occurciag within <

tr
1]

lines cf communica*ticns.e ARy ne*work configuratinn cha

5

ges,

coaponent cu*tages, oOr circuit failures will cause
14
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fragzenzaticn of “he netwerk inzo subna2tvworks, =-hus
degrading performance. ([Ref. 22: p. 3-1] Each ww™
compu*er inveclved in the WWMCCS In<ercompu<er Na+wc
linked +¢c a Honeywell minicompu<er caliad an Inzerface
Message Processor (IMP), and the various IMPs are <th
interconnected.

During IVY LEAGUE 82, <he Neztwork Opera+ions (entsr
(NOC) anrd DCA Opera<cions Center (DCAOC) wsre relccazed -c
+he alt:rna<e ccommand cz=2ter, the ANMCC. Tc provide
continusd support fcr *hese ncdes on the WIN subnstwork, *he
master I¥E, nermally at the Pentagon, was logically :c=zc
figqured tc the backuf facili+ty at <he Commaznd arnd Co:n
Technical Center (CCIC), R2ston. Changas were
withir <he WIN subrnetwork due <o =zhs
tione and circui+ availabilizy. Thz
+he delz<icn of +he link from <hse
H2adquarters, Atlantic Ccemaani.
it became evidzn<t that +hs loss
proved “c be a majer facter in
Lurirnc these periods ¢f fragmenzation, the exchangs c¢f
tetween WIN sites was «otally diszupted. (Ref. 22: p.

Althcugh «he IMP and ciccuis ages werz usually

hese, ccugpled wizh *he major con f-gura ion chaages
ve

savezely degraded WIN performance. For instance cn <

88 circuit cutages occured for a *“o=al of 5.12 hours
dowa-~-time., la*ter inp the exercise on 4 ¥arch, a sum loss
7.72 hours was felt ducing 138 circui+ ou<ages. For =
entire IVY L1EAGUE 82 exercise, 476 lins cu*agss occur

€5 extending over 10 mirutes, 22 cf thess: cutag:ss

rasult of cequiced cryptographic ksy changes Rey

w2re a frequent cause for circui+s d:isplaced €rca nec:
act:vities. IMP outages for the &xarcise *o=aled 334 with
52 lasting cver 10 minutes: 77 a* 6.63 acurs cn 2 March and
€2 at 7.6Z fLcurs on 4 March. {[Ref. : p. 3-6]




F. RBESODEHCE CONTENTICN

During IVY LEAGUE 82, numerous cases of hos< Ceszuzce
wisuse cccurred in areas such as primary zemory &llecatin
job priority assigrment, and improper implemerntazicn cf WIN
softvwace. These conflicts severely limi+ed <he host systenm
perf-rmance, The Analysis Task Force studied these prorlems
at +*he NMCC Feadiness and ANMCC coamputsr systems caly, tu-

it was felt similar situations existed a+ numsrous cthsar
WWMCCS si<es. ([BRef. 22: p. 4-1)

The NECC WIMCCS site is segregated into =wo dis=in
computer sys+ems:

)
Q
+

eadiness and Support. The Readinass

R
System is dssigned fcr the operation of WWMCCS s+ané
s

a
softwarzs and o«her te-unique softwar:s tha* has presvicusly
c

teen tested and is ncw in produc+tion. Thae NMCC Supper< ?
Sys=2m s an identical configuration <to =he Readiress sy
and exists fcz the development and ves=ing of n=w scf-wacs,
nly the headiness Systea participates 1n JCS exe
the Suppcrt System ccntiaues “o support daily cperaci
Friorities fall so that the Suppor*t Systzm may De sacrificeqd
to maintaian the perfcrmance o6f “he Readiness Sys=ze

With crliy fully cgperazional softwacz allcwed on =2hz NMCC
Readiness Systz=m, the psrcentag=z 2f aborted jecbs ig sxpec=eid
to be small. Ducing +he execcise, th2 amount cf computer
resourcss <xgendsd cr jobs which ultimanzly abor=ed was
unacceptably high. Scme abor+s were 3Jus %0 magnsztic =zarce
and varicus cther hardwa-e fproblems, puz an undesirabis
number were causzad by sofrware still in the develcpamsntzl
stags. ([Bef. 22: p. 4-2] Prior %0 2 a2w WWMCCS sof=ware

5)!

rel2ase, *he temptaticn for programmers t¢ use the Readine

System as a *estbed fcr application system modificazions is
high. Ths response time is deczdedly be=ver cn =ke

Readiness System because of decr2ased aports and code optinm-
; izaticn. Guidelines for “esting state all sys=ems -ssijane
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on the Readiness system *0 ke tested and/or mcdified will be
transferred to the Sugporst System. After verifica+ion wizth
tha new WWMCCS software, the modified sys+tem will “hex
replace tre cld system on the Readiness computer. The idaza,
¢f course, is to preserva the Readiness compu*er 15 be=h
time and space requirsments for crisis/exerciss supper+ arnd
eaplcy a seccend systenm for the heavy processing a
usually large space corsump*ion of scfzware davel
Bcth systems studied, the NMCC Readiness and

system, suffered fros a lack cf available memcry f
processing. In particular, on 2 March memory shortages
ssverely corstrained gprocessing capabili<«izs fe:

[+1}
th
-
]
m
&
0
=
1

reriod. Under the curren+ WWMCCS ADP, i<t is possib
dynarically reconfigure a system without comple=sly btringing
it 9ff~lire; Zor exampls, allowiag th2 add:

(8]
} ]
O
+
g
m

b
the hcst conmputer system during an zxsc-cise. {[Ref. 22: p.
8-1] 2lztcuagh infrequertly dorne, mzaccty may be accgulrad €ron
+h2 NMCC Surpport Syst=zm to improve tha pecfermanacs cf ths
Readiress Systen.

A standard WWMCCS program size is app-coximatsly 60K (60
x 1024 by*es). Any cne applica=zicn program requ.cting acrz
thaa €0K or a lazge amouns: of CPU <ims, saouid ba cemoédeled
+9 faclude cods optimization and some aetarcd 2f mzuwcry
cverlays cr paging. ([Ref. 22: p. 4-1]

Ir addi+ion to lazge memory utilizaticn, zumsrsus jebs
with bigh priorities running sipulwansously will affece
system perfcrmance. Hon2ywell supports aL urgency systen
for detererining jJob priorities -- urgeaciss may vazy freom
2eT0 +o0 63. Typically, urgesncizs of 3) and below azs usad
for user applicazion programs; for sxampls, zoutine ba*ch
and TSS jcbs are assigned an urgency of S. Uzgencies ahcve
30 are reserved for system softwars applications and special
rroducticn runs. Urgencies highar than S0 suppor% systenm
programs such as TLCF, FTS, and oth2r WIN solftware,

(Ref. 22: p. U-2]
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Staztistics show approximately thiz4y percent of all
activities processed cn the ANMCC ccompute:s syst2m duriag the
eéxercise had urgency levels greater “ham or equal *¢ <he
urgency levels of system functions. Sofivwars such as 1SS
and WIN have urgencies from 50 *o 560 o allow primary access
to “he preccessor. During IVY LFAGUE €2, this softwars was
coapeting with user applicatica soitwars for computer
resources because of unjustifieéd nigh user aprlicaticn
uzgencies. [Ref. 22: p. 4-1]

The WWMCCS syster consol: op cc has the 2bili+ty *o

®

Ia

(4]

cverride system prescribed urgencia This is usually

[/

accomplished on a case by case basis Zor ad-hcc preducticn
runs. Any systewm requiring a large block of memcry,
substantial CPU <ime, or lengthy Zinput/outpu* prcczssing
will ncrmally be awarded a lower urjency, causing iz tc¢
remain in the system a relatively long=2r leng*h of +<ime.
Rhern the urgencizss cf thes2 systems a3z bumped =o highsr
levels, whether dJus*ified o»r no<, they compeze with sys=z=D
software, usuwally large time-consusing systems “hemselves
and +the 'mrolasses condition' occurs -- *ozal sys*em slcw-
down. An incrdinate amount ¢f au+oma<=24 bookkesevirg Zis
nacacssary fcr preper resource availabilicy ard “he processor
becomes overloaded. When *his cordi-ion cccurs, Xncown as
thrashing, <he zffectivaness of %21z Hon=2ywell urgsency syster
drops to zeco.

The cumula<ive affect 0of all the above merntioned si+ua-
tions equals increased usaer rCespcnse *.as and user
frustra<icn. During rormal NMCC opsrations, TSS respcns=2
*ime avsrages five t¢ sevan seconds; 3Juring heavy usags2,
exercises or crises, response time incr:ases incremerntally
ty apgproximately three saconds until total system slcwdewr
cceurs.,
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RIN scfiware is rct always the *vic=im' of poor WIN

performance. Some scfiware, both systz2as software and
applica<icn systems, contribu*s tc the increase in host
system prccessing ra2quirsments. When “hese requirements
exceed system capabilitiass, support ¢f locel ard network
cveration decreases.

Scme cf the WIN system scfewac2 particularly affected by
degraded network performance includes:

(1) Teleconferencing (TLCP) System

(2) File Transfer Service (FTS)

(3) Telecommunciaticns program (TZLNET). (Ref. 22:
p. 6-1]

The Telzconferencing capabilicy ia WIN allows users *¢
rsjcin the ccnference and roquest a rt-aascraips f£ile of
actions since zhat sita's las< log-on. These £ilss ars
spooled ¢tc the printer at a hijh urgency fer speedy
printing. ©LCucing IVY LZAGUE 82, <the large nuamber of rran-
script file raquests sevarely impac=ed <he pa2rfcrmance cf
th2 sys=zem hosting the tz21leconference.

Y

The File Trarsfer Service smpioyed in thz WIN uzilizss
dynamic memcry management sSchem2 t¢ main<tain az availabls
pemory level between +he minimuam and maximum guidelines.
The management system ccastan<ly allocates end dsallcca%2s
sec-icns ¢cf memory as small as 1K =5 zus%ain an accegpzable
pemory level., This ccn*inuous preocsssing rsequirsment places
a heavy 1lcad oa *he hcst processor. Also, during a £ile
+transfer, FIS reads and writes one Li<tle Liunk (LLINK) cf
data at a time, 320 wcrds. This limits possible transfac
rates ard FTS effectiveness. [Ref. 22: p. 6-1])

TELNET uses sof+ware similar to tae FTS m2mcry manags-
pen+ softwaze. Althcugh this imposzs additional loading on

the processing system, the corn<ribution %o system lcading is
not as sigrnificanrt aes PTS or TLCP. (Ref. 22: p. 6-1]
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G. JLS BESOURCE CONTENTION

large scftvare agrlications used over the WWMCCS
r2twork, such as the Joiat LCaploymant System, need =c be
concerned atcut rescurce requirem=2ats and operational effi-
ciency. Since such a wide degree of diversi:y exis<s asorng
applicaticn systems, ro guidelines for standariization of
new WHWMCCS software Lave beer established; thzsrefcre, *hes
issues are laf<- to <he developing agency. PFor ins*tancz, <he
Joir+ Deploymer+t Sys+ce maintains =vo interactive sulbsys-
tems, the JDSIP and JDSU? as par< of the Remo*e User's
Fackaga (RUF). The Analysis Task For-ce ccrntends thass *ve
subsysteas fail %o taks the bsst advantage of the standard
WWMCCS scftware features and conssquen<ly dgenerz<e sukbstan-
*3ial c¢vecztkead fo- the processor. Af*2r analysis of IVY
L2AGUE 82, +the need was avident to cedesigr pcr+ticns cf the
JDS scftwars to iasure more effi

Q

i2n+ prccessiag aad
cverhead minimization. ([Ref. 22: p. 6-3]

The operation of tne IDSIP caused noticable degrada<icn
durincg the 2xercise. The Intsrface Processor subsysienm
Tequizres 28K to rrocess and runs with an urgency of 51. The

n

JDSIE will remain in memory as lcng as i< is precses
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+rarsacticns. When the procsssor is n0+% requirceqd,
transac=ions *0 be precessed, +he JDSIP will plac
a 'sleep staze' -- degrading its urgeacy ¢
inmedjately allcws it tc be swapped outr ¢f the svstenm at =<he
rex* memory allocation request. Actually, this should be
very efficient use of memory, Ar a: lszast 28K. The protlem
arises in waking up the JDSIP. Since ~he subsystew has ne«
geans of determining when the nex= sransaction will te
received, the JDSIP pericdically, about every two *c three
seconds, raese%«s its urgency back to2 51 which returns it
memory where it can check foT transactions to be processed.
If no transactions are waitizg, tha urgerncy is ra2turned <o
zero and *he cycle repeats. (Ref. 22: p. 6-3)
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This scheme is at its worst when JDS is rarely uszd on a
given system. The JISIP siaply fluc+tuates from mass s-crage
to primary memory with no advantage. This swapping tack and
forth creatses unnecessary overhead procsssing and can seri-
cusly degrade ne+vwork performance. Case in point: cn 1
March, during IVY LEAGUE 82, the JDSIP was swapped a *ctal
cf 412 +imes in an eight-minute pezicd, from 1355 to 1403,
{Ref. 22: p. 6-3]

The JLS Upda<e Prccessor (JDSUP?) poses a similac situa-
tion. The JCSUP requires only 9K tc process and runs a% an
urgency of 55. Durirg certain processirg periods, +<he JDSUP
pust reguest a single block cf 50K of memory. Whken this
raquest enters the system, +the systa3m will immediately rzar-
range i*s n2emory to accommodate the reques* from such a high
priority jot. Usually, a sys=2m intercupzicn is eviden+,.
Aftsr the JDSUP has ccmplested that procass, the 50K is
returned +oc memory; however, the JDSUP in genzsral immedi-
ately asks for another singls block of 50K to continue
process:rg. {[Ref. 2Z: p. 6-3]

The allcecaticen ard deallocation of this 50K of memory
proved “c¢ be Ietrimental during the IVY LEAGUT 2xsrcise. On
2 Mazch, JDSUP requested 50K at 0120, s2lzased the msmcIy az
0122, and -zquested anozher 50K block a+t 0125. This cyclie
¢f reques<-releass~-request was rspeated during the C330-0340
time gericd tzat same day. ([BRef. 22: p. 6-3)

H. HANAGESBENT OF COMNPUTER OPERATIONS

During IVY LEAGUER 82, it became eviden* tha* hardwars:
ard scftwars protlams wers nc* entirely responsible fcr =he
€3 systen dzgradaticr. The overall maragemernt and contrsl

£ the natwerk and hcest system alsc contributed <o d:sficiszn=

serfcrmance.
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As part ¢f the ncrmal operations of all WIN si<es, har
d =h
IMPs are reinitialized in an at+tempt to sclve various rrzchk-

W

ware such as the host computer syst2m, the Da<zan2t, 2arn

lems. These rebrots interrupt network performance and ca:n
impact local user operations. In addition to unexpec<ed
down time ard retroots, scheduled outagas occur a2+ all si:ces.
The WWMCCS ccmmurity has no standard guidelinés for the
schedulirg cf thes2 cutagss. Prequently, these unschaduled
downtimes are no< justified; for instance, durina the exer-
cise, a Latare: was rebooted <0 allow a singls user accass
to a particula:- system for a local processing requirement,
This reboc* affect=d all users »n <“hat subnetwork,

On 3 March, +h2 ANMCC discon+tinusgd service +o2 reamote
users bescause of an agparent memory shortage problen.
According 4c VIDEO, é&n online display system which alicwus
roni+crirg cf system stazus, miaimum werk was being
p-ocessed bscause of a lack of available memory. The 2€zer
exercise analysis hewevrez, revealed approxima<ely 150K cf
memory available 3during <hat <ime frame. The discrepancy

This

cccurred due tc impreper uss of the VIDEO syste

m.
sys-<e is Jesigrzd tc crevide an Ins+tan<anecus pic+uzte cf
sys+em resources. The system was likely -zstzucturing
memory ¢ accommciaze =h2 iacr2ased workleczd whan the deci-

sion was pade to detach all remo+e usazs. (Ref. 22: p. 5-2]
Ano-her operational contripbu+tion <o poor network perfcr-
sance cccurred when FTS was used to transfer files =2rcurnd

withir -he zame site, as oppos2d o usiag a COPY utili+vy,
T-ansfercing a file wi+th sending and r2ceiving si%es sgeci-
fied as the same site, sands the file to ae local IMF which
inmadia<ely raturns the file *o the same Lost, During IVYy
LEAGUE 82, =z=xercise s+tatistics showed +<hat 34% of all £fils
ransfars at “he NMCC were same-site “ransfers, as weze 617%
cf Milicary Airlift Ccmmand (MAC) transfers and 833 a< *he
WANCCS site supper+irg ¢he Ccamander-in-Chief, Naval Forces
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Purope. ([Ref. 22: p. 5-3) This type of functional misuse
was*es hcst system resources and contributes to WIN lcadinag.
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V. BECOEMENDATIONS AND COMCLUSIONS

When the current WWMCCS/WIN management problems arse
address=2d during the modernization phase, netwerk perfcr-
pance shkculd improve. This will decrease user frustration,

especially during high volume times, and increase ussar g
activity cn the system. This increzase in veclume in turn,
may affact system performance ard, with greater user rarti-
cipaticn comes additicmal site-uniqua sof-wvware. Site-uniqu=
applicaticns are cra2a*ted due <o deficizacies wizhin the
sys+es which will aluays exist in a sysiem as large asg
WWMCCS. The WIS moderrization plan does rno* proposs =0
eliminate this uriqusz category of WWMCCS sof-vare, jus=
ginipize its p-opor+ticn “c standard softwarce.

4. SCFTWARE

The WIS modernization plan includas a new opera*ing
system relsase, GCOS 8.0, and a modifisd Honeywell main-
frame, the H6000 Distributed Processing System (DPS).

The majer soitware modifications include:

(1) improved data manzgement and +imesharing
Frocessirg

(2) DPS softwars written in a high ord2ar language
which facilita*es main<enance 324 medificazicrns

(3) increased number of “imeshazing users €frcm 200
+tc 600
(4) increas=d number cf concurrent processes frcm 64
+c 511 (Ref. 23]
Nct mer+iored in the WIS moderniza=zior plan is arny dust-
ificaticn that this increase in pcssible user activity will
rot further degrade systa=m performanca. Although a new
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processor is urder ccnsideration, <h2 H6000 DPS mcdifica-
tion, a significant increase in procsessing capabilizy is
already critical to maintain availability of presext WWNMCCS
software. Increasing the numbar of time sharing usecs
three-fold will cuickly comsume any available procsssing
time.

The WWMCCS acdernization plan 2150 includes the CM4
software package for Lketter fils mazagement, allcwing diffs-~
rent file structures fcr f£iles in <he same daza base, ard a:n
enharced LBMS, the Integrated Data Stors IXI (IDS II). With
the curren< IDS I, *he progammer is npot indeperdent cf *h

@

¥
data Fase -- one of the fundamen+tal rejuirements ¢f a Dz2*a f
Basa Maanageman< Sys<em. When using IDS I, th= use:r pus-< ‘

krow the data base layout, referr-ed +o as the schema, ard

n

sust iznclude various system cutines o successfully updz+*
~he data ftase. DS II will be moz2 ¢f a true DBMS, allcwing
user indeperdence frem the data base schenma.

Wwith a =rTue DBMS, more users ace 1ik2ly “o pursue infer-
maticr ccrtained within the system, thus iacreasing ussz
zetrievals from remote sites, i.e., retrisval reques<ts f-cnm
the JLS, and increasing data tzansfs=rs on WIN. Again, +he
WIS mcdacznization plan lacks an aponarsat knowledge c¢f€ hew to
handle tris ircrease in activisy.

Althcugh the basic software design of “h2 ®¥WMCCS =quig-
sen+ is iradequate fcr a Mulzi-lavel Security (MLS) sys*:en,
there has been a propcsal using ha-dwaze modifications.

Honeywell has develoged a system, the Honeywell Securs
Communicaticns Processor (SCOMP), which runs »on the
Honzywell La2ve]l 6 mipicomputer and is billed 2s a MLS
system., SCOMP u+ilizes €our rings of prozeczizn with <he
kerael zesiding in Ring 0 2and “he least pri v;ledged rina,
Ring 3, telcnging tc the users, Bu= SCOMP also npodifies *he
hardwars Ly supplying a hardware segmenta+ion capabilizy for
dividing main memory in%to dis<inct lcgical (no* physical)
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areas. This shculd allow access checking per segaernt fc-
rsad/write priviledges, thus maintaining controllszd sof+wace
sharing among many users. [Ref. 24: p. 4]

While SCCMP has not been fuylly validated by =he LOD
Computer Security Center, part of the National Szcurity
Agency (NSd), it is ccnsidered a large step zowards the
cecure, *ime-shared ccmpuatar resources needed in ccmmuniwias
such as +he WWMCCS ccummuni<ty. In Decsmber 1981, <the
security center publishsd a Product Evaluation Bulle<in
specifying that SCOME "... should be considered an accep-
table candicdate for a wiidz range of minicompu=er
applicazions which requize an enhanced a-chiteczure o
sSuppcrt secure procassing requiremencs.” ([Ref. 25]

Ancther emerging al-ernative is the ELACKER Technelcegy.
BLACKER will supply ¢end-to-end encryption %hrough <he
ELACKER Terminal Access Sys*tesm (TAS) . This TAS is =2 PDE
11/70 or BDT 11/34 ard ac<s as a buffar beitwsen +he ne«work
and hest cecaputers fcr securicy verificaticn. Upcer lcg-cn,
cach user will bs assigned a one time key for +he life cof
the terminal session. Thes2 keys will be checked 3rnd veri-

Zed kefcze access *tc each data bas2 Is 2llowed. They will

W

1so te used -0 contrel inadvertant miscou*ing of ia<+a,
teferred to as spillage. [Ref, 26: p. 6]

The main ijea behind =he ELACKER pzo=o4ype is
iate the rurden c¢f numerous passwords for each user par each
hcst computer. Passwords are no long2r consider=zd se
for scme classificaticn levels becaus2 they must be s
within <hke computer sys-2m and users frequently viclacze
sscurity rrccedures Lty writiang +hea down. On2 5£ the
viable alternatives proposed has been the uses of magre+ic
strip iden+ification tadges and elsc:ironic badge -gaders.
This system would 2allcw for minimum manual in<3cveaticn.
{Ref. 26: p. 17}
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A MLS system would allow <he Joint Deployment Agsicy <C
contrcl access +¢ variocus capabilities in spzcific CEFLA
Fresently, 2all hest ccaput2ars and parsonnzl must be clezired
to =he highest security level of any pizce of da“a ccr=zirned
n +hbe OFLAN,

Functioning withcut a MLS system, full uzilizati
WNMCCS resources is ipprobable and the sharing c¢
rssources over the network is restricted. Duzizng =t
intszim tetween *he rresent security procasdures and +he
eventual development cf a YLS system for WWMCCS, *h
tecomes the central WWMCCS security offi
ghysical security prccedures and set gu
baa1dling cf different secur ity levals on the same machine,

B. HABDWARE

Wb

The WIS modsrniza%icn plan does no: address the issuz of
r2dundar* pcwer supplies. The vulnasrapili<y of comta=s:
hardwacs to elac*ric powar £or operations ard suppoz+, i.z.,
air ccnditicring, is immense, With very faw WWMCCS nodes
having 2 raiiable backup power socurce, the n2*wcrk shoulid
not be ccnsidered survivable,

Included ian <he rear-+term WIS modernizaticn prograe is
*h2 procurement of “fre Honeywell 6900 Distributed Preccessin

Q

Syst 2z (DES) modifica*ion. The H6J00 DPS offsrs majcr nard-
war2 and software improvements over <h2 H6060 azd H6080
equip®en* curren+ly used In *the WWMCCS communi:y. Madcer
tardware changes include:

(1) 70% <o 90% increased procassing speed

{2) spacs3, pcvwer, and airz-condizioning requizemen=

redocticas

(3) three-ring aschitecture £or MLS system pcssi-

tility (BRef. 23]
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The Hensywell mainframes presentiy used arte fast
approaching the age c¢f computer an+tigiity. The larges<
froblem centers arourd the Honevwell architecture which was
not designed o suppcrt an 92nlinz, Iaterac=sive zavircnment.

ot

When hardware rerlacement is coasiderad, the 4WMCCS hos

computers shoculd be replaced wi<h computar syst:ams designed

t

1
i

l
1

to sugpoczt a ceal-time, online, in<arac:zive etviconment,

1)

|)
n

The ctarging requirements for astwork sci<ware, moving
£

this scf+wa:e onto *the Datanet procassors, an3 idvancemen

requirements for most WWMCCS sites. Psr hardwarte acgu
+ion, WWMCCS sites will consider a serizs »f alnicomru=zers,
for ins<arnce the Honeywell Leval & minic

g

larxge machkiaze. Of ccurse, =2ach sizz wo g in
ccernfigu-aticn but a typical WWMCCS si-=e y cu32
lavzl 6 fer each of *he following furnc=ions: =<ae& AJTCCIN

message procsessing, <he WIN conneczion o Inclada
TLCP sugpper*, the ADFIO funciions, and ail residsnt g
bases azd lccal processing raquicemencs.

C. CCHMUNICATIONS PROCESSOR

The WWMCCS ccmmunity has communicazicas gzo
ring scf+ware vhich consumes 2,590 words cf
when implem2nred bu* can supply vaiuabls infecom

Catarns*t cverload situya+ticns. Tha Zmplaaan<aticn o
monitezing software for the Datzanz2t is 20t a requirce
WIN sites, but each si+e shcould perfo-m a trade-off arnalysis
¢ memec=-y requir=2d and informazion received. The sta
tical cutpu% fror the moni«oriag sof«vware could reducs
Latane* -2abcots bty nctifying oparators of pctentizl weak-
nesses in the system; i.2., running out c¢f buffer space fecr
pessage processing c¢r th2 numbar of Traasfer denials

exceeding an accsptakble level, If memoTy sSpace cannc+ ke
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supplied during a crisissexercisz siztuasion for *he xucni-
toring scftwars, controlled simulazicns using +th=

poni+cring scftware should be iaplemented tc forac
tially “hreatening prccess combirnztions =

A se* ¢f standard system guideline

in

n

o 0

o

[~

' Fl
Qe

fcr use a*t il WIN sites <0 establish accept

fcr Catapet reboors. Frequent -sboutiag
solvirg a retwork prcblem shculd be disc

Also, a WIN sof+ware validatzion packa
cped tc rrohibit file transfers wizhin <he sazue size,.

Included shculd te irstallation checks <o insuze WAMCCS

Standard System Softear2 is installzd properly 224 si<e

cpticns are set at *the prescribed lsvzl. [Ref. 22: p. 7-4]
Tke Catanet cverconfiguration problem, i.z., 115 =2rTmi-

rals linked %0 one Da%anst at JDA, iends i<gelf <o “uc
rzcomgendaticns. The fivst solution is sismpl
expsnsive -- prccure more Horneyw=ll Dazaasz< 355

n
2 be dedic

3]

Ideally, *his would allow one Da%=anet 2
that site's WIN connection, This configuratiocon woulé raducse
9IN prcblems asscciated with coerator cegbocts c¢f the a
t0 sclve nen-WIN proklems. (Ref. 22: p. 2-2] Wi*h
tioral Datanets, user load cculd b2z beztz: distzibuie

v
cennecticns such as WIN, AUTODIN, and <he JCS ADF Liagon
Cfficer (ADELO) rvterminals on the same Da<cne=. In 244i~icn,
sit2s shculd adhere %c¢ the standard WWMCCS 1lcading levz2ls
for +he LCatane* as directed by %“he #WACCS ADP Advisocy
Mamorandum (WAAM).

Thz seccnd recommerdation is %o

b

[{1]

~at

t2

lia ~he Honaywvall
d

a
communicaticns processor equipament and transfer th
tione either £o ancther vendor communicaticns procssser o:
1

#c a minicoaputer, such as the Honeywsell Level 6

ruta3r, Thke Honeywell Datazne<t 355 is limited In 2 memocy




size which is no longer sufficiant for the normal ass=zaqge
processing capacity &t large WIN si-2s. Using the Lzvel 6
miniccmputer in series would alleviate the memory prteblems
and provide addi+ional processirg capabilities

D. BETWOEK FRAGMENTATION

Tc prevent the recccurrenc: of problems simila
cnes caused Ly *the Master IMP bzing reconfiqured during IVY
1Z2AGUE 82, contingency nlans should bs davis
the drastic configuration charngs
such a targstables IME was delet:
azd crisis/exercise scni<ering should b2 undzz+taksn <o
tredict pcssible ciztcuiz oz IMP lianks which 13
retwork fragmentation. ({Ref. 22: p. 3-9] After iden:ifying
these areas, “hey shculd b2 zeinrforced during righ vclunme
times ty redundart ccriigura+io

23

or specific rerouziag
algori<hms.

After the C/30 switch upg-ade, part of the WAMCCS acdsr-
niza+ticn plan, IYP and cizcui% outages should dsc-ease. The
C/30 swi+ch will precvide <andem processing of up zo 300
rackets per second, fer a «c*al 9f 900 packetrs being
grocessed. Fouting and rerou=zing will b ii
2daptive rou*ting algeriziaas whizh will rercute individual
rack24s *%¢c +he shcr+est pa=h. . addi<ion, wo-izoring and
con=zcl functions are includsd =o providszs faul: isclaticn
and hardvwarz and sof+wac= problem diagnosis.,

Replacirg the huge WWMCCS natwork with a seriz

Networks (LANs) will alleviatz som2 of +h

[
(3]
@
w
(1}
o) .
]
«Q 0

rada+icn
during tetwcrk fragmentation. Moving the ne*work soft-
e from the Heneyvwell mainframes onto +*he Datansts is +he
firs« s=ep in building independent LANs. Eventually, all

n2twerk scftvare should be moved, alleviating %n: mainframe

(o)

[{}]
L2 B o

t

wa

from any network contrel r2sponsibilizties. ©This wculd
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ve the restricticn for s+andard hasdware fcr all WIn

(al

zm
it
tailor the acyuisition of new hardwar=2 arcund specific size

Q

n

€. Witk no standard hazdware limitations, users coulid

[

requirements, Sincz= all host systems will be linksdé “hzouak
a coamcn retwork, ainimum compatibility problams shculld ve
expericnced.

E. BESOURCE CONTENTION

One pcpular reccrmendatior for =he mainframe pIccessor
contepticn problem is the additica of another processcr fcr

the NMCC Keadiness System. Thkis additional processcr wouid
te justified durirng an exercise but nocr fully u=iliz
during daily opera<icns.

As orpcsed +c¢ precurirg an addizionzl processor, *he

n

uppcrt System cculd be modifiad to temporarily provid:s the
ecessary hartdware/scf<war2a squipment dusiag crisis/exsrcisz
i+ LS The mair advantaga to this plar 3

"

atic
ping fo
cf ~his pla
WAMCCS ccmputser syst
systsas, the

1]

I¢ was =

C20 con*enzion. [Ref.

em division in%o
H60 80
centen+ion reached a leval to warraz:

groducticr and develczmert efforces,

5
227 p. &-3]
is scmewhat questionakble. Previou

zadiness 21¢é Suppeor:

machine with twe procassors. C20

th2 separatior cf

thus was bora arncther

ccmputer sys*2m strictly for developmental erfforts

Configuraticn rnow stands a+t <wo sepa

Ta<e syst=ms with cne

processcr each. As mentioned in a pravious secticn, uszrs

do nct always respect
systews. Ia light of
performance, stronger

the guidelinss

for use ¢f *hezse *we

us2r~-induced
enforcemernt

problems affec=ing

cf implement

ed ptccedures

would btz more cost~affective. The racommendaticn fcr an
addi+jonal processor is expensive whethar the dcllars aza2
spent actually procuring anc+ther processor which will be

fully utilized only altout twenty-five percent of the time or




the Support System scftware is used for high-priori-y usage. i
During +he later opticn, numerous software development
persorn2l wi*h no planned par~icipa*ion in a crisis/exercise
envircnment, would be withou* a computer processor which
grea*ly restricts their developmental effoc-ts.

Also hirdering processor perfermance is the Honeywell
urgency scheme fcr prccesses. The basic idea of +“he
Heneywell urgency schcre is acceptable. The urgency schege

e

needs adjusting a2nd the implementazion should be modirfied
for +tigh%ter con*rols cn “he system conscle operator's

-

abili+y tc¢ cverride the system d2faulz urgencies. Also,
enhancements 20 prohitit application software from rszaching
urgencizss ir “he WIN sof<ware level is necessary. This
would discourage rescurce compe:iticr ind improve systar
slowdcwn. Crna urgency system recommendsd incluédesd nes
allowing any applicaticn software t0 exczed ar uzgency c3
1. Few uysers, mos+tly system prog-amm=rs, wouléd crerate e<
urgenciss cf 30 4o 4C 2ad no usars would exceed 40. This
Fropcsal leaves urgectciss of 40 to 63 for system scftwara
and WIN sof<tware.

A n3w TSS Mcnitor has been developed within “he W
community., This menitering sof<ware is easy %c usa via
sys+em console ccmmanis and nro system iaterrupticrn is sxper-
ienced. OUnfcrtunately, this new Monitor was rnot operatic
for IVY LEAGUE 82; but i« can bes utilized during zhe nex=
€xercise for selact2d small periods of time to z2llow a more
thorough arzlysis o€ slowdown periods. (Ref. 22: p. 4-4]
With th:= WIS modernization plan, the capabili<+y <o monitecr
each network 3lement is achieved through the Morni=z=oring
Cznters cf the DDON. DDN will also provide an automatic
fault rscecgniticn and isolation for “rouble spots with mos+
reconfiguratiors being hardled without izdicated perscnnel.

m




9IN sof:ware, such as the memory managemant algori<has
for FIS apd TELNET, should be radesigned to reduce =he al
cation and 3leallocation processing for memory. One

1=

altezrztive could be a minimum sizes of mamory allowed for
allocation, +*his would 2liminate the overhead generated ir
the swarping of 1K.

Additionally, improved operational procedures are needed
ccncerning -eleccnferencing transcript files. Optiorns avai-

lable include:
(1) spoolirg *he prin+ted output with a lcwer urgency
which would force printing a* less critical tiazes
(2) allowing printing of ths transcript £ils
requests only during schedaled time pariods
The rescurce contention problem, espscially zt =he ANMCC,
is stat2d a= a *op priority of +the WIS moderaizatiorn plar:

how=ver, nc tangible altsrnatives hrave been prepcsed.

F. JLCS BESCURCE CONTENTION

Tte memcry chasirg problems of the JDSIP aad JDSU?P
subsystsms may b2 approached from several alternatives.
Cbvicusly, the agzount of allocation/deallocaticn depends
almcst an*irely on the idle-time of the subsystem. Studies
sheuld be ccnduc=ed at each site suppor=ing the Remc<e
Usar's Package (RUP) to determirnaz 14s use/idle ratioc. If
the JLSIF subsystem remains in msmory the majority cf the
*i@2, aizimum overhead is generated. 1If the JDSIP usa/idle
ratio is small, significant ovarhead will ke gererazed ty
the subsystes® changing urgencias to engage placemen“ i3 ccers
and the chance of checking for =ransacz:icn activi+ias, An
al+arna<ive would be the development of a small check-
rou-ine tc permanantly reside in pmimacy memory. I*ts jeb
would be <o pariodically, every <wc <o *hrae seconds, check
for ircceing transactions and change the JDSIP urgency *“2 51
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if +*ransacticns are available for processirng, at the sarme
tims charnging its owr urgeacy to 2zero. This would produce a
sleep s*a*e similar *o that of the JDSIP when iractive, ornly
the check-rcutine wouyld not leave cora. Whea the JDSIF
finished the necessry transaction processing, i+ wculd
decrease its urgency %o zero and change the check-rou*ine
urgency tc¢ S1. This wculd allcw the JDSIP to be swapped <o
mass storage at the next me2mory request and the check-
routine wculd have high priority {or processor <ime and
resume waiting for the n:=xt transaction.

Ancther alternative +o be considsred is <he permanent
allocatien cf 28K to <the JDSIP., This would allow the JDSIP
rermanen* residerce in primary memory and is fzasible if +he
hos* sys*tem is not memory-rastrictad.

Thz JLSUF subsys*em remains in primary memcry itself a+
9K but psricdically requires an addicion 50K for processing.
Fart cf +he problem ccrcerning the JDSUP memory allocaziorn
stems r£rck the JLSOP r=quiring one single block cf SCK ct
Bemory. Generally, the system must r2arrange memory =¢
create 2 contiguous S0K biock. The 2asiest scluticn weculd
ke the psrmanen* at+tachmen< of <he 50K to the JIDSUE
subsysten., For a system mamory-restricted a+ all, <his
alternative is impractical. A mor2 feasible alterna+iv
would b2 to iaclude S0K in +the sys=em size for +he JLCSUP and
treat the 59K as one system. Thern mcdify the JDSUP <o
réside on mass stoarg2 eand utiliize a check-routine, similar
to the JLSIE, fcr dynamic checkiag of requiremer<s. The
same urgercy swarpiaog and processing schemes could be
u=ilized.

Ir addition to the specific modifica“ions to the JIS
subsystem, several other measures could be *akern <¢ imgrove
WIN rescurce raguirsments:

(1) development cf standards £or new applica%icn
gscftvare
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{2) standard criteria for resocurce requizemerzs in

new software

(3) code cptimization and memory overlays fcr larger
systenms

(4) utilization of data ccmpression technigues

(5) imprcved input/output intesrfaces

(6) more efficient data +ransaction activites

(7) eliminatisn of large data *ransfers

G. CCNCIUSICNS

Cne of +he largest problems with the Defanse Data
Network (DDN) will be “hs Mul=i-Level Security issue. Wi¢h
the variety of users lirked through on2 common ns+work, a
F1LS syster will te imperati ve.

Anctner DDN concerrn is the standari data communica<+ions
protcccls., Thase prctocols should not only ipzerface wi=zh
+he WHEMCCS =ites, but shoull b2 abls to interact with NATO
systeas for greater intercpaTability. The WIS J2M rresently
interds *c require standard prozocols be wriz*er in the

1]
[({]
«

LOD desigr language, ADA. While no ADA compiler has bes=n
fully csrtifia:d as mee=ing all DOD standards, =hes s<egp
towards s+arda-3 scftware should besgin a+ sof*+warse
concegticen.

The WIS modernization plan will bring modern sof+wvare
and la<er hardwars irto the WWMCCS comaunity. The WIS JPM
stra*eqgy is to tackle +ie softwara problems in WWMCCS fires+
and typass the fast wcving *2chnology field of hardware
until later. Not all of =he WWMCCS s<andard sofiware reeds
tewsiting and by modernizing *he sofrware fi-st, +he WHWMCCS
natwork will become more adept to present day reaquiremern*s.

WRNCCS ADP problems will not be solved by “he WIS mcder-
niza+icn plan or hardware changes alone. The WWMCCS
computer systems ar2 used for war-gaming and software




devalcrment but the primary intention of this C3 sys<en
surfaces during crises with tha handling of message tra<fic.
The heazt of the WWMCCS ADP program must be a fas*, reliakble
and secure transacticn processing system. Paster rcutirg
algorithess rust ke 3eveloped and improved physical surviv-
ability is critical. Now, avery node »2n “he WWMCCS network
is vulnerazble to easy des*ruction and each rnode lost has a

g-eat impac* on *otal system pec-fcrmance.

Tre WIS scdernization plan with an imp-oved DEMS,
management and sscurity procedures, and user intasrface is a
sigrificant start towards the remodeling of WWMCCS. The
moderniza+icn is planned over a ten y2ar periocd ard a ma2jcr
concern will be saintaining servica dollar support.

The Jeint Deploymen®t Sys<ea will cartainly benefi+ frca
“he WIS ncdernization plan. But the 3areas of reswork
managemsnt, multi-level security, and r=source contention
must Y2 addressed by +he moderniza=ioz plar and alterna+ives
frepesed. In tha meantiame, the Join< Deployament Agercy will
continue <0 develop JLS-unigue sofrtwarsz =0 sutplasmant WWMCCS
capakili+ics and provide deploymer=~ information +hzough

crisis situations.
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