
FD-A128 049 CYLINDRICAL BESSEL FUNCTIONS FOR-A LARGE RANGE OF /
COMPLEX ARGUMENTS(U) NAVAL RESEARCH LAB WASHINGTON DC
J P MASON 29 APR 83 NRL-8687

UNCLASSIFIED F/G 12/1 N

'El



". .5.."

"II

IllN IIIg JI2

Q 1.

MICROCOPY RESOLUTION TEST CHART

NATIONAL BUREAU OF STANDARDS- 1963-A

- II



NRL Report 637

Cylindrical Bessel Functions for a Large
Range of Complex Arguments

J. P. MASON

- Pyw'ukaI Acewft ranch
Acowiks DI*euu

April 29, 1983

OTIC

ELECTE

W'-nArl M, D.C.

Approve for pubic reisu dis~mbution unflautod

*83 05 13 08-2

4i



SECURITY CLASSIFICATION OF THIS PAGE ("ahn Date Enteed)

REPORT DOCUMENTATION PAGE READ INSTRUCTIONS
REPORTDOCUMENTATION"PAGE BEFORE COMPLETING FORM

1. REPORT NUMBER 12. GOVT ACCESSION NO. 3. RECIPIENTS CATALOG NUMBER

4.TITLE (and Subtitle) S. TYPE OF REPORT I PERIOD COVERED

CYLINDRICAL BESSEL FUNCTIONS FOR A LARGE Interim report on one phase of a
RANGE OF COMPLEX ARGUMENTS continuing NRL problem.

G. PERFORMING ORG. REPORT NUMBER

7. AUTWORIS) S. CONTRACT OR GRANT NUMBER(*)

J. P. Mason

9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASK
AREA I WORK UNIT NUMEERS

Naval Research Laboratory 61153N; RROOI-0841
Washington, DC 20375 51-1873-0-3

II. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Naval Research Laboratory April 29, 1983
WashingIon, DC 20375 13. NUMBER OF PAGES

13
14. MONITORING AGENCY NAME A ADDRESS(II diffeent IftoCogtmollinjt Office) IS. SECURITY CLASS. (of thisleort)

UNCLASSIFIED
IS&. DECL ASSI FICATION/DOWNGRADING

SCIE[DULE

1, DISTRIBUTION STATEMENT (of thl Rpdort)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the Absiracl ettered in lock 20, It dlflerelt I W Repo"t)

I. SUPPLEMENTARY NOTES

1. KEY WOROS (Catilmi. can rovee slde If nee..oy and Identfly by block number)

Beseil functions
Cylindrical Bessel finction

20, ABSTRACT (Coninue an reverse @f"'if necooeey and idenfly by block nutboer)

,-.)The evaluation of Bessel functions of the first and second kinds, covering a wide range of com-
plex arguments and integer orders, is required in the determination of the intensity of acoustic
reflection from absorbing bodies. Numerical problems associated with the calculations are discussed,
and various means by which these problems have been overcome are explained. The numerical
methods used in calculating the Bessel functions of the first, second, and third kinds are given, as
well as sample results and numerical checks in the form of computer plots and printouts.

DD JAN73 1473 EIT,oN oF NoV IS OBSOLETE
S/N 0102"014"6601

SECURITY CLASSIFICATION OF THIS PAGE (When Date iteriW.)

I. *

.. . . . . .. a. ,... . . . .



CONTENTS

1. INTRODUCTION ..................................................................................................... 1

2. APPROACH ........................................................................................................ I

3. METHODS OF COMPUTATION ......................................................... 4

a. Procedures ......................................................................................................... 4
b. Definitions ......................................................................................................... 5

4. VERIFICATION ........................................................................................................ 7

5. PORTABILITY ........................................................................................................ 9

6. FUTURE USE .......................................................................................................... 9

7. ACKNOW LEDGM ENTS ........................................................................................ 10

8. REFERENCES ........................................................................................................ 10

66'.

' . ... ...__2.

,:a iii

i" , + o- ,"""¢',, ''o,+-'., '',.,'-...'-, -.- '..-,_.' - .- -.. '-. -. ,.- , -v ,.- o., . . ..- . .



~CYLINDRICAL BESSEL FUNCTIONS FOR A LAR GE
,,RANGE OF COMPLEX ARGUMENTS

1. INTRODUCTION

I

Many problems in physics and engineering require the use of so-called special functions; an
important subset known as Bessel functions is essential to the study of scattering of waves by an
insonified object. This area of research is of particular interest to those groups concerned with the non-
destructive evaluation of materials, underwater acoustics, and elastic wave propagation.

A major difficulty arises when these insonified bodies possess intrinsic absorption properties.
Determining the scattering of acoustic waves from submerged absorbing bodies requires the calculation
of complex Bessel functions of the first and second kinds, for orders ranging from zero to a value
approximately equal to the magnitude or "absolute value" of the argument [1,2]. Due to the longitudi-
nal and shear properties of the viscoelastic materials used, the magnitude of the arguments for which
the Bessel functions are to be calculated can be extremely large 131. To date, no effective way has been
available to treat Bessel functions of such large complex arguments for such - wide range of integer
orders.

of,.For arguments with large positive or negative imaginary parts, the values of the Bessel functions
of the first kind, 1,(z) ("common Bessel functions"), and second kind, Y,(z) ("Neumann functions"),
are very large at the low orders, and for sufficiently big positive or negative imaginary parts 1J,(z)
approaches Y (z). These factors create several problems:

a. when the values of the common Bessel and Neumann functions at low orders become larger
and closer to one another, matrix singularities arise in the calculation of the absorption prop-
erties, which lead to the introduction of quantities too small to express in fixed length com-
puter words;

b. to generate an accurate table of Neumann functions by a recurrence relationship, for succes-
sive values of the order, a combination of backward and forward recursion would have to be
used; and

c. the function values can become so large as to exceed the permissible floating-point exponent
range of the computer.

The next section discusses the steps the author has taken to overcome these problems.

2. APPROACH

To circumvent the first two problems, Bessel functions of the third kind, H.(i(z), i- I, 2
("Hankel functions"), rather than Neumann functions, are calculated when z is large. The values of the
Hankel functions are small in magnitude at low orders, thus reducing the chance of a matrix singularity;
moreover, for orders of value greater than I they can be generated by the forward relationship alone.

As implemented, the quadrature method (Simpson's Rule) used to calculate the Hankel functions
does not yield accurate results for small arguments; therefore the absorption program is written to use

4aiM.uscripi approved February 15, 1983.
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J. P. MASON

Neumann functions for small arguments and Hankel functions for large arguments. A general-purpose
,. subroutine was written, however, that can generate all three functions for any complex argument and

any positive integer order. If Y,(z) for 0 < n < Nand large 1zI is to be generated, the subroutine first
calculates J.(z) and either Hg')(z) or H,(2)(z). Then it uses the relationship:

H, (z) -J.(z) + iY"(z)

or

,H(z) - J4(z) - iY,(z)

to generate Y.(z). (In the program HPH)(z) is calculated when z is in the first or second quadrant;
H,(2)(z) is calculated when z is in the third or fourth quadrant.) Alternately, if 1zI is small and Hi)(z)
is to be generated, J.(z) and Y,(z) are calculated first and then one of these two relationships is used
to solve for H.( ) (z).

The subroutine is designed so that a table of values for each of the functions is generated, for
successive integer values of n from zero to the order specified. Generally, for functions of order
n > 1, answers are generated by using the recursion relationship [4,51:

C,- IW(z) + C,+I(z) - (2 /z) C,(z).

The one exception occurs for J 2 (z) to J(z) when Iz < 0.5 and the maximum order <5; see Part
3b(1), Methods of Computation. For small arguments, entire tables of both J,(z) and Y,(z) are calcu-
lated; then values of H,')(z) are generated from these. For large arguments, tables of J.(z) and
I-4' (z) are calculated; and then the Y(z) table is generated by using them. In this way, one avoids
the not so simple problem of generating an accurate table of Y,,(z) for extremely large arguments by
the recursion operation. The difficulty encountered if one were to attempt to use the recursion rela-
tionship to compute a Y) (ztable arises because the recursion operation works best if each successive
function value is greater in magnitude than the one preceding. And I Y, (zlar8e) I is initially a decreasing
function, but at a value of n roughly equal to Izl, it begins to increase. (A similar difficulty arises in
the recurrence calculation for the spherical Bessel function, y,,(z) [61.) This means that the Y,(z) table
would have to be calculated backward, roughly, from n - Izi to n - 0, and forward from n - izI to
maximum i, and therefore one would have to be able to predict, fairly accurately, where the minimum
absolute value of the function occurs. On the other hand, IJ,(z)I, I Y.U..,)l and IH,,")(z)l are either
monotonically increasing or monotonically decreasing functions, so the recursion operation can begin at
n - I (or n - n.,). See Figs. I and 2.

Figures 1 (a), (b), and (c) show the normalized curves of the real part for each of the three kinds
of Bessel functions, for an argument equal to 201 + 150i and a range of integer orders from zero to 462.

Figure I(d) shows the three curves superimposed. Unfortunately, if the maximum order, n, were
made larger than 462 to show better the oscillations in Y,(z) and H.(')(z) at large orders, then the
Y. (z) values at low orders would appear to vanish because the function values at n > 462 are so much
larger, relatively. Normalized curves of the imaginary part follow the same general pattern.

Figure 2 gives another illustration of the behavior of these functions. Here log Ij4(z)I,
log I Y,(z), and log IH)(z)l are plotted for six different values of the argument, z Note that the
turning points for the Neumann functions, in Fig. 2(b), occur at values close to but always smaller than
zero, i.e. they have a function value less than one. Also note that when the three sets of plots are
superimposed, as in Fig. 2(d), in this scale the Hankel curves appear to be a reflection of the common
Bessel curves, and the Neumann curves coincide with the common Bessel curves before the Neumann
turning point and with the Hankel curves after the turning point.

The numerical problem of exceeding the exponent range of the computer has been solved by a
programmed scaling of each step of the calculation, where necessary, over and above the built-in digital

2
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Fig. I -Computer-generated plots (normalized), Z - 201 + 150. (a) Bessel functions; Wb Neumann functions-_
(c Hankel functions; (d Bessel, Neumann, and Hankel functions superimposed.
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Fig. 2 - Computer-generated plots (logarithmic). (a) Bessel functions; (b) Neumann functions, (c) Hankel functions,
(d) Bessel, Neumann, and Hankel functions superimposed.

scaling that is effected automatically by the machine's double-precision floating-point arithmetic. In our
case, the values of the functions are scaled by multiples of 10±* 0, but the size of this factor depends
really upon the exponent range of the particular computer in use.

Theoretically there should be no limits on the values of n, x, or y, but at the present time the
subroutines have been tested only for integer n on the interval 0 4 n < 3010, and on the rectangular
region defined by the complex points :30003000.

3. METHODS OF COMPUTATION

a. Procedures

The necessity for using various methods or a combination of methods was indicated, as there
appeared to be no single superior one [7,8]. Figure 3 shows the number of different procedures used to
generate the three function tables and the portion of the complex plane in which each of these methods
is applied. The precise outline of these procedures, including the formulas used, is given in Part 3b.
Notice that when 5.0 < lyl < 10.0, there is a choice of one of three possible procedures. The integral
method, given in Part 3b(6), is always employed if the Hankel function is to be calculated; otherwise,
the power series, Part 3b(2), or the asymptotic expansion, Part 3b(3), is used.

4
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(6) ( ) (6)(6)

or (6 6 l~ ;\0 (2)' 'r(2) or (6) t IN(3 or (6)**

(2) I (3)

*~~~~~~.... ./f5 .:s OOf -<60-

.......a6< . 6 .

c0-5' ~ U

Fig. 3 - Procedural regions in (he Z-planc (see Part 3b for definitions of
(1), (2), (3), and (6))

b. Definltions

(1) If Izi < 0.5 and maximum order <5; .JOWz, J1(z), YOWz, and Yl(z) are calculated by
means of a power series 19,101:

uo(psk0) _ (_I), (p/ 2 ) 2k cos 2ko
4 k-0 (k!)

-O j (-l)k (o12)2 sin 2k4$
1:(k!) 2

u, (p - -- Ocos0+ vo sin*J1
op

v~~ I(p 4)- uo sin46- vo cos 40J
-% op

Jr,(pe'l) - u.(psk) + iv, (pb

-Mb:UoAp,-) - - O(-0 f y~& + In PJ- ovo(p.*) + S0(p,0)

V0(p,0) - & vo(Pt4) F + In P-+ 0 0(,0 + TO (p, -)
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U - (p vI(p.0)(-y + In +-.0 ~u(p,-)j Co.Lsi q6 - T, (p, q0
2 v~pSu(P,") () - ) +In P- ,,,(pio) + + I + i co 2k

vkI 12 Y 21 ) 2

2 *D (-)k+lp2k I 1i.,'r(P"') -- W ;-k 22k(k!) 2  I + + I cos 2ko

To(p*) - kJ 1 + +  sin 2kq

•Go' 6 22k+ l k!(k +2 121 + +... + + k cos [(2k + 1

(2k I)kp2k+l 1211 + I + + + I sin [(2k + ])1
v k%4)- 2k+k! (k + 1) 2 + kj k+1I

Y,(pe'*) - U(pO) + iv(Pp).

J 2(z) to I,/(z) are calculated from:

J.- (Z_-z2/4) k
...-(z), ;- k!r(n + k + 1)"

Y2(z) to Y(z) are calculated by using the forward recursion relationship:

Y.+,(z) - (2n/z) Y,(z) - Y.-I(z).

For Hg'4) (z) to H,()(z) one of the following relationships is used:

H(')(z) - J.(z) + iY.(z)

or

r (2)(z) - j.(z) - i Y(z).

(2) If IzI > 0.5, Ix < 16.0, and Lyl < 5.0 or if IzI < 0.5 and maximum order >5; Jo(z),

J, (z), Yo(z), and Yj(z) are calculated by means of the power series in Part 3b(l).

J2(z) to J.(z) are calculated by using the backward recursion relationship [11-131:
.. _ (z) - (2nz)J.(z) - , (z)

Y2(z) to Y,(z) are calculated by forward recursion, as in Part 3b(l). H0(' ) (z) to He(')(z)
are calculated by the same method as in Part 3b(l).

(3) If lxI > 16.0 and lyl 1 5.0; J0(z), J,(z), YO(z), and Y,(z) are calculated by means of
an asymptotic expansion [9,101: 1/2

- Ir i ll(z) - P,(z) cos 1 4 ,(z) sin z-I i I }
* Y,(z) - j /2 P,(z) sin z - 2 4 M + Q,(Z) Cos 2 -l4

6
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where

J P"(z) I + I ' (_-1) k(42 - 12) (4v2 - 32) ... (4p' - 14k - 1}2)
1(2k)! 26kZ2 k

0 (-1)k+I (4v 2 - 12)(4v2 - 32) ... (4v 2 - (4k - 312)

k-I (2k - 1)! 26k- 3 Z2k
- I

J2(z) to J.(z) are found by backward recursion; Y2(z) to Yn(z) are found by forward
recursion. H0o ) (z) to H t 1)(z) are calculated by using the same method as in Part 3b(l).

(4) If lxi < 16.0, 5.0 < ljy < 10.0, and the Hankel functions are not needed, the common
Bessel and Neumann functions are calculated as in Part 3b(2). If, on the other hand, the
Hankel function is to be computed, the common Bessel, Neumann, and Hankel functions
are calculated by using the relationships given in Part 3b(6), q.v.

(5) If lxi > 16.0, 5.0 < lyl < 10.0, and the Hankel functions are not needed, the common
Bessel and Neumann functions are calculated as in Part 3b(3). If, however, the Hankel
function is to be computed, the common Bessel, Neumann, and Hankel functions are cal-
culated by using the relationships given in Part 3b(6), q.v.

(6) If lyl > 10.0 (or greater than 5.0, if Hankel functions are needed), Jo(z) and JI(z) are
calculated by:

. - cos (z sin 0 - nO) dO.

For H41) (z) and Hj'i (z), where y is positive:

H 4(z) - -2ie-" ' (z/2) n 0 t2neiz( 2+1) d/2 ,
,R/ I"(1/2 + n) (t2 + 1)1/2

and where y is negative:
t(2+1) 1/2

H2)(z) _ 21(-1)n (z/2)" f __ ________ t.,7- 1(112 + n) 0 (t 2 + 1)1/2

For each of the integrals, Simpson's quadrature method is used; the number of subdivi-
sions necessary is determined by convergence criteria.

J2(z) to JW(z) are found by backward recursion; H2' (z) to H')(z) are found by forward
recursion. For Yo(Z) to Y.(z), one of the following relationships is used:

Y(z) - .(z) - iH'(z)

or

Y(z) - - W(z) + iW,2)(z).

4. VERIFICATION

Because published tables often af limited ir ige o0 lack precision, the accuracy of the derived
function values was checked with the ... ,a idn ationship [41:

7
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.J+1 (z) Y"(z) - J.(z) Y'+1 (z) - 2/(irz)

[J,(z) H,,(, (z) - J,+I(z) H'J)(z)i = 2/(ffz)

or

.4,+1(z) Y'(z) - .4(z) Y,+](z) - 2/(irz)

-1.4 (z) H,,(+2) (z) - J, +I(z) H,,~zJ =2(r)

Table I gives an example of the calculated values of J.(z), Y,(z), and Hh(2)(z), to 16 digits, and of the
corresponding Wronskians for an argument z = 3000-3000i and orders n - 0, 1, 2, .... 9. The
number in the last column is the value of u in the expression 1070u that is used to multiply each value
on that line. For example, the fourth line states that

Table 1 - Example of the Calculated Values of J4(z), Y,,(z), and H,,(2)(z), to
16 Digits, and of the Corresponding Wronskians for an Argument z = 3000 -
3000i and Orders n = 0, 1, 2. 9

I = 0.30000000000000000 04 -0.30000000000000000 04
2/(PI*Z) = 0.10610329539459690-03 0 0.10610329539459690-03 0

REAL PART IMAGINARY PART

N = 0 JCZ) = -0.38286469325356710 41 18 0.26970776985386840 41 18
Y(Z) a 0.26970716985386840 41 18 0038286469325356710 41 10
"CI) = -O.27370745790819070-45 -18 -0.15784623445389830-44 -18

WRONSKIAN = 0.10610329539459630-03 0 0.10610329539471690-03 0
N = I J(Z) = 0.26965338615636280 41 18 0.3828552653836766D 41 18

T(I) = 0.36285526538367660 41 18 -0.26965338615636280 41 18
H(Z) = 0.15185710760114310-44 -18 -0.27386179443157930-4S -18

WRONSKIAN = 0.10610329539459630-03 0 0.10610329539411690-03 C
N = 2 J(Z) = 0.3028269592938247D 41 18 -0.26949026697002190 41 18

7(L) = -0.26949026691002190 41 18 -0.38282695929382470 41 IE
CI) a 0.2743249355316711D-45 -18 0.1578897247632843D-44 -16

WRONSKIAN = 0.10610329539459630-03 0 0.10610329539471690-03 C
N = 3 JCZ) = -0.26921850800552020 41 18 -0.38277970758879410 41 1

YIZ) = -0.3827797075801941D 41 18 0.26921850800552020 41 1
HCZ) = -0.15?94407908861650-44 -18 0.27509727588702230-45 -18

WRONSKIAN = 0.10610329539459630-03 0 0.10610329539471690-03 C
N = 4 JCL) = -0038271339809424140 41 18 0.26883826815442760 41 18

VCZ) = 0.26883826875442760 41 18 0.38271339809424140 41 18
HCZ) a -0.27617947359844490-45 -18 -0.15802015911478420-44 -IE

WRONSKIAN a 0.10610329539459630-03 0 0.10610329539471690-03 CSN a 5 J(Z) = 00268349172449?2210 41 L8 0.38262187408300770 4L lk
7C() a 0.382627140830071D 41 18 -0.26834977244972210 41 18

HMZ) = 0.158117948104289I0-44 -18 -0.27751245064001130-45 -18NWONSKIAN a 0.10610329539459630-03 0 0.10610329539471690-03 C
N a 6 J(C) - 0.38252293459151940 41 18 -0.26775330601020640 41 18

7(Z) z -0.2611533060102064D 41 18 -0.38252293459151940 41 18
H(Z) a 0.2792?7393494531O-45 -18 0.158231426954184?0-44 -18

MRONSKIAN a 0.10610329539459630-03 0 0.10610329539471690-03 0
N I J(Z) = -0.26704921996051800 41 18 -0.36239833482584510 41 18

V(Z) = -0.382398334825$8510 41 18 0.261049219968S1870 41 1b
Hel) = -0.15837856807949920-44 -18 0.28129575396609020-45 -10

WRONSXIAN = 0.10610329539459630-03 0 0.10610329539471690-03 a
N • 0 JCZ) = -0.38225378665605230 41 18 0.26623192838235290 41 18

IYC) a 0.26623?9203823SZ90 41 18 0.38225318665685230 41 18
H(i) = -0.28362925011569230-45 -18 -0.1585413412T044480-44 -18

WRONSKIAN a 0.10610329539459630-03 0 0.10610329539471690-03 C
N = 9 JCZ) a 0.265319908728414kD 41 18 0.38208895920371980 41 18

Z7 Y(Z) = 0.38208895920311980 41 18 -0.26531990872841410 41 18
"CZ) a 0.1501257105228402D-44 -18 -0.28621986773311050-45 -18

MRONSKIAN a 0.106103295394S9630-03 0 0.10610329539471690-03 0

8
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J0(3000-3000i) - (-0.382864 ... x 1041 + 0.269707 ... X 104 1i) X l0(70 x l 8 )

in other words,

7, J0(000-30000-- 0.382864 ... x 10130' + 0.269707 ... x 1013011.
The seventh line gives the Wronskian for the calculated function values. This should be compared with
the value of 2/(rz) given in the second line. Table 2 lists the function values and Wronskians for the
same argument, but for orders n = 3000, 3001, 3002, ... 3009.

Although it would be impractical to describe here all the tests that were performed to determine
the best range for each of the procedures covered in Part 3, some discussion might be of interest. One
set of tests consisted of generating J,(z) and Y,(z) (or JW(z), Y(z), and H,(z)) for
0 < n < 24 near the points of procedure change, e.g. z = 0 + 5i, IzI = 0.5, z = ±16 + 5i, etc.
(see Fig. 3). The computed function values and their corresponding Wronskians were examined at n =
24. Whether comparing the function values generated by the integral method to those generated by the
series method or to those generated by the asymptotic method, the J 24 (z)'s always agreed to at least 12
figures and frequently to 16 figures. And for Y24 (z) agreement ranged from 4 figures at z = 15.95 +
10.0i to 12 figures at z = 0.01 + 5.01i. The accuracy of the Wronskians varied from a low of 4 figures
for z = 15.95 + 10.0i, if the Bessel and Neumann functions were used, to a high of 15 figures for
several values of z. Interestingly, when the routine was temporarily modified in such a way that
Y0 (15.95 + 10.0i) was calculated by the series, asymptotic, and integral methods, all three calculations
agreed to 14 figures for n - 0, and Po(z)Pn(z) + Qo(z)Qj(z) equaled 1.0 to 14 figures. The three
methods gave values that agreed to 7 figures for n = 20. This indicates that the calculation of Y0(15.95

* + 10.0i) by the series method is sufficiently accurate but that as n increases the forward recursion loses
accuracy.

The Pn(z)Pn+,(z) + Qn(z)Qn+l(z) - 1.0 test was also made using the P and Q results for

z - 150.0 + 4.95i at n - 0.

The test answer equals 0.1000000000000000 x 10' - 0.6286572655403010 x 10- 22i.

5. PORTABILITY

The results shown in Tables 1 and 2 were generated by a subroutine written in double-precision
FORTRAN and run on the Texas Instruments, Inc. computer, ASC. This computer has a word length
of 32 bits, with an exponent range of approximately ±75. The subroutine was easily modified for run-
ning on a Digital Equipment Corp. PDP-11. This computer also has a word length of 32 bits; however,
because the exponent range is approximately ±36, the scale factor had to be reduced. Even though the
PDP-11 does not provide double-precision complex arithmetic, no accuracy was lost since only real
arithmetic is employed in the subroutine. There is less internal storage space in the PDP-11, so the
maximum allowable order and argument sizes are approximately r, < 230 and Izi I< 230.

The integral method is always employed if the Hankel function is to be calculated prior to the
Neumann function. This approach was taken because, although the asymptotic expansion portion can
be modified rather easily to give HO(z) and H,(z) (in fact, instructions for doing so are incorporated in
the subroutine), scaling here would have presented many more problems than scaling the integral
method. If one has access to a computer with a very large exponent range, e.g. the DEC VAX-750,
the asymptotic expansion could be used for a much greater range of z-values than shown in Fig. 3.

6. FUTURE USE

Up to the present time, these Bessel function subroutines have been used in the determination of
the acoustic reflection from absorbing infinite cylinders. These subroutines will become even morevaluable as the work being done on finite cylinders is expanded to include the absorption properties.

9
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Table 2 - Example of the Calculated Values of J.(z), Y,(z), and H,,2 )(:), to
16 Digits, and of the Corresponding Wronskians for an Argument z = 3000 -

3000i and Orders n = 3000, 3001, 3002, ... , 3009

I = 0.30000000000000000 04 -0.30000000000000000 04
21(PI*L) = 0.10610329539459690-03 0 0.106103295394S9690-03 0

REAL PART IMAGINARY PART

N = 3000 J(Z) = -0.40619757734038320 53 13 0.51063266538286730 S4 13
VCI) = 0*S1063286S38286730 54 13 0.40619757734038320 53 13
6(I) = O.11l68S13STOS13600-S -13 -0.8193T87S861700540-SS -13

WRONSKIAN = 0.10610329539459700-03 0 0.10610329539471170-03 0
N = 3001 J(Z) = 0.25967407715839060 54 13 0.15271055907997300 54 13

CZ) = 0.1527705$907991300 S4 13 -0.25967407715839060 54 13
H(Z) = 0.20827660T98564S-ST -13 O.1Q99LO11097963ID-5 -13

MRONSKIAN : 010610329539459D10-03 0 0.10610329S39471770-03 0
N = 3002 JCZ) = 0,1475589103184821D 54 13 -0.98050147599090880 53 13

Y(Z) = -0.98050747599090880 53 13 -0.147SS891031848210 54 13
H() = -0.13285865991062630-58 -13 0.40023065519036670-57 -13

WRONSKIAN = 0.10610329539459700-03 0 0.10610329539471770-03 0
N = 3003 J(Z) = -0.13900619468872620 53 13 -0.10322939091876890 54 13

-(2) = -0.10322939091876890 S4 13 0.13900679468872620 53 13
H(Z) a -0.62206880684789150-S -13 0.21729262529413980-S7 -13

WRONSKIAN = 0.1061032953945971D-03 0 0.106103295394717D-03 0
N = 3004 d() = -0.S814081015113586D 53 13 -0.191964S2858938300 53 13

T(I) z -0.191964528S89'38300 53 13 0.58140870157135860 53 13
64(I) = -0.8869749Z7S8311060-S -13 -0.74S3SI61292567210-51 -13

WaONSKgAN = 0.10610329539459710-03 0 0.10610329539471770-03 0
N 3005 J() = -0.2509566371905585D 53 13 0.25788951472006680 53 13

Y(2) = 0.2578951472006680 53 13 0.25095663719055850 53 13
HU() f 0.4802S666110424300-S7 -13 -0.19117956011902670-56 -13

MRONSKYAN = 0.106t0329539459?10-03 0 0.10610329539411110-03 0
N z 3006 J(Z) = OT.T11442740882430 52 13 0.19890896091477370 53 13

T1() = 0.19890896091471370 53 13 -0.71714472740882430 52 13
H(Z) = 0.32830L39436461110-56 -13 -0.68857322539382860-57 -13

-RONSKIAN = 0.10610329539459100-03 0 0.10610329539471710-03 0
N = 3007 J(Z) = 0.12350716004031950 53 13 0.13275165802900650 52 13

1(2) - 0.13215165802900650 52 13 -0.12350776004031950 53 13
H(Z) = 0.34992736822757800-56 -13 0.4sL4252008810510-56 -13

WRONSKIAN = 0.106103295394S59700-03 0 0.10610329539471770-03 0
N a 3008 J(Z) = 0.38?75330883090380 52 13 -0.61806874911Z52?40 52 13

t(2) = -0.61806874911252740 52 13 -0.38?75330883090380 52 13
H(Z) a -0.42975271491301330-56 -13 0.81179637392780290-56 -13

WgONSKIAN = 0.10610329539459700-03 0 0.10610329539471770-03 0
N f 3009 J(l) - -0.2265133S030524800 52 13 -0.36368127281804770 52 13

1(Z) z -0.36368127281804770 52 13 0.22657335030524800 52 13
H(Z) z -0.165494725463S6360-55 -13 -0.79200779826099200-58 -13

MRONSKIAN a 0.10610329539459?10-03 0 0.10610329539411770-03 0
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