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ABSTRACT

Organizational structure has 1long been recognized as
having an important impact on an srjyanization's ability to
accomplish its objectives. This paper prcvides managers of
sof tware development proje2cts with an analysis of the Zmpor-
+ance O0f severdl elements of organizational struc and

Of acw they c¢an use this knowledas <> make decisiorns which
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will have a pecsitive impact on +th2 success ¢. their
proiects. The structural ela2ments discussed are specializa-

“ion of activities, size of Zhe work group, and
tandardiza+ion of activities.
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I. INIRODUCTION

As softwvare development projects have become =more and
‘ « more complex, crganizations have daveloped various struc-
tures to accomplish them in an effective, 2fficient, and
+imely menner. This aspect of the organizational adaptation
E ‘ process iavolves manipulating elemsnts of crganizational

o s<ructure in such a way 3s *0 coptimize %“he utilizaticrn oF
’ '] ) .
: the orgarnization's scarce rescurces. Stoner {Ref. 1] iden- :

tifies four major determinants of organizational struc=ure:
*hs organizaiion's stratsyy for achisving its goals; +he
skills and needs of <the people =a2mployed; <the +echnology
employed; and tha size of the organization and i+s suburni<s.

Management, by amaking d2zisions concernin these determi-
nants, seeks to 3develop the structure which will be most

C e —
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uzcessful in aceemplishing <he grals of +h2 organiza+ion,
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ese manragerial decisions are of zxirzme Zmportance becausz
he

choices whichk <tcp managemernt DnaXe 3T2 tahe critical

e .

determirants of organizational structure and process."
3 {Ref. 2: p.548] Because of ths Iampact of +hese 2
is very impor*ant that mainagers of a sof+ware development

acisicns, i+

project understand what the elemsn*s of organizational
structure are and how they can be manipula*ted to improve the
performance of the developaent process.

Three <elements of organizational struc=ure nro+ed by

' S+oner [{Ref. 1) will be the focus of “his paper. The firs+

E [ elament will be <+he specialization of activities. This
- concerns +he breaking down of tha overall project into

o .éi componert activities and assigning personnel with special-
s "f“; ) ized training to accomplish those activities for which their
: - training makes them most suited, and in which “hey will be

. most prcductive, The objectivae of the chapter on
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specialization of activitias wvill be the making the critical
decisions of the op-imal combination of specialized labor *o
employ, and the optisal quaatity of individual specialized
labor to apply to the softvare devaldpaant process.

The second element will be ths size of <he work group.
An analysis of the impact of work group size on productivity
will be nmagde. The factors which influerce work group
productivisty will be explored, and approaches to mitigating
the negative factors whils enbancing the pcsitive factoss
will be examined. The size and composi<icn of a werk group
witah high prcductivity potantial will be investigated, and
+he marage-ial and systsas design +*3chniques needed o
suppor*t =<his work greoup will alisc be nozed.

The third and final elament will be +he stapdardization
Oof ac*ivities, The barnafits of aceivis s+andardiza+ion
wighin a software davalopment project will first be
discussed ip general teras. The standardization cf one
phase ¢f *he precess will then be aralyzed ip de+t2il to
i3entify svecific contributicrs and rslavance “o *he cverall

managemen®t process.
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II. SPECIALIZATION OF ACTIVITIES

A. REASONS PFOR SPECIALIZATION

One of the most important elements of orgarizational
structure is thke specialization of ac=ivities. This
specialization in *he srganizatioral sense includes +he
breaking down of +the prodect into smaller, specialized
tasks. The berefi%+s of iivisicn of work have been ozpeat~-
edly demons-rated <throughou« the history of civiliza+ion.
The order of magnituds improvamarnts in produc+tivizcy
cesultirg f£rom divisieon of werk have had profound impact on
the world's irdustrial davelopment, Division of werk is

impor+ant because

ro ore _person is physically abie t» perfera ail of the
Jpera-iong in post complax :asksz nOT can 22V ORe DATISCH
acquire all =zhe skills npeeded %o rperform the varigQus
tasSks tha= make up a complex opsratidn. Thus, in 9o-dszr
to cerry ocut tasxs rsquiriag a nurber of st2ps, It is
necessaty *¢ rarcel out the various paits 0f, thg task
amcng a_number of peopilsz. Such_spsclailzed diviziecxa of
work allows pecpie to _l2arnp skiil3 and tecoma expert a+
their Individual jeb functions. Simplified tasks can be
learned _in a relatively short gerlod ctf time ard be
completed quickly. ([Ref. 1: p. 254]

Ir a complex *ask such as a sof«ware development project
i+ would he impractical t> assigr ons person t¢ accemplish
the task by himself. In order <o 2chiave a high qualist
product, this person would not only have “¢ be expert in all
areas cf software development, he would also have to be 2ble
to provide his own clarical sarvices, administative
services, computer services, etc. This one-man approach is
impractical for a multitude of reasons, no* the 1least of
which is *he development time *ha*+ would be rejuired. With
development +*imes for projacts running in%o *he hundreds o:r

10




thousands of man-years, only the smallest of projects would
be possible. Therefore, Adivision of work in a complex
development project is absolutely essantial to the success
of the project.

B. SPECIALIZATICN IN SOPTWARE PROJECTS

The sof:wvare developaent project is often broken dovn
into a sequence of tasks, phases, or activitises such as
requirsments aralysis, system desiqgn, system coding, sys<enm

test, e:c. This division ¢f <=h=2 ovarall tas

w
.J
0
)
&
W
¢

<

sub*“asks has been wildely discussed in *“he literaturs.
As the =<=ask itself is divid231 in+to a varias= of

subtasks, so %o mus* the overall work -equirement be divijesd
among many Individuals. As discuss=d above, +*his division
of labor is necessary to produce a quali*y product within
“ime and ccst cens*raints, The division of laber allcws
indivijuals *c specializz and bacone  sxpert 2% cecthalin
skilis. Systcms analysts, pPIOJTaARTECS

Q

o
t

L4

and dazatases adminis+«ra s azs somz 2f£ the speciallizazic
within scftware develcpmen: projec<s. Th bo

team corcept 2s describel by Brooks {Ref. 3: p. 32-35],
makes clear Jdis+inctions between *he skills, duties, and
responsibili+ies of its t2ar members. The specialization
within “he chief programmer <%ean ircludes a chief
praogrammer, assistarn% projrammer, administrator, edi*or,

sacTtetaries, clerk, *oolsmith, *testsr, and language lawyer.
This +ype of *+eam, the individuals within <t and <their

duties will be discussed later in “hz paper.

= C. HANAGEMENT DECISIONS

- The thrust of this chapter will be *owards develcping
generic conceptual frameworks for the managemsnt decisions
concerning *he combination and guan-ity of <the specialized

1"




labor skills to employ. The following management decision
questions will be addressa1:

1) What is the optimal mix of the different “ypes of labor
. to employ in the software development process?

2) What is the optimal quantity of a particular type of

labor to employ?
1. The lLabor Mix Decision
a The Eroduc*ion Prozess

The sof*ware davelopaza: prscess is a production

process which +*ransforms 3 particular set of inputs (=.g. i
systems analyst labor, programmer labor, computer services,

ets,) into a Jdesired satvout. Figure 2.1 modzsls this
process.
software
labor
jevelopmant softwareg’
capi+al
process
i
.
r
‘ ;ﬁ Pigure 2.1 Softvare Development Hodel.

12




The relatiorship between the inputs into the
process and the asaximum cutput based upon those inputs
represents the production function for <the process. In
other words, given the technology applied, the Sutput of the
process is a function of the inputs 2mployed in the process.
Brooks [Bef. 3] and Pried {Ref. 8] have damons‘rated that if
+he other inputs are ha2ld constant while one type of labor
is allowed *0 increase, that input will, a* some point, show
decreasing marginal preductiviiy and will eventually display
a negative 21narginal produsiivity. Tigures 2.2 Illustra*tas
thzse firdings wish respecst *o prograamer labor. The slooe
of *he curve in Pigure 2.2 repressnts <he marginal product
of programmer labor with respect *0 tc%al 1lines of cods
produced.

lires
ct
ccde

progyrammar labor

Fiqure 2.2 Progra mmer Labor Productivity.
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If we allov two of ths inputs to vary, ve can
develop an isoquant reprasenting all of the possible effi-
ciant combinations of thase tvo inputs which will produce
the same quantity of output. For the purpose >f this argu-
ment the two inputs used will be systems analyst labor and
programmer labor. Pigurs 2.3 illustrates an isoquant which
represents *he possible combinations of programmer labor and
systems analyst labor capable of producing a given guantity

of software (Qs).

'—lm lﬂ
[~ RS I3~
o' u‘
[o ST
<D
o in

Qs

pregramaer labor

Pigure 2.3 A Software Development Isoguant.

Points A and B on the isocquan* represenrt +wo
different combimticns of programmar anéd systems analys*
labor capable of producina the sama amount of sof+ware; as
such, <*hey represent two differant technolcgical processes
(vithin the giver technoldgy) wused in “he production of <he

1




softwvare. The slope of tha curve, therefore, represen<s the
marginal rate c¢f technologizal substitution (MRTS) 34
programmer labor for systa2ms analyst labor. It can also be
shown that <+the margiral rate of technical substitution is
equal to0 the ratio of the wmarginal products of +the inputs
(Ref. S5: p. 158)]. 1In symbols:

MRIS = <-UPp/MPsa {egqrn 2.1)

where:

MPp = marginral product of programmer labor

MPsa = marginal product of systams analys* laber
¥RTS = marginal ratz >f techrnical substitution.

t. The Costs

If we assume tha* *he o-yaniza“ion has a liaiced

[0}
ot

amournt ¢f funds %0 expead on <zhs Iapus ¢ *=hsz pdprciuc~ioz

LS ]

W F

rocess, and +tha= the t©otal cost 28 “he fixed inpu*s remaine
[ 4

oF

ccnstant and is less than the to*al oun“ available, <her

W

mou
there exists an amount whizh is available *o par<ition 2mong
the variable irputs: programmer 3nl systems analyst labor.

In symbols:
M = PpxQp ¢ Psa*Qsa (eqn 2.2)

where:
M = the total amount availablz: for programmer and
systems analyst labor
Pp = +the price of 2 unit of programmer labor
Psa = ¢the price of a unit of sys-ess analyst labor
Qp = the quantity of programm2r labor uszd
Qsa = <the quantity of sys-eas analys* labor used.

15




If we graph 23uation 2.2 we car repressnt +hs
various possible ccambinations of programmer and systass
analyst iabor <+that can b2 aquired for “he amount M by a
straight line as in Figurs 2.4 . This line is called the
isocost curve for <these input combinations. The slope of
the isocost curve is negative and can be shown to be equal
to Pp/Psa.

M/ PS“

amount ot
sys:sems
aralyst
labcz

M/Pp
amount of programme> labo:

Pigure 2.4 Isocost Curve.

If a family of the praviously developed isoquan+
_{; curves is superimpcsed up>n *he isocs>s+ curve of Figure 2.8,
as in Figure 2.5, it is possible to graphically determine
the optimum mix of programmer and systems aralyst labor to
employ in the softvare devalopment process.

16
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@
%

S et

£
s amount of Q“

systeams

apalyst

labot %
Q3 %
Q2
Qi

ap

amount of programmer labor

Figure 2.5 The Optimua Labor Mix.

Q1, 22, ard 3 rcepresent isogquar*s La Increasing

e

order cf quantity of softwars prcd

[~

ced, Therea a2ay be any
number of isoquants represz2n*el on :h2 graph, bur i*t can be
seen tha+ output will be maximized £foT a given cost (M) a<
+he point where the isocost curve Is tangent t3 “he aighkes*
' isoquant curve. In Pigur2 2.5 this <is poin= B, and Q2 is
' the maximum quantity of sof“ware <+«ha+t can be produced for
the given dollar amount avallable for programmer and sys“ems
¢ analyst labor. Alterna=21ly, it could be s+«ated “haxt " is

4 tha minimum amount that would have > be spent on progrzmmer
? 1 éé and systems analyst labor, other factors held constant, in
I . order to produce a desirzad quantity Q2. peints A4 and C
, represert suboptimum utilization of resources because *he

sane dollar ampouwmn= is being eoxpend2i to prcduce a smaller
asount cf output (Q1) than L+ is possible of producing.

17
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Additiorally, Pigure 2.5 shows that, 3if other factors of
produc*ion are held cons*ant, it is not possible to produce
more than Q2 (for exampls Q3) with a limi« of M dollars
available for prograamer and systeas analyst labor.
Tharefore, fros Pigure 2.5 it is deamonstrated that ¢the
optimum wmix of systems 2analyst and prograamer Jlabor is
represented by the quantities Qsa and Qp respectively.

There is still more information available from
®ijure 2.5 . As shown above, *he slope of the isocos*t curve
is =qual to =he ratic of <he pricas 5f zhke inpuws ( F
arnd the slopa2 of “he isoquarn® curv2 is 2qual tc *he marginal
rate of *echnclegical subs+itution or <he catio of *he
marqginal produc%s o©f the inputs (-MPp/MPsa). Th

mix has been shcwn *0 ba the point 5f tangency between ¢he
isoccst curve and +he is>gyuant curva, Therefore, a+ <he
cptimur, “ke zTatio ¢f +*h2 prices 2Z *hsz Inputs will ba egual

1
to the ratio of their maryinal products. The op=imal combi-
naticn ¢f programmer ani syst:ms 2analyst labor, <zthezsziors,

is where:

Pp/Psa = MPp/MPsa (egqn 2.3)
or alternately wherae:

MPsasPsa = MPp/Pp (egqn 2.4)

This second =2quation rav2als <hat “he op+*imum
mix exists where the marginal productivi*y of a dollar's
worth of systems analyst labor is 23gual %0 a dsilar's worth
of programmer lablor.

18
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This conclusion makes intui*+ive sensa2 and car ba
generalized for any number of inputs [Ref. 5: p. 175]. What
the relationship says is tha+t if, at any point, output can
be increased by taking a dollar from input ¥ and applying
tha+ dollar *o inpu*t Y, than it is baneficial to do so. The
equilibrium point will necassarily he where “he ratio of the
marginal precductivity to cost for all inputs is equal.

2. The lLaber Quantity Decisicn

The secord problem is to dsciie th2 op*imal quantity
of ar irput to u+ilize ia the soifzwaze development process.
Programmer labor will be useéd as a rsprasertaczive inpus.

I+ was shown 2bovs that ths marginal productivity of

programmer labor in the production £ softuware, holdinag

-

'0.

'.ln

other factors coastan%, is pos

3

)

ve sver “he -elevant cangs.
In o~her words, arn incremsntal Iacrszass in programmer labor
will resul«, up tc a poiac, in anp incramern+al increase in
+he amoun: of sof:ware proiuced., Th2 zamount of <he increase
in oprcagrammsr labor —requaired <to producs the Incramenzal
increase in software proiuced is callzd +he margianal Irout
requiremen% of programmer 1labdr in “he prcduction of soft-
ware (MIEp). If the markat price of programmer labor is Pp,
than, in order to achievs a marginal increase in scftwvars
produc=ien, a wmarginal co>st (MC) egual +to “he price of
pzogrammer labor multipliad by th2 zarginal Zaput cequirs-
men+ of programmer labor in +the procduction of software will
be incurred. The equation is:

MC = DPp*MIRp (eqn 2.5)

or alternately, since it <can be shown +*hat *the marginal
inpu+ requirement is equal to the inverse of <+he marginal
product:




! Mm-.._ -

r

MC

incremental amount of
lated. If ~he market price
the marginal revesnu2

uitiplied by the increase i

<ae

production of software. The

b

[

R

£lo

peris

Because the w

oczur a® differam+

discecuns *hep 20 presenz val

Present Value of MC

Prasent Value o0f MR

The
marginal revenue and

di f ference betw
tke ore
value

programer labor

that it
revenue s greater %than tha
ther it
labor used.

is <*he ret present

amount of
is

is positive,

is

is profi+able *c¢ decreass

used.

P p*1/MPp

The marginal revanue (MR)
soft vare produced can also

n
rcremen=al increasa in prcarammsr labcr.
mazginal proiuce

useagd.

profitable to incraase th?2
If the net present value

(eqn 2.6)

received by selling the

be calcu-
of the ssftware produced is Rs,
this market
softwire produced as a
Thi

iabc:

is equal %o price

Tesuls

of pcogramme: in

1]

marginal T

uwas bef

-¢
Pp*MIEFDp*e

-rt
RsS*MPp*e

{eqn 2.9)

h
s
h
If “his net presen* vajiue

een the present value of =

1]

sent ost

of

value of “he margiral ¢

:
hile]
-an

-
-

(']

a marginal increase

the value of

present value of marginal cost,

prssant marginal
amount cf programmer
it
labor

is negasive, +hen

the amount of programmer

20




At the op*timunm, all other factors reaaining
constant, programmer labor (or any other input) should be
acquired to the poirnt whare the present value of marginal
Tevenue equals *he pressnt value >f marginal cost. In
symbcls this is where:

O i A A

i‘ ' -l‘t -ft
. Pp *MIRp*e = Rs*MPp*e (egn 2.10)

1 o
o
n

v

W

A prekleg in implzmern=ing “yp2 0f concep-ual

[ "I
w

framevworx is *re diffizulty of lopirg an accurate

(o]
0

production func+tion for the scfisare development prccess,
especially in view of tha paucity of good da*tabases on *he

sub ject. A majcr benefit of this type of concepzual Irame-
work is izs compatibility with linear programming me+hods as
| shown by Pin~-Dor and Jones [Ref. 6].
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IIT. SIZE QP THE ¥ORK GROUP
b
A. INTRODUCTION
s The complex nmature of softwarz iavalopament projects has

necessitated the decomposition of the overall task 4into a
meltitude of lesser tasks and th2 assignment of groups of
pedple w0 accouplish +hiss tasks. IJne wouléd *hink that %he
larger *he group of peopls assigned <o a -=ask, thea sherte
would be the completion tiae £cr *h2? task. Therefore, in

order to mee= prcject deadlines, att2mpts have been made %o
‘ . speed the completion of <compiex software developmen:

pro jec*s by simply adding more manpow2ar to the proiect. The
fallacy of this belief has been wid2ly nc*ed, most promi-

nently in Brooks' widely read book Th
‘ . which Breooks idantified some ¢f the ¢

ot

increassd group siza <Zzom resul=i; rciec
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cempleticn <ime; and in whizh he Gzscribed how
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wmanpower +%¢ a late software projsct makes it
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[Ref. 32 pe. 25] The impact of this phenomencn on “he soft-
ware production furction was discussed In the trevious
] chapter. This chapter will analyze how and why the size of
: the work qroup ccntributes to +this pheaom=2nor, and how the
negative influence orn productivi*y may be mitigated.

B. PRODUCTIVITY IN GROUPS

Frcem studies as well as from Our cwn work expercience vwe
know that members of a group working on a task do not spend
all of tkeir time doing cons*ructive work. Some percentage

Y
v W

of the time is spent or coffee breaks, meetings, illness,
; - training, vacations, communicating, socializing, etc. For a

10 meaber group "+the non-productive time expected for each




member is 25 percent for vacatior and the like; 10 percens
for idle time; and a base of 10 percent for time spen+
communicating: a total of 45 percsaat. We may therefore
estimate that 55 percent of each employees time can be
considered productive in a group 2f up *o 10 employees."
(Ref. &: p. 3) Pried defires projuctivity in a software
development prodect as "developing a system with the {
followirg characteristics: - Maintainability (documented, ;
mojular, e+c.) =~ Zffectiveness (meets actual user nesds) -
Eificiency (uses minimal ra2sources)." [Ref. 4: p. 8]

The porxzion ¢f ncn-productive tias <ha- i3 msst variable i

with grour size is the communicatzion time. If each member !

of the group has to interac* with each o-her in %*he accoem-
plishment of +he task, +he numbsr of in*teractiorns Tises
dramatically with the number of peopls involved. If K wer2

the number of peopls in =he group, +<he number of interac-

2iors (N) would e given by *he formula:

¥ = K* (K-1)/2 (ec2 3.1

This formuia shows that the a1auiaber of irteractions in

the group increases in axponential £ with an Increas? ]

[t

h W
(2]

hio
£

[

in group size. This commurnica+iors effort has prover to be

a determining factor of productivity time in a group. Fcoied

'.‘

[Ref. 8] has developed tha folliowing formulae for compu*ing
the +*he percentage of productivity time:

i

Pt = K*(T* .55 - .0001% (K* K-1 /2) ) (eqn 3.2)

.% vhere:

i Pt = productivity time

E B ' T = individual employee hours per vwork period
K = +he nunmber of people in th2 group.
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The productivity percentage in the work group is therefore:

Pp = 100#%(.55 - .0001* K*(K-1)/2 ) (egn 3.3)

whare:

PP
K

percertage of productive <ime

the number of veobls In :n

W
Vol
"
[s]
[+
'Q
.

Solving <+¢he above =2quations I5r a 10 =nember group
working a 40 hour work week:

Pt = 10*%(u0* .55 - ,0001(10% 10-1 /2) ) = 218.2

Pp = 100#*(.55 = .0201 10*(10-1) /2 ) = 54,55
whareas for an 33 memhe:/;;oup wcrking *h2 same 3curs:

P~ = 80%®@0* .55 - .0001*(80* 80~1 /2) ) = 7u8.8

Pp = 100#%(.55 ~ .0301* 80*(80-1)/2 ) = 23.4

Tabie T demonstrates how +the prcductivity percentage
varies for groups of various size.

Fried (Ref. 8], and deinberg [Ref. 7] have experienced
this inverse relationship between group size ard produc-
tivity in complex projects wit which *hey have Dbeen
associated. Furthermors, Fried postulates that it Is
possible to reach a poin*t o5f negative marginal productivity.
This is consistent with Brooks*' [Ref. 3] <eaclier findings
+ha+, after a pcint, 2diing manpowar can Increase time to
completion rather than decrease it.

24

L ITRER




TABLE I
Group Size and Productivity Percentage

Group Size Proluctivity Psrcentage
10 54,55
20 53.1
40 u7.2
69 37.3
80 ?23.4

C. SHALL PROJECT TEANMS

The atove findings sugges* <hat, cn *the basis of prciue-
tivity time, project +tsams should bes cresa=ed which ars of
limited size. A team with “wo mambzrs wculi sesp -0 b
ths highes* produc*tivizy percentaqgs; bu* <hs addi=jioral

ceordination and coamunization

o

Laz wouli be rzquiredi
between groups, as well as the limi~2d division o¢f labor
possible within the group, woulld 2limirate any possibls
advantages, Alternately, %00 largs 3

or negative marqginal produc tivity.

Brooks [Ref. 3] encountered *his dilemma of Dbalancing
the desireable aspec*s >f small groups against the absclu%e
nead *to produce the larg2 and complzx 0S/360 system within
+ime and budget constraints. He da2scribed his problem as
follows:

For effiency and conceptual intag
good minds dolng design and constru
s

r% Y, cne prefers a few
ctio
Systems one wan a way to bring cagg'd
ime
{ Ref

’

n. Yet for la:ge
erable manpower %o
ly_appearance. How
e 33 p. 31]

*t
i
bear, so that the product -an maké a o
can these two needs be reconciled?" e
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The answer that Brooks (Ref. 3], 4ills [Ref. 8], and
others have advocated is the chief srogrammer team concept.
This concept calls for a2 10 person team h2aded by a chief
programmer wvho designs, codes, tasts, 2nd documents the :
system; and who is totally respomnsible for the product. All ‘
the other teanm members are tasked with supporting the chief
programmer in his duties. The other members of the teanm and

+heir du*ies are:

- The "copilot" who sServes as the p-imacy assistan= and

anders<udy *¢ +he chief prograamsc;

- The administrator who handles %“hn2 logistics and

administrative coordination for ths *eanm;

~ The editor who reviews the chief programmer's rough

documentation and perforas the nzczssary editing and

reworking required *o produce *he Zinal product;

- Iwo secretaries, cne each €cor taz 23miniszzator
2ditor, fcr =he necessary “yping, ?
correspendence, etc.;

- The program clerk who main“ains th2 program product
library;

~ The "+oolsmith" who provides basic u+~ili+<ies, creates
macro libraries, and in general facilitates and ensures

the adequacy of computer services;

, ~ The tester who designs and plans m>dule and systems
3 testing, produces test zases, test lata, etc.;

=
‘ S - The langquage lawyer who is expert in “he chosen
S programming language ani can advis2 *he chief

programmer on sophisticated or intricate uses of the

langquage. ([Ref. 3: pp. 32-35)
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The hierarchy of iniividuals performing specialized
functions in support of a group leader no*t only provides the
benefits of division of labor and specialization discussed
eariier, it also providss conceptual integrity irn design and
ceding, as vell as simplifying the interpersconal commurica-
tion required. This reduct ion in coamunication requirements
coupled with the small siza of <the t22m results in a higher
productivity percentage £for the t=an. Figure 3.1 illus-
*rates “he communication pattarns within <he chief
progranmes —<am. [Ref. 3: p. 36]
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Pigure 3.1 Communication Patterns in 10-Han Prograamming Teaas.

1. Social Dypamics Considerations

The smll size of these +eams and the specialization
of function wi*hin them also helps =5 mitigate the nega+ive

impact of such social dynamics as “he "Coamons Diliemma"
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[Ref. 9] and "social loafing" (Ref. 10]. These dynanmics
suggest that individuals in a group -may use more than their
share of a commecn resource or contribute less than their
share to the common effort if <+they feel that their excesses
or delinquencies will not be distinguishable from the common
consumption or effor:. The small size of “he team and *he
spacialized functions of the team members in the chief
| programmer t2am concept alleviate “hege problems by making

each *eam member acccunzadle for a visible, distinct seamen+

th

of the group effert.

2. Desigp censideraiions

| In ozder *o <reap the berefits of small groups such
' as *he chief programmer *zams in largs, complex projects i+
‘ is recessary %o have waany c¢f£ <thes2 <eams wcrking ccrncuc-
| ran+tly in coordirated fashion. To ainigmize +he cocrdinetion
! azd maragement zequired, and thereby 2nhance the productive-
ness cf each =eamr, it is essential <that the ovarall syszenm

be desiared in a structuared, mzdular maaner With ¢

unaobiqucus specifications 2and dccumsn=a<icn. Such stan-

e —

dardized design methodologies will be discussed lazer in the
; paper. Their benefit is that th2y allow iprdependent, j
coancurrert producticn of modules which can be "integrated
into the whole without further coordinaticn." ({Ref. 4: p.
[ 10]

i D. SUMNMARY

The abcve analysis indicates tha*t, in a systems develop-
men*+ prciect, the size of the work aroups should b=
relatively small., The b2nefits of <+hese small work groups
| lie mainly in +*he improvei percentayes of +time spent produc-
tively. This benefi+ results not only from the fewer number
of communications within the group: bu+ also £zca the
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abili*y cf small,
gate some of the non-productive aspects of group dynamics.
Certainr managerial and system design technigues
required to ensure that these benefits result.
nigues include:

hierarch ically structured groups to miti-

may be
These tech-

- Proper scheduling and tasgk loadingy based cn an
understanding of productive time.

- Clear assignlent of task and groiuct Tespoasibility,
accomparied by measur=2ment and rscogri*ion of

individual perfcrTmancsa.

- Modular desion 4hat supports cl
product respdénsibility. [Ref.
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IV. STARDARDIZAIION OF ACTIVITIES

A. REASONS FOR STANDARDIZATION

Starndardization of activities is a very iamportant
alament of organ izational structure becaus2 it is *the way ia
which *he organization ensures that its efforts will prcduce
predictables results in +h2 qguantisy, quali«y, timeliness,
and cost of the software produwced. 3in activity is standazd-
i224 wher the procedure is mads unifsrm acd cornsisten<+,.

The advantages of standardiza%isn of activi=ties have
leng beern recegnized in produc+tion processes., In an autonmno-
bile assembly 1lire2 +*he order in which activities are
per formed, *he manner in which they ars performed, the qual-
ificatiors cf workers, th2 rate of produc+ion, +he tools,
par*s, 2*c., are ail highly s+%andacdized., This s+«andardiza-
tion is ore of *he reasons +ha< this =ype ¢f prcéducticn is
so successful. There arsz, of cours2, significan: 3iffzr-
ences beitween automobils 23sembly 2149 sof+ware development,
but the bpenefits of standardization of activitiss ace
nizeabls in both areas.

The goals of standardization ars %o producz predic+able
results Ir quantity, quali4+y, timeliness, and cost. The
quantity metric could be lines of 2532, number of amodules,
applications programs completed, stc., depending on manage-
ment's desirad control systen. The gualic me*ric is 2
complex and mult ifaceted one. #hat constitutes good soft-
ware is a gquestion that continues to be dabated.
Reliabili+y, predictability, readability, wmaintainabiliey,
modifiabilty, flexibility, robustnass, efficiency, and
understardability are soma of the concepts currently associ-
ated with evaluating “he juality of software.
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The timeliness and cost wmetrics are fairly simple
concepts. The *time it tikes to complate a pro>ject and the
cost of the project will wvary with <the nature of the
project, assigned resourcas, etc.; with the general goal
being tc complete the project within “he bhudgeted cost and
time period. The predistability of +he above metrics is
itself a major goal of standardizatior. From a panagement
viewpoirt, +%he rredictability of ths ocutcome cf the organi-
zation'’s efforts is absolately essantial for *=he planning
and control of trose effor

[

S.

B. SOFTWARE ENGINEERING

The £field ¢£f softwice 2nginssring has deavelcoped in
response to “he need %o Laprove and starndardize +the me*hods
and techriques erployed in <the software developasn® process.
Thare have been various attempts <9 define the field of
scf-vara 2ngineering. dasserman anrd FTresman [Ref. 11]
defined i+ as:

the a*temp:t L0 seek out _and use techniquses +that can
assist in the 2aconomical developman: of sofiwace waich
executes TrTeliably and 2fficiently on real machzues,
naking effective use of the human rescurces available.
Scftware ”nqinegr ng toies +o taks an overall systems
viewpoint in wh the optimization of all resoulces -
develcpmertal as well as operational ~ is considered.
(Ref. 11: p. 256]

B.W. Boehm [ Bef. 12] shows a sliyatly diffesrent perspec-
tive in his definition of software 2c3ineering as:

the means, by which wve attempt to produce 3ll of this

sof+ware in a uay that 1s bo h cost-effectlve and reli-

able engugh + i eserve our g fooo { the

ractical “app ‘catzon of sczent fic know edge in the

esiqr nd construc tion of computer programs ard the

assoc.zto documentation require t? develop, operate,
ntain ttem. (Ref. 12: p.
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The decision of which techniquas and =amethodologies %o
utilize in the softvare davelopmen: process is a choice of
the techrology %c¢ employ. This choice is of critical impor-
tance to “he development process because the <technology
eaployed serves to define the software production function.
"the production function summerizes the characteristics of
+ha exis*ing technology at a given point in ¢ime; it shows
the technological constraints <+hat <*“he €irm must reckon
with." (Ref. 5: p. 1M6] Thereforz, by selacting certain
“echrniques and methodologiss, and implsmenting them as stan-
dards for the conduct of the dsvelioprant process, the choilce
of the rechrology which will form th2 boundary cf +the organ-
iza*ion's productivity is made. The impor*arnce of
structured, modular s>ftware desigy to +*he implementation
and effectiveness of small projact *“eams was Jdiscussed
earlier In +his paper. To provids zon+inui+y, desiga me+h-
odologies will be used as the exampla of how activities in

®

ths developmen: process ar2 heing standardized =o ccriribat

“0 the success of softwars developm2rt drodecis.

C. TBHRE DESIGW PHASE

The importance of s=-andardiziny *he design phase of 2
sof tware development project has grown witk <+tha%t of the
design phase itself. Devaloping standard design me*heds is
one of ¢the +thrusts of software engdineering and wmany
approaches have been championsd. The s+andard appcoaches
that have been most widely accep+ed are those which advocata
a struc~ured approach <o the dasign process. The very tera
"structured" ‘mplies that scme sort of standard ae+kod,
mechanism, or approach 1is used. Stevens, Nyers, and
Constantine [Ref. 13) have dafined st-uctured design as "
set of proposed general prograam d2sign considerations and
techniques for making csding, debugging, and modification
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easier, faster, and less axpensive by reducing complexity.”
{Ref. 13: p. 216

1. JIcp-Dovn Design

Perhaps the Dbest known struztured design technigue
is Top-down design which results €from a stepvise refinement
process. Stepvwise refinement is a methodology which
consists of the following steps:

1) Star* with a ltigh-levsl, ovarall s+atement or
description o0f tha desired systam func-ion made up
of: a) *he overall statemspt of “hes system function;
and b) comments/description of th2 n=xt level of
detail.

2) Refine the abcve by replacing the ccomments/dsscrip+tion
with a) lower lavel fuac+icns; ari
b) ccmments/description of the nzx+ level.

3) Repea* the refinement until thers ace nc ccamsents lefes
so +ha% *“h2 bottom lav2l cornsis+ts ornly of functions
which can be Implement2d on *he hardware/software
mackine,

This Top-down design can be represented as a hier-
archy of modules in which the ‘"usz2s" relationship exists
betweenr +he higher and 1lower level modules. The ‘"uyses"
relationship can be interpreted as "requices <he presence of
a correc+* version of." ([Ref. 14: p 230]

Brooks ([Ref. 3] tarmed Top-down design "+h2 aos*
important new programming formulation of *he (1970-1980)
decade." (Ref. 32 p. 148 ) Aaong *+the benefits that Brooks
attribu+ed *o Tcp-down design were four ways in which i«
assists the designer to avoid errors or bugs:

¢ the clarity of stzucture ani representation makes
fecise sctatement >f requiremsn*s and functicns of
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the ncdules casier, Second, the partﬁtlon.ng and
independerce of lodu es avo*%s system buqs. +he
Suppression of detai nakes laws thé structure more
gg arent Pourth, gi ~an e tested a+ _each of

s refinement s*eps, so ‘es ng_ can_s+tar% earlier ard
[ggus 3onp*he %roper lavel of d t2il at each step.”

The concepts of =modularity and clear structure
prasent In the Top-down design approach are represented i
+the more resent design approaches althougqh the manner and
criteria of the decomposi:ion have varied in some cases.

2. Desigping fcr Chagge

Parnas [Ref. 15) has propossd a 2esign metlhodclegy
which focuses on designing sof+ware <*+hat can be =zasily
changed. His approach uses a mojulzr A3decomposi+ior based
upon information-~hidipg modules wizhin a hierarchical s*Tuc-

ture. Parnas ([Ref. 15] preposes 2 3I=sign oprocedure which
g would include:
1) Tder+ifying all Aifficul+ desiqn iacisions and these
design dzscisicns walch are 1ikely =2 chanae, H
4

2) Isolating the changeable dssign dzcisions into
information~hiding modules with clsarly definad
interiaces which will ba uraffsct2i1 by potential
changes.

3) Establish the "uses" rszla+ionship bezween *he modules.

4) Set up the "uses" hierarchy by: 2) lis*ing the mocdules
] | a*t level 0 (i.e. +hose mnodules which use no other
module) ; and k) working up ¢he hizrarchy *o the “op
level (i.e. that modul2 which is used by no other
module).
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Parnas' approach to systam design has Dbeen of
significant interest t¢o those in the software engineering
field because his methods:

1) Bring software design closer to being a science.
2) Resul+ in programs vwhizh are easia:r to fix and modify.

3) Resul® in programs whiczh are easily subsettable and

exterdaple.

4) Allow mcdules =0 be projyrammed 211 zasted
irndependently (Ref. 15].

Note that <+he ability %o inispendern+l progzam ani
test modules which is cited hers and in susequsnt des
*ochniques is what was shown to be n:zccessary for the 2£ffec-
s:ye u+ilization of small oroject <+“cams withirn a lacge,

coaplex proiect.

3. Desiap for Simpla Zompechigns azd Tunciianal Binding

Stevens, Myers, and Constar*ine (Ref. 13] ha2ve
proposed structurad design techniguas based on priacivles
similar to those of Pparnas. Trese “achniques emphasize a
s+ructure of simgply conrected, func*ionally bound modules.
Thay emphasize the use o5f structure charts ra+har than flow-
charts in “he design phase. Refzrance 13 provides the
somewhat lengthy step-by-step proceiure for developing the
input-process-output general structure that Stevens, Myers,
and Constan*ine advocate.

The benafits of this design “schnique include:

1) Its compatability with the HIPO hierarcky charting
format {Ref. 16].

2) Better maintainability of resultan<* prograsms.

3) Results in independently programmible and testable
modules.
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4) Ability *o identify ani optimize critical mocdules.

5) Abili+y ¢o develop rauseable modules.

4. Designing Systems as Madels

Jackson [Ref. 17]) has prcpos2ad a different approach
to software design. He argues that there ace some serious
disadvantages to the functional approach %o systems design.
Among the disadvantages ha citas are:

1) The Eifficulty of applying func+icnal 3esign ¢c complex

problenms.
2) The frequent reques+s for changes in system functiorn.

3) The lack of a clear 3istiction be-ween functions *¢ be
performed by software and those <3 be performed by
hardware.

cacksen's approaca is %o d2sign the systea primarily
as a mcéel o0f *he =reality whi

subsequser+«ly superimposs tae

The s+eps in “he process ar 3:

1) Represent each ac+ive =nti¢ty in *h2 -eal world system to
bte modeled as a prccess acting on a dedicated processcr.

2) Represen* the communicaticn betw2en “he prccesses
themselves, and between +the processes and the outside
world as a data s*rean.

3) Superimpose desired functions on the model.
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Merard ( Bef. 18] >f the Comsunications and Computer
Science Department of Exxon corporaticn has used Jacksoa's
design method in ccmbination with top-down implementation
anil structured wvalk+hroughs. This combination was called
the Program Structure Technology (PSI). Menard found that

_ the benefits derived from the use of PST, measured

: statistically for saveral _applicatiors, include

\ increased programper productivity and reduczd _mainte-
nance costs. With PST as a Adesign nmethod, the
programmer_ _can Broduca double <tha iIndustry _stapdarid
number of lines of ccde per year. The reduced mainte-
nance cog4s resui* from encountesring €2wer bugs in 4h2
program code anéd from havisg the Simpler, Struc=tured
¢ode which is easier to modify." [Ref. 18: p. 89]

Menard { Bef. 18] f>und that, whereas the PST me+thod
required *hem to spend more time on *the design phase of a
t projec:, this time was more than made up ia +*he implementa-

tion phase of the project.

D, SUNHARY

The design msthodclogizs 4 scussszd 2beve are importan*
Zecr previding conceptually scund framewcrks for the design
of "good" sofiware; but, 3in ordar to realize fhe maximum
benefit, +ke chosen m2thodoloqgy must be starndardized
throughcu* *he develcpmen= projec+. It is ¢the standardiza-
tion of the process which provides the organization with +the
benefi+ts by reducing +<h2 pneczssity for communrication arnd
coordination while maintaining design integrity and facili-
tating successful irtegration.

The standards “hemselvas form the basis of the organiza-
- tionts planning, con+*-ol, and avalua‘ion processes. Biggs,
: Ai. Birks, and Atkins [Ref. 19] summarized the importance of
standardization as fcllows:

s Steps, activities, and
, .2ontrol, and evaluate
valopment procass wio.thout

The standard arproac¢h_+o pha
tasks makes it possible
progress dur s

o

ses
0 plan
ng the systaa de
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‘nhiblting the naceSSary analy<ical and creative work
o

requir

tu*e aﬁlows nana empent na e

uce successful new sys*ems. The struc-
mons;=or incremental

commi<ments and he ab-lltY tc }mpac+ Interin results.

I+ is an

nportan* key to an or3aniza*ion's effective

managesen® of the systens svelopment precess.

{ Ref. 19:

P. 47)

The lamportance of standardizing the activities in the

software development procass continuss to receive management

a*ttention,
apnroaches
aen+tation,
importarnce

The eamphasis on developing standard methods and
*0 recuirements analysis, specifications, docu-
in*egration, ard *estinag mazifests =he vi<al

of activity standardizatior ir <the softwars

development process.,
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SUMMARY AND CONCLUSIONS

organizational struc*ure has 1lsng been recognized as
having an important impact on an osryanization's ability %o
accompiish its objectives. Managsrs, *therefors, need +c¢ be
aware of how organizational structure affects performarnce.
This paper has provided *h2 managers of sofiware developmen=z
projec+s with an aralysis of =n2 lapcriance o seveTal
elzments of organiza+<icnal sIruc=tur:z, and cf how they <22
use *his knowledge *o nmaxke decisions &about o2rga
structure which will havz a positivs ZImpact on +
of their preojects

The first s+truc+«ural 2l=men<t analyzed was *he s
za~icn of aczivities, Iz was fouri ~-hat +r: manzgsaz coull
proceed with specific or gereral Xxnowladge o
producticn function as providsd by 3:-ooks ([Ref. 3],
{Ref. 8], Weiaberg (Ref., 7], 2nd ZTin-Dc> 2nd Jonas [(Ref. 67,

“c cdevelicp concertual f-aasworks %o assiszt in anakoiag deci-

-

sions £fcr cptimizing th2 wutiliza<ion o
inputs into the sof*-warz developmes: pTOCess. Twec c¢f <hz
most impor+ant decisions 2re <+“he deteramination of <he
optimal mix of these irputs, and ths determirna*ion of the
optimal quantity of a par<icular inpa*t +to aquire.

The cptimal mix cf th2 various iapu*s was shown %0 exist
a+ that point whers +he marginal productivi*y of a doliar's
worth of any input in the production of %he sof+ware cu=pus
is equal to the marginal producctivity of a dollac-'s wor<h of
any other input.

The op*imal quantity of an inpu* 4“0 employ, cther
factors remaining constant, is that quantity at which tlLe
przsent value of the marginal =csvenue raceived due *c 2

marginal incremen* of tha Zinput is equal to the Dpresent
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value of the marginal cost

increment,

incurr24d do to that amarginal

This <type of conceptual framawork provides the addi-
tional benefit of being compatible with *echnical analysis
and linear procramming 2as shown by Ein-Dor and Jones

{Ref. 6].

One element 0of organiza“ional s+%ructure that affects

labor productivity and thus the proiuction function is the

size of the work group. Brooks [Ref. 3] fcund that, aftar a

softwara production

tiorn. Fried ({Bef. 4] experiznce

. . oy e A
incrzas2s in proyrammes libar ceon=sributed 1z

an?
el

tr

anid th

W
ot

ul<imateiy, 3increass2s

0
in programmer labor would have a n=23a+ive impact on p-oduc-
i

similar rs2suits as 4iad

Weinberg [(Ref. 7). ~Tried [Ref. 4] and Brocks [Ref. 3] found
tha+ communica*ions requirements were *he major facter in

teduced productivity as

group size increased. Fried

fRef. 4] has developed a £rrmula from case studies zrnd prac-

tizal expsriences wiich can

0f time spent srtent produc+

size 0f +he grouno. This

findings suages* tha*t groups #i

sperrd less *“han S0 percent
work.
Cass and Edney (Ref.

be used “9 calcula== hs 2acuns
tvaly by 3 group bassd upor <h2
foraula a2néd Weinberg's [Ref. 7]

=h @a>re than 30 people will

of +hsir =ime doing productive

91 and La%*ane, williams, and

Harkins ([Ref. 10] discovared aspects of social dynanmics

which also contribute to reduced individual productivi+«y in

large groups. These findings indicat2 tha* individuals tend

t0 use more resources ani

contribute less effar+t if *hei:r

consumption and performance are <fe2lt to be indistingishable

from that of the group.

A possible sclution to the team size probleam in view of

thase findings is the chiaf
hierarchically s*ructured,

prograamer team concep+*, This
10 person team is srganized ia a

manner which provides for lesign in+zgrity, quali+y ou“pat,
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simple ccamunication pattarns, visible job performarce, 2and
high productivity. Succassful implamentation 5f this small
team corcep* in coaplex projects rszguires a modular project
design as well as managerial emphasis on plarring, corntrol,
and evaluation.

The achievement of good plarning, control, and evalua-
tion requires the standari ization of software development
activities including: ra2quirements analysis, specifica-
tions, design, dccumentation, intagration, and testing. The
szlzction 2nd implemen*tation of standard <eschnigues and
met hodelogies regresents =he choice 9of *echnology €or <he
project. This <*echnological choic2, in tucrn, serves to
define the productior function for the project.

Stevens, Myers, ani Constantine ([Ref. 13], farnas
{Ref. 15], and Jackson [Raf. 17], 2among others have prcoposed
sof+ware design methodologies which have been used wit}
success as *he s+tandard for sof tware projects. The modular
s=wcuc*ure and clearly 32fined intszrfacszs Cesulzing fzom =:x2
structured desion methodologies 2allow Zor tha2 s
livision 9f work among small, =2fficiant programaing <=2m

Biggs, Birks and A+kins [Ref. 19] emphasize <he impoc-
+ance c¢f activi+y standardization in all phases of <the
development process as 2 key elam2nt of organiza“ional
structure. Its importancs is recognized not only because i
makes effective flanning, control, and evaluation possibla;
but alsc for the reduction in communica<+ion and coordination
it allows.

The field of srganizatioral structure and its impact on
organiza*ions' success is vast, with myriad subtle in%*erre-
lationshivs, % is 2an interdisciplinary field with
applications from sconoaics, sparations resesarch,
psychology, sociclogy, and various tachnologies. This paper
has delved in%tc several of the relationships bstween
elements of organizational structare and the software

u1
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development process. A common thread <ha* has appeared in
; each elament is the software devalopment production func-
‘ tisn., As *he database of developmen* projects improves, so
too will our ability to analyze and improve the software

development process.
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