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ABSTRACT

T This thesis examines the network management functions
reyuired for a local comouter netwd>rk., Initially, general
management considerations are adirassed. These include:
problem determination, performanc2 aialysis, problem manage-
ment, change management, confijuration managament, and
oparationrs management. Th3 sidestr=2am, mainstrzam, central-
izad, decentralized, and aybrii rnetwork moniteoring
technologies are then 1iscussed. An investigaticn of
network measurement t20ls and th2ir use 1ia generating
managemenrt reports is auniartaken. The topics of analysis
*imirng, performnce measure utilization, aad parameter
selection are considerel. Proceduras for de*tecting, diag-
necsing and correctingy netwd>rk coaponen+* failures ar2
prasented. Solutions ar2 propossl for problsis associated
with managing a 1local cowputer network-long haul network
interface. Finally, 2 liscussion 9f +the mission, obijec-
tives, and responsibilities o9f a 1local computer network
ceatral monitoring site is undzrtak=za.
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I. INTRODUCTION

One of the w®mjor objactives of any local network is to
provide reliable communications facilities, rz2flectad both
ir the continued availability of th2 natwork itself and in
tha lowes*t possible 2rcoc rat2 a5 seen by individual
prycesses [Ref. W: p. 713]. T> +his we would 2adé the
requirements of high capacity and minimal erd-to-2ni delay
experienced by the user. We now sabmit what w2 £fegl is a
responsible and complete lefinition 2f netvwork management.
Our definition includes: collection of measuzamsnts ani
subsequent statistics g2neration, hardware aad softwars
failure de:aczion, diajyaosis anl correction, network
per formance analysis, and ne+wdrk pacanetar adjﬁszment.

One school of thought advocates nanagement of local area
computer ne*works, whilzs ano+her f221s that management, as
we have defined it, is nof requirei. de suppor:t the fcrmer
of the two. The benefits to be 3ain=d from th2 managemsnt
of a local computer netwdrk ars numarcous. W2 are able to
reiuce the impact of failires 2ani increase n2twork avail-
ability by datecting, 3iagnosing, and ccrresting hardwarz
and software problems very quickly. Control ani monitoring
technelogies allow netwdork operatdcs to anticipate probleams.
Rather than reacting, operators ar2 ibl2 to analyze problems
anl ¢take appropriate action to miaiaize %hen, or even
praclude <their cccurence. Managsasat of a 1lscal computer
network gives us the ability tc provide for capacity plan-
ning, manage the growth 5 the netwosrk, control costs, ani
eliminate redundant or unused capacity. We can also improve
tha networks performance ind its availability to users by
monitorirg “he network zomponeats aal through avaluation of
tha netwcrk as a whole,

a ™™ ar ’-4.\:'3—1-\1&'. por N




It is the author's iaztent o5 ilentify and discuss the
tools requirad by network managemsnt for the attainment of

thase and octher benefits. W2 will begin by describing a
SPLICE local area computer network, followed by a discussion
of six retwork manageaeat disciplines. Chapter 2 wiil

pra2sent various ne*~work aoni4oringy ms2thodologizs and tech-
nologies., In Chapter 3, we 2nter into a discussion of the
measurement tools availabla to the oparator and suggest ten
management ceports *o b2 generatzl from coll=actsd data.
Chapter 4 pravidaes Informatiozn on 2123alysis +iaing, =natweocok
per fcrmance measure u*iliza+tion and parameter s2lection, anl
on ccampornent failure dstection, d4iajyiosis, and astification.
Chapter £ idbntifies ani siggesis solu-ions for the p-oblaas
associated with managiny the LAN/DDN interface. In Chapter
6, we conclude with a diszassisn of the mission, objec*ives,

and responsibilitias of a LAN central monitoringy site.

d. ASSUMPTIONS

To productiveiy diszuss tha topiz of ne+work managament,
i« Iis impcrtan+ <that 1 commd3 base of uanders+arnding
concernirg <+the SPLICE (Stock Poiat Logistics 1Iantegrated
Communica+ions Znvironmzn%) 1dcal area computar network b2
astablished. This section Dbrisfly describes the ¥Network
Layer Protocol proposed £or +h® SPLICE LAN. This discussion
will <include; error detaction, packet acknswledgenment,
collision detection, access contral, bus contrsl, <cCe2tran-
smission technigue, aanl >acket foramat. Additionally, :hs
aetwork topology 2and physical +transaission medium will be
identified.Finally, a briaf dsscription of the propcsed =ni
to End Protocol will be discussed. A aore detailed explana-
tion of the SPLICE conc2pt can ba £oind in (Ref. 1].
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1. Network Topology 214 Iranmsaission Mediun

The Ring, Star, Uastrustura3i, arnd Global Bus topolo-
gies were discussed in  Ref. 2]. Primary considera+tions
made during the saslection of a top>logy wers it's flexi-

bility, reliability and siaplizity. Understaniing that the

structure of the network must leny itself +t> changs anid
reconfiquration, one authoc [R2f. 2: p.21] r=coamendad that
a global bus tcpology b2 adopt2d for *he SPLICE Iccal
computer ne+work.

nediums  wers

T ct °c

adlthough a nuab
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discussed in [Ref. 23], n> partic ¢ technolozy was recom-

a
meaded for all SPLICE n2twork <2

discussion of network managemant

tions, For <his
‘ 1l be assumed <that
+h2 transmission medium is coaxial zabl nd <hat a bassbani

tezhnology is being utiliza4d.
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centralized control 2£ %42 bus is th2 pr2mis updn
whic a.l subsequent chara
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mechanism with ccllision 32te
tion is accompiished through th us2 o9f 2 cyclic radundancy
chacksun. Tha ackrowlelyement fo- a packet successfully
received is undertaken by 2ither se2ding a sp2cial acknowl-
edjyement packet or by irzluding thsz acknowledg2aent with 2
data packet bound for the appraopriat2 node. Jpon detaction
of a2 collision, a node implenents an adaptive binary expo-
nen*ial Dbackoff retransmissicn tazsanique. Finally thers
exists a single packet format for both da%a and cortcol
informa+ion, the specifiz +ype b2ing identified ia <he
packet type field [Ref. 2: p. 53].
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3. End teo End Brotacal

TCP was utilizsd as a basis from which to develop
+ha trarnsport protocol. Justifization for the use of TCP
can be fcund ir {Ref. 3]. A majsr consideratiosn during <he
design of an end <to end protacol was the assumption that
SPLICE LAN'S would be zoilaected t> 2ach other <hrough th2
Defense Data Network. Th2 fact that the end ts 2nd protocol
currently planned €or tha DDN is IZP further excesntua=es the
benrefits +o be derived oy havizy a1 TTP !
protocol. Investigation sheows <hat if TCP is used iz the
strictest sense without 3ay modifiszation as the local <rans-
port ccrtrol prctocol, simple int2rnetwork <communication
will be achizved at the expensé 5f suboptimal in<ranetwork
pecr formance [Ref. 2: p. 73].

B. LAN ARCHITECTURE

This section Jdepicts and briefly describes the logical
ard pohysical views c¢f “hz SPLICE LAVY. These diagraas ac?
inzluded in order %o provide a visual <cepcessntztion which
may be referred +o during the discussior of n2twd>rk managa-
meat throughout the thesis.

1. Logal Nerwork Logizal View

The six boxes alna3y th2 top of figure 1.1 are Iden-
tified as operation Ffunc+tions implemented in softwars
modules. The +three box2s *o thz =sight and ia <the middis
reoresert suppoc* functisas implam=snt2d ia softvare modules.

12
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Conirol messages Zlcow along the 1lojical control bus whila
data massages flow alonjy the 1loyical data bas, A more?
detailed explanation of thes2 £fanctional modules can be
fournd in [Ref. &4 ].

2. Jocal Network Physical View

There exists only one physizal bus upon which will
flowv both control and dati messages. The functions identi-
i2é ir the 1logical view 5f the netsork have been assigned
to srvecific minicomputers. As can b2 seen ia figure 1.2 ,
ths petwork management £anction has not been idern+tified.
Thzoretically, this fuactior could c2side in one or all of
ths network nodes. An iniapth discussior of this topic will
be undertaken in Chapter 2.

C. NETWORK MANAGEMENT DISCIPLINES

If viewed as a singi2 moiulz, the netwdck management
functior appears gquite complex. Differen+ aspscts of the
functior appear t> ovarlap, whils others appear *=o0 b2
disjeirt and wunrelated. In orisr <+o morz effectively
analyze the various aspacts of th

®

12twork managemen+ func-
+iog, a disaggreagation of th2 functiorn 1iato unigue,
idantifiable modules is iadertakea. Freemar proposes six
distinct maragement disciplines associated with managing the
coaponents of a computer nstwork  R2f. S5: p. 91]. These
disciplines include; prodblem datzrmination, performance
anaiysis, problem managsm20%, -hanj2 management, configura-
+ion maragement, and operations manajysment. Tha purpose for
presenting +hese disciplinss is twofold; Pirst, to creats
more managable and unlerstable m>3ilss *+hrough which +th2
concept of network managem2nt can be 1iscussed, and second,
to provide a foundation upon shich various network marnage-
ment technigques can be anilyzel throughout the thesis. Each

1)
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of these disciplines will be bri=fly described in the
following sections.

1. Probles Determipnation

Problam determination is th2 process >f idantifying
a failing or down componsnt of the 12twork so that correc-
tive action may be taken. It inclaies; awarazness tha¢ 2a
problem exists, isclatisa of the >roblem 40 a1 parzicular
elament, identification of what <zcaused the »osrobiem, 2anid
determination of the corrast orgaaization, ipdividual, or
veader who is responsible for the sorrection of that specfic
tyoe of problem,

2. Pperformance Apalysis

reformaance Apaiysis d2als with gquantifiably
answering the gquestion of, ‘'How w2ll is <“he n2twork doing
what it is supposed to 302!, I+ provides for the measure-
meat of cer+tain dapenden* wvariablas throughout %the ne=work.
These measursments are <han coapar=2l *o critaria <hat have
be2p previously establish2d by somez cther means (e.g. by
mathematical models). 3y observiany <+hes variance be%ween
th2se figqures, a snapshot of +the n:twork's pasrforamance can
be obtained for that particular iastant in +ims=. A number
of variables measured can be zclassifizd as "tuning" statis-
tics. Certain parameters 2xist which can be adjus:ied by
network operations personn2l in orisr *o effect the values
of these tuning statistics. Ia this way, we can 2ffec*: both
retwork performance and th2 quality of the servica provided
by the network as perceivai by the usar.

3. Problem ¥agagement

Problem Managem2nt concer “ha repor%ing, tracking,

ns
anl resclution of problams that affact a user's or process'
n

capability 5 communicat2 with any other user or process.

Ce T T ey, W . s SR ¢
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Establishment and maintanince of a problem database can be
accomplished in a number >f ways. Problems aay be docu-
mented manually wutilizinjy pencil apnil paper. They may bs
recorded semi-automatically throujgh manual =2ntry into a
dat abase. or, problams may be rscorded automatically
through the interaction >f the pro>blem marnagement modula

vith <*the ©problem determination 2an3l performance analysis
moiules, The method chosan through which network problems
will be recorded should provida £or 11+a consis“ency, real
<ize information or n=2ariy so, as2r accessibili:y, ani
inimal operaticns persdanel 2anvdlvamen<t, A list of
possible en<ries for inclusion in a2 prcblea record is
provided in Appendix A.

4. Charnge Managemen:t

Changes made o 3 network component *ha%t are 50%
proaulgated *hroughout, or made available %o thsz netwczk may
with <ha+«

elament or even make that element inaccessibls. Changs

lezd +*c substantial 3eilay when <coamunicating

macagemen+t precludes tai2se evaats from occucing by
reportirg, tcacking, ob+tiininy approval for, 2aad verifying
th2 impiementation of chaajes in na2tworck compon2an%s [Ref. 5:
p. 91]. Pancil and papsr, or manual ent-y into> a databass
ara two mathods by which chanjy2 manageasnt may b2
acsomplished.

5. Configquration Manijiemegt

:
at’o

Configuration manajemeat provides for the cr

(]

=]

cf a databass which contaias the past, present , and futu

"
w

physical ard logical characteristics of all netwd>rk elements
{Ref. S5: pe 91]. 1Incluliel in this would be ¢he SPLICE mini-
coaputers, host computers, shared res>urces, th2 subne%wecrk,
anl per+inent information -oncerningy any connect2d4 networks.
Ths configuration managema2n* databas2 should b2 accessibhle

17
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by both software modules and users as nazeded. Opdating and
paintenance >f this database could be accomplished in th2
saze manner as the problan managemsant database. It is this
researcher's opinion that configuration wmanag2ment coull
most efficiently be accomplishad utilizing autoaated =echni-
quas which are based on the intacaction of the various
network managesant modulss. A list o>f entries that may b2
inzluded in 2 configuratisn maragamza* record >f 3 ne=work

conporent is included in Appeniix B.

6. Operations Mapaisaant
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Operations managesmant suppodr:ts +the remoste manipula-
tion of various network elaments [R2f. 5: p. 91]. Some 9%
the forms this manipulatisa takes includes; =t2sting a piecs
of hardware such as an alapter, +25ting specific software
such as & process which counts +h2 i1uamber of tines an indi-
viiual pecket attempts ty> acczss thz chkannel pvafore it is
successful, ad justing paramecars ia order t> effect *ha2
values of cartair Jdepenieat variables which chirac+erize <%h:2
pec formance 9f the network, ari starting ap 2 T2mO0ts process
within a nodes which acts 15 an artificial traffic gsrera+or.
Additionally, during ths process of aatwork reconfiguracion,
this management function supports the remotz loading of
software into the appropriate network element.
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II. DESIGN ISSUB3 IN NETHORK HONITORING

Measurements allow us to gain valuable insigyht regarding
network usage and behavior [Ref. 6: p. 1439]. They provide
a means to evaluate the perforasaace of <a2 implementeld
protocols. Additionally, they giva the desigrer the ability
to detect network inefficianciss ani identify dzsign flaws.
On an opera*tioral level, azasuremsnt provides *th2 stazisctics
upo>n which the network is tuned thraugh adjus:imza* of appro-
priate pzrameters, In a j3lobal s=2a1s2, ®easuczment can b2
sean as the foundation ipor which n2twork management is
based. Hamming expresses the impoctance of a2asursment in
tha statement, "It is difficult to have a sciance 4izhcu+
measuremen+" This emphasis on an accurate measucsman% capa-
biliry assists 3in unierstanding why such elabora<e =ani
complex measur2ment *echnijues havz hH2en devisa2i for experi-
men*+al and operaticnal natworks.

Before any type of amsasurement is conducted >f a network
or it's associated componzats, <+w> bzasic questions amust be
answered. They are, 'What is %> b2 measurei?', and *wWhy
should the measursment be taken?'. Phese guastions will be
adiressed in Chagters 3 221 U4 raspoactively. At this time,
an explana“ion cf Dbasic aonitoring amethodolojiess will be
uniertaken, £ollowed by 3 discussis>n of currzat moritoring
technologies.

A. NETWORK MONITORING MErHODOLOGIES

Curren<+ly, there exists thr22 basic 1a2athodologies
utilized as the foundatisns for taiz creatisa of various
netvork monitoring techanologiss. Thase three wme+thods ar2
hardware wmonitoring, s>f tvare ad>nitoring, and hybril
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monitoring. These meth>ds will be discussed for tha purpos2
of establishing a basis uapon which ¢ths monitoring
techrnologies may be aralyzad.

1. Hardware Methodolagy

A pure hardware aoaitor is a anit <ha* is both phys-
ically end logically distinct from +*the netwdrk component
being measured [Ref. 7: p. 57])

Th2 interface between th2 monitor aand the coaponent is a2
physical probe used for ta: collsctiosn aad passing of slec-
tronic signals from tha ciyaponsat *> the monitariag dasvice.

Pigure 2.1 depicts a g2n2sralizsd hacdwares aonitsring device
[R2f. 7: p. 57].

Network Component

I

Signal Filter And Combination
Logic Unit

I

Time And Count Unit

nline
Analysis
Unit

Pigqure 2.1 Rardvare %onitoring Device: Logical View.
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The critical item needed for a hardwar2 nmoniter is
an electronic signal that indicates the occurence of an
evant [Ref. 7: p. S57) Sinc2 many signals to be monitoreil
ara of a relatively low voltaga, »on2 must consider that tha
introduction of a monitoring device nay disturb thae normal
oparation of the circuit baing aonit>ra2d. To preclude this,
a high impedance probe can be utiilzz3d. The signal observed
by the probe is. amplifiad and pass24 to a signal fiiter ani
combination logic uni<. The task »>f the signal filtar ani
combination 1logiz wunit is t> wmask and coabine sigrnals
received from various prob2s. This >utput is than sent to 2
tine and count uni+t. Hz2re, the daration of a specifis
signal, or the mumber o2f times-a cartain signal occuras can
be recorded. Having coll2cted ths ra2juired data appropriats
fcr the test being conduct2d, <the =zon<tents of the *ime ani
count urit can be direct=sd ¢o a mass s4«orage lavicz for off
line analysis or, directly to 1 us2r for on-lina analysis.

The main advantags of a hardware monitor is it's
apility *o sense a widz range 5f thardware and softwars
evants. In addition to cost, thz mair disaivantage of a
hardware monitoring devics is it's limi<ed ability Lo detec:
th2 stimulus for the set 3f signals it is monit>oring.

2. Software ¥ethoddla3yy
Although various definizi’>as exist, a3 softwars

monitor can be viewed as a proc2ss which resides in i

[{/]

coaponent being monitorad. Twe typ2s of software monitors
exist which are appropriate for tha task 2% wmonitoring a
computer network. They are the igtarrupt-int2ccept asthod-
oldgy and the sampling methodology “R2f. 7: p. 56].

The interrupt-intarccept aethodology 2mbraces the
idea of carrying out some typa of adaitoring activi:y sver
tize the state of <+h2 particular resorce {2 which ¢th
monitor is resident chaajes. Th2 moritoringy routine is

P» 9
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invoked whenever an intarrupt is 3J2nerated. The schene
calls for intercepting 2ach igtsrrupt as it occures,
dicrecting it to a monitoriag coutin2 where tha interrupt is
analyzed and appropriate nonitoring functions activated, and
finally, passing the interrupt to it's intended 2estination.
This monitoring methodo>l>yy has thz distinct advartcage of
allowing measureaments to b2 taken 3s an integral part of thes
system rather than as a lower 1la2v2l applicatiosn. prograam.
Substantial amounts of processing tian2 and memdory utlization
ar2 requirel for this a2thol. 433itionally, i« also
rejuires tha*t *he softwar2 monitoriny program run 3t a very
hizh priority to prevent other intacrup:s from deactivating
th2 monitor (Ref. 7: p. 57].

The sampling methsdology +r2ats the software moni-
toring progranm as a normal 1s== pragranm for a
multiprogramming systeam. The acrivation of th= monitoring
program may be accomplish21 by <the zomponent rasident oper-
ating system, by another usni<>rirgy application program, ot
by netwcrk operations pezsonnel. This activation may occurs
at randcm intervals, sch2iuled intecvals, or a combination
thsreof. The selection >f inter-sazole periods is cz-itical
in that it must not be synchroniz2l with *the occurence ¢
evants which are being measured by the monitor “Ref. T: p.
57)}. As with the interruot-intercapt methodology, 2 signif-
icant amount of processodc time ani amemory space may be
rejuired,

The principal advintage of the software monitors

prasented above is their ability t> associate sccurances of
measured events with their causes. TIh2 primary disadvantag2
is their requiremen*t for substantial resource utilizatioan.
Tha strengths of *he hardware and so>ftware moai:oring meth-
od>logies have been combinad and th2ir weaknessas eliainated
through *he use of a hybril approach.
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3. BHybzid ¥sthodoloay

In contrast to tha hardwars amo>nitorirgy aethodology,

tha hybrid approach to monitoring 3ozs not view the hardwarce
moaitoring device as bsing invisibls to the n=2twork coampo-
nent. The hybrid method>logy utilizes a wicracomputer to
control the functions 5f the hardwar2 monitoring device in
response to 3ata gatherel by hardwars probes. Figure 2.2
represents the logical viaw of a hyorid monitsring device.
Tha data channel providss a ameans by which the software
moni*tor resident in the davice b2iny anonitored can coammuni-
cate with the hardware azonitoring device. Alorg this
chanrel can pass interrupts and 1n2ssages conzeraing tha
oczurence of software sveats within the componznt. These can
+then be associated with siynals sans21 by the probes of <th2
harewvare monitoring devic2. This svarcomes th2 stric+ hard-
vare mornitoring wmethodol>sgy's inadility %o associate 2a
siyjnal with a specific evant occaranc2 within thz network
component+, Additionally, the problsm of compd>zent resorce
utilization associated with the strizt scftwar2 monitoring
methodoilcqy is overcome 5y th: traasition of wvarisus moni-
toring functions from the netwo>rk <cdo>aponent <o the hardwara
monitoring device.

Technologies for tae locatis>a of moni=oring capabil-
ities within a computer n2twork implicisly utilize ome 5%
tha methcdologies, or a vaciation tharsaf, discussed above.
A number of +these technologias will be discussed in <«hs
following section.

B. NETWORK NONITORING TECHANOLIGIES

There are certain >onsiderations that should b2
adiressed when selectiag a 1onitoring technology.
Initially, a decision has be be 131de on whethar of not a
record of evary cccurance >f a certain event sh>uld be made,
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Figure 2.2 Hybrid Monitoring Dzvice: Logical View.

sometimes called trace monitoring R2f. 7: pe 53], or <o
collect samples <from the netws>rk at selected intarvals of
tine. Timing considerations for 4hs NBSNET measurement
system irdicate complet2 n2asurzment is possibls [Ref. 8: p.
725 ]. It's architectur2, b2ing similar to <+that of <%he
SPLICE LAN would seem t5 indicats taat complet: measuremant
would be possible for the SPLICE LAN. Whether this would be
desirable or practical 1ire questiosons <hat c2main to be
adlressed. The technijuz selacted naast be able to monisor
both hardware and softwar2 componsnts individually and any
coabination thereof. Phe level of moritoring <o b2
conducted must be determined. 3%2s zthe technology under
consideraticn provide th2 capability of both 2 macroascopis
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anl microscopic level - of monitoring? Is the @monitcring
technique capable of supportiny 2a real-tine analysis
requirement? To what degree does tha moni*toring techniqusz
introduce artifact int> the systea? Other items to be
considered include; clock r2solution and clock
synchrcrization.

1. gidestream Moniioring

The sidestream monitoring tachnology [ Ref. S: Pe
92], requires that probes be attzch2i to *he sids of network
components. By attachiaiy these orobes to the 'side' of
network componen ts, w2 m2ap physizally placiag <chem such
that they may sample and analyze data from physical inter-
faces within the componsnt, ani at tiz interfac2 betweern th2
coapcnent and network bus. These probes extract and analyzs
data frcm physical intarfaces established Wwith thes2
elzments. Addi+ionally, the sidsstream technique obtains
information about +the netsork intarface and thz subnetwork
through +the use of a mziurement 1z>3dule residert in the
adaptor. Information gathered by th2se probas and zmodules
may be sent *o a network a>nicoriny center, or to a se:t of
management programs via a secoriary <chane=2l which is
fraquency~-division multiplaxed ont> the same circuit being
used by the primary data zhannzl.

A major advantag2 of the sijestream teschnique is
iz's abili+ to alert ne+twork op=arations psrsonnel of
certain +ypes of problaams without iaterferring with rnormal
data traffic. Cerz*ain t2sts may also be unizartzken which
utilize this secondary channel. In this way, 4isolation
tes-ing may take place without disrupting <he primary data
channel. Zven though a secondary channel assists in
isclating and correctiny certain problems, shere still
remain certain tests cthat must utilize <+the primary data
channel for their accompiishment. Ihis has besn found tc be
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onz of the major probleas >f the silsstream technique due o
tha fact that, during “he =zonduct 2f these tests, the
network is uravailable.

The sidestream monitoring ta2chnology presented here
is a subset of a more encompassing network @mapagement
philosophy. Our discussion has brizfly touched 2n the topic
of coaporent failure idsntificatioa., Trhis wvas dz2%ermined to
be necessary in order to aore clearly 3efire ani explain the
advantages and disadvantages of <ais +“echnology. This
subject will be address23 1gain whzn 3 discussion of variosus
techniques for identifying, issla+ing, ani correcting
failing retwork componen%s is andertaken in Chapter 4

2. Haiastream Monitorirg
The p2instream md>1itoring ta2chnigque sperates thra
tha user of hardware and s>ftware implszmented among existing
netwecrck coamponents. Thase 1dditisns provids data to =2

retwork monitoring center ot a s2t oOf network @marnagement
programs. Notification 2f problz2as existing within +he
netwerk Is accompiished tacrough +th2 gsneration 9f asynchoo-
nols prctlem messages. These m253132S 3re coanunicated as
normal da%a *raffic on the primary dJdata chaanel. Data
provided by +these asynchronous problzm messagas is usually
sufficient %5 isola*e 2 problzm t> a particular ccapcnent
withocut further problem isolation %tests such as <thes2
rejuired by the sidestr=2anm method. Errer ressrds witkin 2
p-oblem message contain syz2cific Infoirmation concerning the
problem being -eported. Information contained in *he error
rezords is gererated by testing aocdules resiiernt irn <+h2
retwork componen+s, which are invokz1 upor problem recogni-
tisn. If irformation contained within *he problem record is
insufficient ¢t5 1isolate the =caus2 >f a specifi prcblen,
adiitional isolation %estiag is initiated.
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The major advantaye of th2 aainstrean wmonitoring

technique is it's ability to 1isolat2 and diagnose a problem
based upon information zontained in the problem message,. A
problem with this techaijae evolvas around +ha2 regquirement
for these problem messag2s to utilize the primary data
channel for transmission %> th2 c2ntral monitoring site. If
an adap*or is down through which <*h2 message aust pass, or
if the subnetwork congest2il, the problea messags may experi-
ence some delay before b2ing comaauaricated <5 the central
aonitering sita.

Like the sidestrean techniju2, the mainstream “ech-
rnology presented here is a subset »>5f a mora2 ancompassing
net work managemen* philosophy. Discussion of problem iden-~
tification and 1isolatiosa was inclided €for <clarification
purposes. Additional discussion on th2 subject of component
failure Zdentification, Lisolatiosrn, 2and ¢orrection will b2
undertaken in Chapter 4.

3. Cspzraiized Mopitacing

A broadcas* network l2nds i<self naturally *o 2
certralized measurement apprcach . Ref. B: P. 725 ).
Ceatralized menitoring requirss modification of the adaptor
connecting “he processor which houses “he network mznagement
function to the bus. Thrdugh *this w>3ification, ths adaptor
can monitor all packets o1 the network. Some >f the infor-
mation which can be extraczted apd datarmined from monitoring
packets transiting the natwork inclulss; packet size, aumber
of packets of each “ype transmit<z3, and intscarrival tiaa
since last packet. Sincs the modifi2d adaptor simply makes
a ccpy ¢f the passing packat, 2xtracts +the required informa-
tior from i+, and discaris tha co0y, no ar+<ifac+* is being
irtroduced into ¢the systanm.
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~ Certain important information cannot be obtaired
utilizirg the centralizel monitorinjy techniqgus. The time
between arrival of a packet 2t th2 network interfgce ani
it's subsequent transmissian onto th2 network is only avail-
able at the interface. Thus wa havs2 no measursment of the
effectiveness of our accass pratocol. Although a collision
on the retwork can be dst2-ted by th2 central monitor, it is
not capable 2f determiningy whizh nod2s packets wa2re involved
in +he ccllision.
th2 cerntral mcnitor is biased. This is caused by the propa-
gation delay between th2 ssnding adapter and “he monitorinaz
adaptorn. igure 2.3 d2pizts a 1723l network #i+h central-

iz=d moritoring,

Mini- Mini- Host
Computer Computer computers
® [ J - i
|
Adapter Adapter Adapter {

Yadatetc.
[

Network
Mgt.
Function

Figure 2.3 Santralized Monitoring.
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4. Deceptralized Mopitoriig

Figure

2.u

toring Is placed

nonitoring. The tasks pa2rformed by the ceantral moniiecring

reprasents a

on 2ach individaal
fuanctions of the central aonitoriny site no 1loager include

dacentralizel
scheme. In using this approach, +hs burden of n2twork moni-

intacface.

moritoring

site are rnow <restrictei to data collection from
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Figqure 2.4 Da2zeptralizel Monitoring.

adaptors, data r=ductiol and da*a 1inalysis. Measuremant
information 1s obtainad by the <c2ntral moni*cring si+2
*hrough the receip: of informa*ion packets generated by “h=2

iniividual adaptors. Praasmission of measuresam=nt Informa-
ti>n may be as frequent as with avery packz%. Other
23
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protocols call for the transmissisc of measure2il information

after a certain amount of time has slapsed, »>r, after 2
certain number of events have occureai.

With a decen*ralizad approaca all information about
the network traffic is availabl2 ([Ref. 8: P 725].
Information about collision induz2i delays 214 collision
counts can be obtained fr>a each adaptor. Exact times for
packet +transmission and receipt az2 availablz. Another
positive attribute of 3d2centralizzi monitoacing is the
ability to identify +hcs= a1cdes wh23z packets Wwzre involve?
ir a colliision. 70 provide this =2ahanced s2rvice, addi-
tional memory and real tise clocks mist be incorporated intd
each ne«work interface. Additionally, *he periodic trans-
nission of data to *hs central ad>aitoring site <=cequires
ovarhead comaunication. If sent ovar dedicatzd linss, a
depicted in Figurz 2.4 , 2¢tra c¢os+3 are incurr=sd., If these
information packets are s2nt over ta2 primary 3data channel
artifact is in*rcduced int> ¢hz syszz2a. *Pinally, since %his
technique requires that all 2dzptors in fthe nestwomk DCSS2SS
& jreater than normal degqgrz2e 2f I igeace, imol=zmen<azio

a

o]
or
w
—
[O I ol

anl mairternance tend 5 5e mora <:costly than cerntralizeld

monitoring.
5. Eybrid Monitoring

The hybrid momitoring techiigue grew ou%t of +=hsz
advantages and disadvantajyes of th2 z=rtraliz2l and Jjecen-
trilized technologies. In %his aporeach, as auch
irformazion as possibls is collect2l by t+he =c-2ntral moni-
toring site, Only thd>s2 measur=2aszats unob=aianable by =h2
cen<ral monitor are measured by =23ch network interface.
This allcws for minimal a5dificati»>1 &> the n2twork in*sr-

face. Fiqure 2.5 represeats th2 hybriil monitering
techrnique.
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Th2 transmission 5f data to the central monitaring site is
initiated wupon the termination 5f 131 logical connection.
Inplementation of this protccol redices the introduction of
artifact into the systea.

Device rDevice Device |
t
[ J [ J [ J .
Min. Mod. Min. Mod. Min. Mod.
Adapter o] Adapter Adapter
[ o
A .

' ]
.
\
N ‘ |
a \ Modified :
\\ \ Adapter »
- ’
d [ “ l Y 4
o *\| Network J/
.. Mgt. 7
® ] Function -
Info. May Be
Sent Over

Dedicated Lines

Figqure 2.5 Aybrid Moaitoring.

In combining th2 advantages and eliminating <%hs
disadvantages of centralized and dJa:cantralized monitoring,
tha hybrid wmonituring teshnology has providad <“h2 ns:work
with an accurate and comprehansive aseasurem=at and moni-
toring capability. On2 disadvaitage deals wi<h the
complexity of coordinating the analysis of deceatralized and
ceatralized measurement (R3f. 8: p. 725]).
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C. CHAPTER SUNMARY

This Chapter began with an =¢xplanation >f hardware,
software, and hybrid wmoaitoring amethodologies. Strengths
anl wveaknesses of each ware discussaad. Thos2 attributes,
both positive and negativa, associated with software and
hardware monitoring were found to be th2 criteria upon which
tha development of the hybrid approach was based.

In the second section of this Zaapter, Zmplemesntations
of the basic met hodologiss were presanzed. Ths monizoring
technologies addressed vere; silestrean, maias<rean,
centralized, Adecentralizai, and hybrid monitdring. Th2
discussion of each technology incluizl; a brizf =sxplanation
of the operation of <the aonitoringy tschnique, presentation
of advanrtages and disadvantages, ani in some casas, compar-
ison to other moni*oring tachnologiss.

Each one of the monitoring ta2chnologies presented is
capable of providing adaguate monitoring and measurement
capabilities for use by th2 SPLICE LAN managem=2nt function.
I+ is proposed that the hybrii t=2chaique be 2aizpted a3 th
monitoring technology utilized by :ths SPLICE LAN. Thi

(1]

[77]

techrique emphasizes +tha concept »>f minimizing 32tz collec-
tionat network interfaczas. Jaly those nmeasuyrsments
und>btainable by the central monitor would be gachered by the2
adaptors. As in the mainstream monitoring technolagy, each
adaptor would be <capable 5f problea i2¢%ec+ion and invoking
czal tes* wmodules which woull gataar data <concerning the
problem for subsequent +transaissisar *o +the s2n<ral moni-
toring site. Data collected oy th2 23aptors would be sant
to the central moni+toriay site as administrative packe:s
ovar the primary data chajzael. In aidition ¢to the “ransmis-
sisn of coutipne measureament information upon %hz termination
of each logical connectisa, probizn massages, similar ¢o
that ipplemented by ¢the mainstr2aa technolsgy, will be
transaitted asynchronously to the c2atral monitoring size.
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III. BETWORK HEASUREMENT IJOLS, AND MEASUREMENIS AND
SEATISTICS

To this point, the genaral architacture of a SPLICE LAN,
along with a proposed 1aonitoring wmethodology has been
presented. Now that a aethdd =2xists which allows us to

obtain ZInformation from the network, the £fscus of <+his
thesis changes to addrsss the questiong #hat measuczments
ani statistics should w2 b2 able t» derive from the network
in suppert of experimental and oparational functioning? An
attempt will not be madz %> itamiza nsasurements and statis-
tics required for the accomplishnznt of eazn specific
experimental or operatisnal eniavor. Rathsr, a discussion
of basic measurexent tosls will b2 andiertaken, <£ollowed by
ths idertification and =2xplanitisn >f measures and s*atis-
tics appropriate for use in managyiagy local ar2a networks
which mus+* ipterface wita the DDYN 213 whers 2onitrol of th2
domirnen+t DDN does nct zom2 unjer taz authority of ~<he LAN
managers.

A. NETWORK NMEASUREMENT TJJLS

In order > evaluate the perforaance 9f a nstwork, 2and
*to identify down or failiny ccaponants, several measurement
tos1ls wmust be available. Thes2 t391ls are: cumula+tive
statistics, *race statistiss, snapsiot statistiss, arsifi-
cial traffic generators, 2amulation, 1 network measuremant
center which includes control, coill2ction and analysis of
qata, ard a netwark contzrsol center which accomplishes status
reporting, aoni*oring, 1and controlingy the network. These
latter ¢two *50ls may be coabinad int> a singls entity which
is sometimes called a md1:%oring canter. Bach of thes2

t051s will be addressed ia the following section.
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1. cumulatjive Statistics

Cumulative Statistics consist of data regarding a
variety of events, accumulated over 2 given period of time.
Thase are provided in tha2 form of suas, £frejuencies, ani
histograms (Ref. 6: p. 1433 1. This tool is ona that shoulid
be included in the «capabilities >f the SPLIZE 1local ar2aa
coaduter ne*work measur2e21t facility. Since scme cumula-
tive statis*ics can becom2 quite 1lorny, it is wisa ¢o control
thzir transmissicn to th2 central site in somz2 way. In2
approach might be *o0 desiyaate cartaiin items within a cunu-
lative statistical messag2 as being sptional. This provides
network operations perso>ni21 with maiy measursm2at capabili-
tiss, yet precluies tha2 formulatisa and ¢traasmission of
exsessively lorng cumulativ2 s%3atistizal messagas.

2. Tzace Siatistics

Trace statistics a2llow netwdrk operations personnel
o0 literally follow 3 pazket throujh th2 nztworzk and +>
learn of the r-out2 *hat i: *+takes and tne delays it ancoun-
ters [Ref. 102 p. 6331. Obviously, in a bus crien%ai
cetwork, there does not 2xist a raquirement to identify ths
route a packst has taken t> it's destination. Although mors
apolicable ©0 a packet switchad stors and £orward network,
certain aspects of a trac2 mechanisa may prove useful in a
local area netwvcerk. Suza an ar=a might inciade possibly
tinestamping the packet as it arrivsi at =he alaptor from 2
praocessor, and subsequ2atly recoriiny +he time the packet
vas successfully “raasmitted. Aliitionally, <*he packe*
could le timestamped wh=21 2t arrived a+< the destira+ion
adaptor and subequently r2szord the tim2 at whizh the packet
is forvwarded ¢to the resiiant procsssor. Theses statistics
can thern be forwarded t> a central monitoriang site upon
deaand or at some predeternainei +inaa.
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3. Spapshot Statistiss

Snapshot Statistics provida an instantaneous look at
a-jevice showing it's state with ra23ard to various queu=
leagths and buffer allocation [Ref. 5: p. 14480]. In a high
spaed, dynamic environam2at such as a local area netvork,
thase types of statistizs can prova valuable in the evalua-

tion of certainm protecols. Evaluatiasn of a natwork access

protocol could pe ccnductzd by obsa2cving the length of =hs2
tnackets ready feor transaission gu2uz'. Additional infcrma~
tis>n that could bz contaiied in a siaoshkot of 3 particula:
network coamponent or sat 5f compon21ts are pri>cessor guaus
leagths, storage allocatisn, and status of adaptor buffers
for receipt and “ransmission of packats.

4. Arzificial Traffic Gepsratac

[{¥]
[177]

The use of artifizial +traffic generatdrs provides
retwork operators with tie ability to c¢reats s4reams of
packets with specified juratioms, intzr-packet gzaps, packst
lengths arnd other appropriate charactercis<ics [ Raf. 6: p.
1440]. This tool plays 2 ma2jor rols during +hz iamplementa-
tis>n of the LAN. In th2 absenca >f sufficizot <raffic +>
test certain aspects >f the network, artificial =raffic
generators provide <the mechanism <hrough which varying
network ioad conditicns cia be siaalatead. This provid=ss 2
more realistic environa2nt in which testiag may be
conducted, 2anl providas a mechanism that can be used %>
identify network problem areas. 8y 15ing *+his, we are abla
to effect modifications to the LAY while it 1is in it's
infancy rather than attempting to =®3ik2 changes when procduc-
tion activities are heavy and cocrra2ctions mora expensive.
Adiitiorally, aztificial traffic gzaiarators nay be used >
test and analyze various 12twork pratacols. This is accom-
plished <+hrough the g=sn2ration of identical transmission




strings, thereby previding a basis upon which the perform-
ance of the varicus proto::%s can be compared.

Amer (Ref. 8: p. 726], has iiantified five capabili-
ties that should be possessad by an artificial <traffic
generator. These incluile the ability to: 1) generat?2
packets with a constant, aaiform, 9- Poisson size distriba-
tisn, 2) generate pack2ts with =:>>nstant, anifornm, or
exponential interarrival times, 3) 3direct packe*s %o any
spacified destination, u) comaunizit? wivth ¢taz moni<-oriag
system to synchronize traffic Jensratiosan and data collzsceisn
ard 5) permit on-line operitions parsoanel control.

S. Epulation

Emulation is ths creaticon 5f an illusisn tha% thers
exists more components >f a3 certaia kind in ths netwock then
actually exists. Each 232e of +thss2 "“fake" compornants is
caoable c¢f displaying the charactesristics of, 223 verforming
ths functions of a3 "real" physical ->mponent >f that type.
Emalztion Is required wa2an thars are not endugh nstwork

caponerts to provide sufficiant +traffic genzration an

11} f«l}
W

w

range of nodal characteristizcs. In supplimsnting <“has
ar2as, emulation gives th2 operator 31 better understanding

ly
related t> *this is the us2 of emulatiocn iz conjuncticn with

of network behavior urdsr varisus c>i1figurations . Clese

capacity planning. Throu3ya emalatiosa, we are able to detsc-
mine what effect a chanje to the natwork confijura=zion will
have on various performanc2 measurss. A situation in which
emulatiorn might be employ23 would be %> determice the affec-
cf adding or deleting a hos+ processd>r from tha SPLICE local
arsa computer retwork,

35




6. Network NMeasuzesment/Control Zanter

In the early, 3xparimeatal days of the ARPA Coamputer
Network, there existed physically s2parate measuresmert and
control centers. This allowed for co>ntirual experimentation
with the network from the measurs2azit center, while actual
control of the network sas conducted from the <control
center, These two functions of aeasuring ani controlling
have been combined, &nd will be uriac*zken by 31 single moni-
toring center for the Da2fens2 Data Network [R2€f. 11: P.

95-1021. The responsibiliciszs of Y Network
Measurement/Control Center include: controlling the meas-
urament facilities, >5llectiny and analyzing data,

generating status vreports, and monitoring ani controlling
th2 netwerk. These rasponsibilitizs, as thay apply to a
~ocal comput2r network, ¢il: be adiressed in auch grea*asr

detail in Chapter 5.

B. MEASUREMENTS AND STATISTICS

Tecw tha+ +the measur2am21t *5cls a1ave been iizntifizd
discussed, *he question arises, 'How 3c we selzzt and inm
ment +he appropriate tools for th2 measursma2nt t
hand??*, Before this subjact can be a3ddressed, the answers
t0 two questions posed ia Chaptar 2 must b2 determined.
Those questiosns were: Why shoald ti2 measursm2at be %+aken?
(i. e« #hat managerial 1ind rasearch <questions ars to b2
answered by the measursment?), and, dhat is t> be measured?
(i.e. What specific network charactacistics must be measurai
in order %o satisfy “hese juestiorns? .

An appro2ach to answ2ring thesz <*wo quastins 3is as
follows. Initially, it is appropriate =hat “he object of

+he measurement operation be defipnz213. This 2ntails +tha
idantification of some spacific area of “he natwor¥ <o ba
investigated. In conjunction with tais, +h3 goals of ths
37
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measurement operation are solidifi=23. The nesxt step is to

select those pa2rformancs n2asurss that best characterize thz

arsa of the network being stuiied. Fipally, the specific
measurement tools most appropriately suited for the measurs-
ment operation are identifi=] and salected for
implementation.

Goals of measurement operations irz2 usually motiva+ed by
a lesire for software varificatiosn, £or perfermancz avalua-
tisr and vecsficaticn, o sb*ain f223back for system design
itarations, to identify iown or failing compon2nts, aznd <o
s+tudy user behavior and caaracteristics. Performance m=eas-
urss can be catagorizei as basic, special, or composit.
Examples of basic measur=ma2nts inclui2 %“hroughpi: and 1elay.
wh2an examination o0f a1 specific orccedure is required,
spscialized measures must be used to5 complimzat +he basic
meisures. They ace aimed at measuring a specific a=:zributsa
of a specific netvork coaponant. Pizally, in order %o
anilyze some glolal systea properti=s which canidt be 2asily
described by throughput 211 delay, i+ becomes nescessary to
agjregate a set of measuc-2ments that have been taken over a
spacific monitoring perisil. This agyrzgation of measures is
called composite measuram21ct. Examplas of composite meas-
ur2s incliude, fairness, congsstion protection, s=abili+y,
robustrness of nectwork algorithas t2 1ine errors, and reli-
ability of 2 network configuration #with respect to coaponen:
failures (Ref. 6: p. 14u43].

Returning to the subjact of m2asur=sment o551 selac*ion
any implementation, we find that 32 subset 0of <hzse %to00ls
have been utilized in obtaininy spacfic data £rom an opera-
tis>nal lccal area computer network {R2f. 8]. In describing
certain reports generatsi from 3Iacta collect2d throughout
this network, +the researcher will b2 attemptingy to show how
th2 tools are selected 211d iategratz2d inorder to provila
network operations personnel with 2accura<e, “imely and
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sufficien* informmation up>n which the wmanag2aent of the

network may be based.

It would be infeasiblz to identify and provide rationale
for every measurement that could b= taken from a local area
network. Addit ionalily, ¢this list would be 2 iynamic one,
dapendent upon the goals and objectives of the specific
network analysis operation > be andertaken, For thes2
reasons, an established m2asurement .:apability for a local
ar2a computer petwork will be invastigated in an attzmpt %2
bring forth ani discuss taz2 implensotation of various meas-
urament +ools as they o=2rtain to ¢ths SPLICE LAN. Tan
pecformance reports hava heen implamented f£or measucing
NBSNET +raffic [Ref. 8]. Tach r205rt is classified as
either traffi¢c charaterization or parformance asalysis <ype.
Traffic characterization reports inpdicate ths workloaid
placed on the system. Parforamarncs characterization rapor<s
iniicate the time delays, u%tilizatioas, e%c., which cesul:
from a given load and n2twork configaration. They describe
th2 dependent variables that are obssrved rath2r than conz-
rolled, and are used f>r *uning the ne+twork and wmeking
performarce comparisons [R2f. 3: p. 726]. At this <ime, 2
brief description of each report will be given, aiong w
appropriate comments relating to rsquiirsments >f, and reconm-
mentatiorns for the SPLIZE LAN.

i

1. EHost Cammupicaciol Mat

The Host Communication Matrix indica*es +he *raffic
£1ow between connected noias. For 21ach node, Iaca zabulated
includes: “h2 total number of packats, data packs+ts and Jaca
bytes received from and s2at to all other nodas. Proa <«his,
th2 propcrtion of data packets td> t>%al packs%s, and data
by-zes to to+al tes are leterminai. Otiliziag <he moni-
toring technique propossd for the S2LICE LAN in Chapzer 2,

1l

this irfcrmation could bs sbtained by the cerntr monizoring
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ceanter through i+'s tap iato the <channel. In this way *h2
nuaber of bytes in a pack2%t can be c>unted by thz mon:toring
ceater, and ths source, d2stipation, and packst type deter-
miaed from the header. Aljitionally, 2 summary >f the %otal
network traffic is =mad2 available which includes total
packets, da“a packets, ani data byta2s transmitted, and the
mean number of data bytes per packsat

2. Group Zommunicatizy Matrix

-

The Sro>up Communica+tior Matrix indica<es the traffic

£l>w betweer any user d2fianed jcoupings of nedss. The =am2

type of information tabulateid by th2 Host Zommurnicatioan
Matrix is recorded by th2 group coananica*ion natrcix. Ths
possible extensicn of this concept +3 include the recording
of the traffic flow ba%wezn varisus ussr dssignatai
prycesses may prove mor2 valuadnle thaa the information orig-
inally seen as +the product of this c=aport. An exampls of
this would be the =c-ecognition that 2 number of processes
utilize the same data £fils2 on a ra3jular and possibly concuz-
reat basis. Assuming this data is carren%ly kapt on a %aps
storage device (which is ©rnot out >f +the gJuzstion ia 2
governmert installa+iosn), 2nd pdssassing ths <information
provided by the Group/Proca2ss Zommuniczation Ma+trix, serious
considera*ion should be g3Jiven to r2locatirg *his Ja<za £o 2
faster and mors accessiblz storage dzvice.

3. PRacke:t Tvype Histojram

The Packet Type distogram r2:d>rds and summarizes +<h=
dis<cibution of 2ach tys2 of packat transmitced on th2
network. A simple examplz would b2 ths total number of data
packets transiting the n=2tvork duriny a3 specifia2i moritoring
period. Gathering data to ba utiliz24 iIn zsoastructing a3
packet type histogram =21n be =2asily accomplished by 12
ceitral monitoring site. A summary of packet types coulil
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provide ne<work operatisns persoaael with informa%ion

: concerning *he amoun*t of 's>verhead' 3Iazta in reiation to the
am>unt of 'pure!' data ba2iny transmittail. Additionally, it

may be found that thar2 exists ca2ctain times when +hz
network may be <carrying a1 disproportionate amount of over-
head data as a result 5f compoan21t €failure, sxcessiva
measurement, or excessive aonitoringy rsquirsments.

4. Data Packet Sizz Histoiraa

Ll
- e

his*ogrz

[77]

i n
daza packets +hat fall i

3
Thase classes can be eith2: pra2set 57 operator 3sfined. For
o

h
packets cf fixed size, -ha da*: portisn alone may b2 counted
ani utilized as <+*he criteria Zor class inclussisn. Variable
size packets allcw for a strict count >f bDy<es making up ths
entire packet. The us2 5f 2 J)ata Packat Size Histogram can

be ex=-emely useful in 3 network 1:ilizing packets cf a

th

ix=d leng+=h. I£ the averig2 >7 m=22n larng*h oF 3azz2 carrizi
in any one packet is substarctially D2low ths <cartying
czozcity 0f ths Iix o}

giver to reducing *he siz2 of thz fixzl 3da+ta fi21i3
willi reduce +*the amount 5f ‘'2xcess bajgage' beizg ca
packets “hroughout the network. Likewise, if pac
fi2lds are full a good por+ion of th2 +ime, )

consideration should be given t> incrsasing the siz

data fielid.

S. Throughput-Utilization Distribution

The Throughput-Utilization Distribution indica<es
th2 f£low of bytes on the network. Both inforaation (data)
byt2s and to%al bytes ar2 measurs]i. Information byzes 1o
not iInclude header bytes, or unackioswledged 3ata packetis.
Adiitionally, bytes involved in collisions ars not counted.
Usirg +this apprcach, total chann2l *hroughput, charnel
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utiliza+*ion, information throughput and informatiop utiliza-~
tion can be determined for th: netwark . In this way, 2
true picture of the beneficial usz232 2f the n2twork can bs
obtained. Collecting tha measur=2na2nts required for +he
cr2ation of this report is a simplz task which can be
performed by the central monitoring site.

6. Packet Interarrival Time Histaogran

~he Packet Intsrarcival Tims Histograam indicates thz
nunber oI pack2t interarcival timss which £all in<o paczcic-
ulars time classes., An intararrival tine is the tims betwzan
conrsecutive carrisr (netwd>rck busy) sigrals. This measure-
ment can assist in determining how mauch the network is being
us2d and what percentage of the tinz=z the network is idls
during a specified monitoring perisd. 1If a large percentags
of interarrival times f£:1l into a class which rzcords occu-
reaces of large interar-ival <imzs, then it Iis safe <>
coaclude that, during the monitcring psziod in 3
retwork was not highly utilized, @h:n taking these measurs-
ments frcm a central wmonitoring si=:, 3
be given to the fact tha:t *he tecocdad interarri
will be slightly biasel due %o th atior 3Jelays
bet ween *he adaptors and “he amonitocing site. In the high
speed environment of a local area n=2twork, thesa Jelays arz

se2n as being negligibla.

7. Chennes Acguisitzog Delay Hiztorgan

Lo
[{T]

The Channel Acquisition Dslay Histograam depicts <ha2
tize spert Dy adaptors contendiny for and asjuizing 4he
chanrcel. The chanrel asquisition delay begins when an
adapter becomes ready to> transmit 3 packet and 2ads when +he
first bit is transmi+tei i{a1to the zhannel. Includad is all
of the time spent deferring due to 1 busy chaanel azd %ha

tize recovering and backiny off from sne or mors cdllisions.
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From these measurements, #2 can identify for each interface,
the number of packets whos:z deferral times fell into wvarious
tiae classes. ‘When usiay a CSMA/ZD access protocol, i
woald be appropriate to stume that, aurnder similar condi-
tions, the distributions >f channzl acquisition delay times
for all adaptors should appear very aucin the samnz. If there
is some variation, this is a good iidication that scme typ2
of problem exists #ithin EY particular adaptor.
Adiitiorally, the mean -hann2l acgalisiticon dslay time ani

it's asscciated starndard ievaation c2n 52 daterained froa
data cortained in the histogram. The collection c¢f this

data npust be accomplisazd by =223-h individual adaptor.

Results ¢f the measureaents take + each intzrface must

s

2
then be forwardied to the central no2a1itoring sice on demand,

OT at some prearranged tim2.
8. gcommy

The Communicatioa Delz2y distogram indicates <=hs

delays <hat adaptors incur in scmmunicating packets to thei

[}

destira=ion. Theore+izally, a =zconnunicatioa 3=2lazy begins
wh2n an criginal ©packet bacomes realy for transmission zani
ends when that packet is received by +the des*ination. By
definition, a communicationr delay =2xcludes the time to
generate and commuricate an acknowla2igment packet back %o
th? original sender. As implenent2d by the NBSNET, communi-

)
ul

cation delay is measursl from the tizes a% which 3 packet

[y
ur

ready for transmission wuat:Zl the last bit of the packe=
transmitted onto the chann2l. This value is saved unzil <h

w

transmission is acknowledgad, at whizh <time a 1ocal histo-
gram is updated. From this it can bz seen that measurcsments
must be *aken by the ajaptor and s2at to +thz c2antral moni-
toring site upon demani o>r at a przdz2termined time. With
this approach, the communication i2lay time r=2corded wiil
not inciude ¢the time t> propojata <cthe sigral <o <he
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destination. This is taksn into> corsiiaration when
measuring 'one hop! delay. Althouyh similar to communica-
tis>n delay, *one hop'! d2lay incliudas prcpagatioe delay time,
ani the time for the 1estination to commanicate itts
acknowledgment hack *c th2 source. The delay, ccmmunicatiorn
or 'one rpop', measured iepa2nds upon thz goals 20d objectives
of the measurement operatinsn.

9. Collision zoupr Histogran

»

This distogram t33212lat2s zis number of collisions 3
packet of any <ype encdlanters b2f3rz being transmittel.
Interpre+tation of these statistics provides an indica+tion of
thks efficiency of a CSMA/TD protocd>l in allowing In+arfaces
t0o acquire “he channel. Yecordiry >f collision informazion
for eacl specific packs%t aus<t be as:zomplished at the local
level. Every time a packat is iavolved in 2 :53llision, 2
counter in the packet healer is iacramented by one. Upon
successful transmission, <the numbz:r of ceocllisions incurreil
by “he packet prior to transmissioa i3 zead 11irectly fron
<hs packet header by +the cantrzl mornitoring site,
Transferring informa+ion ia this maniar to “he c2ntral moai-
torirg site would reguirz a @molificaticn +2 the vpacket
format proposed in [Ref. 21 Tals meodifization would
rejuire the inclusion ¢f a fiald f>r “he numbsr of colli-
sions experienced by &tae packzt prior t> successful
transmission. By combiaiag collisioa coun®t information fronm
throughout +the network, the cantril acnitoring sitsz is abla
to determine the mear namoar of collisions per packe* “rans-
mission and It's assocliated stanlard Adeviatisn for the
entire rnetwork.

U3
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10. TIrapsmission Cauat Histpogra:x

The Transamission Count Histogram indicates <+he
nuaber of times a packet is transaitted beforz it is commu-
nicated to its destination. A pack=at is commanicatad when
it is successfully receivzl by ths iatznded destination. A
packet may be trarsmitt23 but 2>t communicated due to 2

collisicn, 1lire noise, »>r 2rronadus transmission. Th2
nuaber cof +imes a packet is +transmitted befors it is coanu-
nizated can be datected by *hs centril monitoriag sita. I-
does this by observing packet sequsczsz numbers za2nd is thus
able to recognize the first through thes last tipes a par-ic-
ular packet is +“ransmit¢=3 and whizh +transmission is *he
cosmunication. Through the use >f thkis histogram, we arsz
able to dstermine the tot2l number >f packets transmit+ed,
th: total number of vpack2ts successfully commuaicated, *th2
mear numksr of transmissiocoas prior t> successfil communica-
tis>n ard ths associatel s+aniard Jzviaticn. Under ideal
coaditions, the number c¢f transamissisns per comaunicazicn is
onz. n a fully operatisaal netwdrk “his will probably no=
be the case, *he ac*ual vilue being 3=zpendernt apor the loai
on the system and the curz2n+« netwdrk configuration.

C. CHAPTER SUMMARY

We began this Chaptsr with an >verview of the various
network measurement tools. Th2 Eorma*+t 9% s5ur overviaw
called for 3defining a specific measuczment %*col, followed by
a discussion of that +ool's prominsnt measurem=2nt chacac%er-
istics. Tha %00ls discussed wWwer2: cumulativa statistics,
snapshot statistics, *raic® statistics, esmulatisn, artificial

traffic generators, and a measuram=sa1t/control zenter. Th2

topic of measurement tool selzctiosn and dimplzm2rntation was
than presented. An approach was offared as a nsans <hrough
which measurement <+ool s2lection cdhuld take place. This




approach requires that th2 objsct of the measuresent opera-
tion be defined, followsd oy a statanant of tha joals cf ths
measurement dperation. N2xt, *he parformarce neasures thac
best charact-erize the ar22 of the n2%twork undsr investiga-
tion are selzcted. Prom this, th: measuremeat tools most
appropria*e for use in obtaining ta2 requir2i information
from the network are idantified ani implemented,

Having concluded *that it would bz ZInf2asible 4o den+i

th
)

ani prcvide rationale for every amzisuremen* cthat could b

Ww

taken from a local area natwork, a discussiorn concerning 4%

1]

measurements currently b2ing taka2a >n an operational local
arza computer network #as entersi iato. Ten performancs
reports Ioplemented on <th2 NBSNET war2 explain2d and +hair
relevance to the SPLICE LAN discusseil. Thess raports wersa:
Host Communica*ion Matrig, Group Communication Matrix,

Packet Type Histoagraa, Data Packet Sizs His=ograa,
Throughput~U«ilizaticon Distribution, Packet 1Intsrarrival
Time Histograa, Chanr2l Agcquisition Delay Histograanm,

Coamunica%ion Delay Histd3yram, Collision Count Histogranm,
anl Transmissicn Count Histogram.

The guestion , 'YHow auch of th2 retwork traffic should
be measured?!', was implicitly addr2ssad in our iiscussion of
artificial traffic generatdrs. Basically, twd> approaches

¢t. By measuring everything on tha network it would bz
ble to *otally reconstruct tha2 osriginal triffic. Soae
ems exist with this approach. First of all, %hsre woulil
be a2 prohibitive amount >5f storage —required for <the 4data
collected {rom the neiwork. Sszconily, the ra2vizw and anal-
ysis of this information soull take an excessive amount of
tine. Pirally, i+ may bz fourd that 1daptors are spending 2aa
inaporopriate amount of <iae collazting and processing meas-
urament data.




The second approach to netwdrk measurement eaploys 2

sampling technique. fHera, perforaance measurements ars
constructed only from a sibset of the total packets ¢tran-
siting the network. M2asaremants =-:a be ranioaly taken of
th2 normal packets flowiny on th2z network, or from thoss
packets created explicitly for am2asurament purposes by an
aritficial traffic generata>r. 1In th2 first cas2, no control
is exercised over the packats beinj transmit+ed through %“h2
network. In the second :case, coatrol of ths packets is
possible. The charactarcistics and bznefits of artificial
traffic generators have b2en previsusly discussed Zin this
*hesis ard in [Ref. 12]. Adiitional justification feor the
implementation of artifizal traffic yacera%ors is provided
by Tobagi in the statazm2n%, "G=n2rally, intarnal subner
pecrformarnce is better stulied in a zcontrolled :traffic envi-
renment rather than in 2 real traffic snvironaznt" (Ref. 6:
p. 14421,

To ob+tain a3 thorough parformancs analysis >
LAN, this researcher fezls that natwdrk operatisas perscnnel

a
must be able to jJenerate known artificial tzaffic loads on

tha systen. To implemant this =apadilisy, it is vooposed
that eech adaptor be able t> fanztiosn as aa ar«ificiial
traffic generator. Proza2ss activation, deactivation and
parameter establishment w>uld be sd31trolled by <ths cen=ral

moaitoring site. Additiz>aally, it is reccmmenied that, oo
spacified monitoring perisils, the na2twork posszss “he capa-
bility to measure evary occurenze of «certiin =ypes of
evants. This capability is reji1ized ia oziac te cr2a+

W

various ma*rices 2and histograams (=.3., Hos< Communication
Matrix, and Packet Type Histogram).

The researcher does 10t feel there exists an urjent
rejuirement for an emulatisn capability. The zoaposizicn of
+hs SPLICE <configuration has be2an established and is
reflected in (Ref. 131 2ossibilitias £for axpansion wouli
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seam to be in the area of additional host processing capa-
bility. It is the opinion of this rssearcher that the cont-
rolled addition of processing capabilit will not +tax th2
networks ability to satisfactorally 13ieliver packets. This
conclusion is based on, rcaview of 3 repor%t dealing with the
performance evaluation >f the Ethernet 15z3al computar
network [Ref. 14 ), and oa the assusption that there exists
endugh similarity betwesn the SPLICE LAN and the Ethernet t2
justify a conclusion of similar parformance uniar increased
loading conditiors.

It is re2commended taat the t2a1 msasursmant TC2ports
discussed in this Chapter be adopt=ad as the basis upon which
the measurement capability far ths SPLICE LAN be es+%ab-
lished. It is *the opinion of this research2zr that thess
reports provids an accurat= ard faircly comprehansive pictura2
of retwork performance which can b2 utilized by ovpezations
personnel in managing the network. Addi+ional measurement
reports <+hat could augm=2at taose 3lready pr2santsd woulid
possess the ability €0 n2asure respdise time, procsssor ani
line u%ilization, <c¢haractars and messiges rec2ivad in error
per unit time, average 1elay, and s>ftware gqueus leng+hs ani
buf fer counts such as in alaptors ani shared cassurces.

Uses for measurements *aken €fro>m a conm
include performance analysis, and c>aponen<t £ail
£iza+ior, isolation, ani testing. The degrze
achieved ir the accomplishment of these %tasks is highly
deopendent wupon a compra2hansive ani accurat: measureman*
facility. To 1insure <+tais «capabili= continues to b2
provided throughout +he life of the ns2-work, it is impera-
tive that *he measurema2n:t software incerporatz a flexible
design in order to accomiiate 2xpansion of, and modificaczion
to the measurement tools.
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IV. NETWOBK RERFORMANCE ANALYSIS AND COMPONENT FAILURE

In Chapter 2 we presanted ani liscussed various moni-
toring methodologies. The concept 2f network measuremen<
was ther undertaken in Chapter 3. Using th2 knowledg2
imparted by these Chaptars, we can a>w discuss the topics of
ne-work performance analysis ard comosnen* failaure handling.
Basically, netwcrk performance analysis is <concerrad with
eviluating Jata and statistical r2p0orts obtained by thz
network's measursment faanction. Juring this =2valuation
praocess, measuraments are scrutinizsl for signs of ccmponent
failure and inefficient n2twork fuanctioning. ailditionally,
pecformance analysis of the rna2twork allows us +to: adijust
network performance parazeters in order <5 ‘ttune' <the
network, plan for network growth, 2apd identify bhottlenecks
at various components tharoughout th2 systea. For our
discussion, the concspt >f failura has been aors broaily
defined *o include *he network's inability +o provide timelv
service to it's users. dbha*t this m2ans is that degradation

of selected performanca m2asursas, such as astwork
throughpu=, will be classified as a £failur=2 within “he
net work.

Initially, a discussisn d2aling wi<h “he quastion, 'aAs
what time should the performanze ayalysis taks place?t!, is
ertered into. We then 1look a1t th2 func+ion of performance
analysis as it per<ains :=> a 1ocal acea coapatar na2twork.
Finally, a presentation anl evaluatis>a of varisus %achniques
used in <the detection ani diagnasis of network componen<
failure is under+*aken.
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A. PERFORMANCE ANALYSIS TIMING

There are three time fram2s in shich performance anal-
ysis can take place. Th2se are 21-line, dff-line, ani
instantaneously. Off-lin2 analysis requires the evaluation
of performance measurements to tak2 place upon :completion of
th2 monitoring period. 0On-linz analysis enables the evalua-
tion to take place during the monitoring period. Evaluating
data at this time implys a3 delay be:weern +the gansration of
the measurements, their analysis, and subsejuent actions
taken as a result of this anmalysis. Instantan2ous anzlysis
is accomplished through %th=2 uss of Iynamic control programs.
Thzse programs provide f>r th: iamsdiate ayalysis of data
anl statistical reports, £followed by any corrsctive action
that may be required.

1. Qff-Line Apnalysis

Off-line analysis implys “hat the recoris generated
by th= moni*oriry systan are plac23 in @mass storage for
future aralysis. Perforaance analysis is accomplished in

this way by “hs NBSNET [R2f. 8). D=zlay in corra2ctive action
iritiation du2 <*o off-line analysis experisnced by <tha
NBSNET was 5-10 minutes [R2f., 8: p. 726). Implamenting this
"method' of performanc2 inalysis provides the analyst with
ths ability to obtain an sverall picture of network perform-
ance before making any stharwise rasi parametar adjus<ments.
This method also allows a mdore i1al=pth analysis 2f *h2
per formarce measurements -arough =he use of off-line <*=&

and evaluation progranms. An additional reason for the us2
of off-l1ine analysis is basel upon tha <speed >f <he LA
Th2 high rate a+ which packets arz transmit<23 means %fhat
thare is only a small amoua* of tim2 to simultaaadously assi-
milate the data and creat2 s*tatistical repor%+s upon which <>
act., The major rroblem associated with off-lin2 analysis is
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iz's lack of responsiveness. As 3 rasult of th2 speed of 2
LAN, the environment whizh was r2sorded duriag the moni-
toring period may not exist upon coaplzation of the analysis.
Tharefore, any adjustments to the parameters based upor the
anralysis may nc¢ 1longar be applizable <*o0 the curren+
environment.

2. Op=Lipe Apalysi

w

Cn-line rperformanc2 analysis 2nables pna2twork opera-
tots to capitalizz on th2 benefits offered by 3 real ctias
coaputatiocnal environmant, Althoi13gh the d=23rese variss,
on-line performance analysis is curcan%ly practiced on the
Los Alamos Intagrated Coamainicatioas Network [R2f. 21), 2ani
th2 Lawrence Livermore Natioral Laboratory Octdopus Network
[R2f. 247. Additionally, the C5o5izx Distribated Network
Coatrol Systems 200 and 330 utilizs an on-lin2 approach to
pet formance analysis [R2f. 25} rhis 'me+hod' 5f analysis
provides for: 2 more innediate 3Jazection, jiagrnosis arnd
correction of network failurz, 2 Jra2ater utilization of
advanced graphic capabilities for uwonitoring the ne=work,
ani an increased use of 12cision support capabilities which

(B8

can provide the operatd>r with sujygasted courszs o

[a])
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0
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and adjus*ments to network performancz parametars. TIwo n

.
<
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0
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problems exist with this approach. Pisst, human in%esrven-
tion <is still requirel for the 231ijustment of parameters
inorder +o modify specific netwdrk performance measures.
Anl secord, there remains coasiderasls delay, with respect
to the speed of a local area computsr ne-work, between %2hs
capture of network perfo-caanca measaraments 2and subsequent
action tc effect their values.
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3. Ipstantaneous Analysis

It is the researchers opiaisn +that +th2 implementa-
+tion of ar instantanedcus perforaaacs analysis capability
could theoretically optimize the 2fficiency 2and effective-
ness in which network evaluation is conducteil. Networks
that have inmplemented or plan to implamen*t an instantareous
pecformance analysis capability are the Etherast [Ref. 14:
p. 7177, and the Defenss Jita Nstwork [ Bef. 19: p. 4]. This
technique allows network 2>perations parsonnel to establish
raages within which performance2 measir:zs may vary. IZ meas~
ur2s for which ranges have bzen established bresch +thes2
pradefired 1limi+s during normal nstwork operatians, an
interrupt can be genarited whizh initiatas a progran
designed *o bring +*he value of ths parformanz2 measurement
back withir the prescribel raange. I1 this way #2 are takiag
meximum advantage of the :oéputers 30ility to process irnfor-
matlon almost iInstantan2ously and *hereby providing an
immediate cespense to current network conditions.
Instantaneous analysis ani dyanamiz zontrol of 2 nexwork is
ro lcnger Jjust a theor=stizal zoncspt. Advanz2d ins<zalla-
tio>ns can now 9offer significantly simplifizd or even
autcmatic intervention such as automatic restacts, automati:z
renrote-site monitoring, and =alectronic reconfigura+on
[Raf. 20: p. 10]. Th2 major problza with this technique is
that there exists a loss of explizit control 3f the natwork
by operations personnel 25 *Le monitd>ring, perfsrmance anal-
ysis, and parameter ailjustment b2com2 aor2 automavai.
Adiitionally, wuriess s%2ps 2re tikan <o insurs o+therwises,
th2 automation of these prycedures may well dsorive network
oparators of informa+tiorn soncarningy just what is happening
inside the network.
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B. ©LAN PERFORMANCE ANALYSIS

Performance is the property of 2 system that: it works,
it is responsive, and that it is avaiiable (Ref. 15: p. &].
Given this, our performanze analysis technigqusz must enable
us to ascertain that thes2 charactaristics are accomplishai
in the most efficient mianer possiblsa By implemsnting 12
performance analysis capability, we hope to cbtain informa-
+I5r that: can be utilizel tc incr2asz systam r2spoasiveness
aai reliability, will assist in capaci=y plaaning, azi
z2iuce network cperating costs. tjdi<ionally, tracking
network performance will assist 2J22ra%tors in pinpoir+<ing
more precisely the nature >f 31 failurs, thersoy hslping t>
correct it guicker and c=zd4uc2 coapraent dowctime. This
section includes the i1dsn%ification of those performance
metrics that have been s3lect2d by tas researcher as thos2
which carn b2 most effectively utilized in the analysis of
SPLICE LAN perfcrmance. Adlicion

pscformance parameter {ientific

by

ally, a2 jiscussion of
n  and salection is
urjer+taken.

1. PRerformarn

+ilizing +the Iaformation provided by <*he tarn
Teports explained in Chaptar 3, we are able to effectivaly
anyiyze the perfcrmancs of the LAN. The question “hat must
be answered now is, 'What measurss d> we look at, and how i3
we combine them %> insurs a complat:z and accurate Tepressn-
tation ¢£ “he network's parformanca is ob+tained?!,

The selaction 2211 combinatisn of measurements for
ths purpose of network parforaanca analysis is based upon
*ha goals and objec+ives >f the p2i1ling evalaation. Qur
emphasis will be on using perforzanc2 analysis ¢5 assis* in
coaponer* failure detectisn ani in iaproving th2 operational
functioring 2f the netwsrk. For this %o occur, accsp+abla
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raages for «critical psrf>rmance 1azasures undisr specifiz
network loading conditions and confijurations must be estab~
lished. Thase ranges may be established and ksp¢ in tables
by using analytical moials to dynanically datermine thesa
ranges at da2fined intervals for us2 in. comparison against
actual measured performansz2. Valuzs of critical pecformanca
measurements which do no>t fall within established 1limits
should cause an interrupt to b= jsnerated which intura
initia*es some form of rz2medizl 2ction on tas part cf ths
system. Fipally, in 2zi:zz <5 maintaia zxplicit con<erol of
tha2 system, n2twork opsra:ions p2rsd>anel gust
ability *o establish and s2+ the raages for zh
and predefine certain valuas taken from the netw
ical whken they occur, sich that :the occurr
brought iamediately %o tha2ir atcantisa.

Many possible <coabinations >f perforaznce measucez-

ments exist. Metcalfe ani Bogys [R=2f. 18: p. 4213, utilizeld
ths crizeciz of: acquisitiocn probanility (%hz probability
that exactly one s+ation att2apts a “ransmission and

acyuires *he channel), wiait time (-“h=2 meanr tiae a packes*
must wait before successfally acjuircing the channel) and
chanrel effizisncy (that fraction >f *ime th:z channel is
carrying good packets) td> evaluat2 *the perfcraance of thz
Ethernet. This approach is more »5f an 2xperimental naturs:
api, in <he opinion of th:z researchzr, seems :to5 be limized
in its usefulness in an %72ratiosnal 2nvironment.

Another possibls combinatisn was suggest2d by Tobagi
in a presentation at ti2 Naval ?Postgraduata School in
Monterey California on tha 21st of Jziober 1982. One of zha2
topics addressed ir *that presentatinsy dealt with identifica-
tion and wu+tilization of o2serformancz measures £or a local
araa ccmpu*teIl network. These n21sures wersa: bandwid<h
utilization, system capacity atilization, and messsage delay.
By breaking these down iant> more spacifiic mornitoring arsas,
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we are provided with the ability t> obzain a zomprehensive

picture of n2twork pe-formancsa. These disaggregatel

performance measures fall into twd c-ategories. The first
category provides for the avaluation >f the natworks commu-
nication capability and iaczludss as criteria: throughput ,
response *time, and file transfar rata. The s2:ond catagory
provides for the evaluaticn 2f resource utilization
+hroughout the network anl includes: processor- utililiza+ioan,
buffer utilization, ard liie utilizatisn [Ref. 1

Th2 combinaziocn cf thes2 m2asurements, =cJether with con<oal

of the parameters which effect th2ir values, 21able natworsk

o
®
3

oparations persopnel or iynamic contrcol prograas o de%ec
degrading ne+work perfsoraance and tika appropriate coarregs-

tive action.

2. Pperformance Paramater 3alzztian

~

rollowing the s2lec=ion >f aporopriate nztwor
m ust ba iIdeatified which

e
pesformaernce measuras, Daca a
o) ezt the values taksn on by

cal be adjustzd in ordsr -

b
thase measuremen<s. Thesz paramstsrcs and <hair associazai
b

w
(9}
(A1)

values should be chosen 92 *thsz existiag analytical

and simula%ion results 1is w2ll s previous experiments
carried out in varied traffi:z coniitions (Ref. 22]. Tha
researcher feels <+that oncs th2 paramsters that affact *ths
value of a sjecific performance =a2asure have been identi-
£i243, they should be ;:ioritizai. This prioritiza%«ion
should be based upon tha parameters 2£ffec% c¢n the perfora-
ance measurement for a gJivern syst2n configuration. This
suygests *hat there may 2xist diffacaat prioritizations »f
+ha parameters for differant zonfigurastions of the ne+work.
Ons possible prioritization schemz aight call £or <ha
adjustment of *hose param2ters first which havs tha greatast
effect or. the value of thie 22rficwance measurament. An
importaat fact that should b2 considered when saliectiag,
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prioritizing, and adjusting paramstars is that the majority
of performance measuremants and parazxatars are interrelatei.
For example, an adjustment made to iazrease throughput, such
as increasing the size of the packet da<a fieli, will als>
effect the delay experia2nzad by th2 astwork user.

Finally, there ar2 many paraazters which can affect
on2 performance measureaznt. Likewisea, th2 adjustment of
on2 parameter is capable of affectinjy 2any performancs meas-
uras. This b2ing the casa, it woull ha extrema2ly difficuls
at this time to attempt 3 1listiny 2% all <+hoss parametars
which affect the valuas of th2 parformance measures w2
pr2sented above. Rather, thes=2 would be amdcs accura*zly
idantified *hrough +he us2 of siaalation, 2532ling, ani
experimentation. In ga2n2ral, on2 zannot identify a singls
tunable paramster which dicsctly affects one specifi
per formance characteriziny measura. Instead, >n2 can idza-
tify the two sets (paramaters anl nsasures), and <through
experimentaton, define thair interss2-tions [Ref. 26: p. 1].

C. COMPONENRT FAILURE

Alecng with managiag the 1local area aetsdrk-longhaul
network interface, compon2at failur2 iztection and diagnosis
is seen as tha most impor+tant functisn of netwsck manage-
ment. The ability to providsz wus2rs with a3 responsive,
available network is of primary importance. I'> do this, we
must be able o quickly jatect and diaznos netwoark failures.
Having this capability will allow ta2 system to immediatly
initiate appropriate recovery proz2iurss 2and rastors £all
service to it's users. Tiais saction will address the topics
of component failure Jetactian, failure dizgnosis, ani
teporting of “he failurs throughout :th2 network,
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1. [Eajlurs Detectjan

A failure detection functisn should enable network
operators to reccgnize opara*ting 2ani configuration problems
immediately so +they can interven2 in a +timely fashion %o
correct them [Ref. 20: p. 10]. N2t only do w2 want to be
male aware of catastrophiz failures, but als> of gradually
failing conditions. It is a w2ll 125igned performance anal-
ysis capability that enablas us to L2 aware of the latzter.

Component failure ietection within a l2cal compuzer
network can occur in many ways. Pcobably th2 most simpla
being a face to face encounter betw22n a user ard ne*work
oparator, the subject 5f 1iscussion being either z2n inoper-
able component or unsatisfactory n2twoTk servize. A phon=
call from a remote user is ancther m=2thod of destection. W2
cal also see a network opsra*or laboriously reviawing systanm
statistic reports for sigis of degrailing perforaance. Pron
th2se passive monitoring tachniques which requirzd sxtensiva
op2rator intervention, th2 emphasis has shiftsd and is now
on automatic alerts baszd on eguipmeat failures, and in morz
sophistica*ted applications, also o>n user-defii=d limits on
such i+tems as transmission voian2s and rssponse *inp2
[Raf. 20: p. 10]. Implamentation of an au%oaatic failure
detection capability is currsntly b=ing pl2aned for <h2
Defanse Data Ne+twork {Ref., 19: p. 7].

I+t is not the r2sa2archer's 1inten*t 4o sugges+ “ha-“
all, or any subset of th2 detectisn methods t> be presen+zi
below shculd be automatad. Rather, the auth>rc's aporoach
will be to identify and discuss 2d5ssible tachnigques of
fallure detection, wunderstanding tiat their implemen+tazion
could take a variety of foras.
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a. Maintenance Da2tection

Pailures can be idantified through normal
retwork maintenance activities. Taasa activities may be
uni=r operator or prograa contrsl and may occur 2t prede-
fined intervals or on an 1s neaded basis. Por 2xample, in
th2 process of upda*ing taie =zonfigaration data base, tha
neaé may arise +o poll 1all coamponrsats within the rn2+twork.
No resonse from a particular elem2n: may indicate the exis-
~ance of a failura. A3ditionally, thz failuze to Cecaive a
rejuired maintenance of status ra2port from a <component is
another indication that 31 problem 211y axis=. Testing the
oparation of the network utilizing actificial traffic gener-
ation may also leal to the discovery of network
inefficienciss. Pinally, the usz of watchiog packats
(Ref. 8: p. 727] %o verify active anl ipac%ive zomponents is
also a viable +oo51 <that ar be us2d4 :in id2n+tifying failing

€laments.
k. Performance Aiilysis Dataction

i+t is the ress2archer's ospinion that the major
benefit to be gained from the perforaance analysis of a LAN,
is the added capability it givas network operations
pecrsonnel in detecting failed compraan<is. Status reports
generated by individual componznts, ini those crezated by the
cen*tral monitoring sits zan be raviswed for: changes of
state, obvious trends, and eorratic component performacnce.
Adlitionally, component 2rror counts can be reviewed for
degcadirg condi+ions. Iwo systa2ms which us2 a2approaches
similar to *hese are SNA “Ref. 27: p. 12], and the Arpanet
NCZ (Ref. 23: P. 6=-6]J. In 3Na, Record Maintenance
Statistics are generatel periodizally and s2nt %o the
cortrol point where th2y are 1093231 and scanned <o de=est
dejrading component perfirmance. Ia the Arpanerc, IMP's
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examine their own status and send raports “o the NCC every

miaute. PFinally, by moait>ring th3 availability of a compo-
nen+t, which 1is defined as the mean time between failure
(MI'PB) divided by (tha MIBF plus the mean time to repair
(MI'TR)), we are able to d2tect a vary gradual 31agradation of
that component's ability to parform it's function over an
extended period of timse.

c. Localized Deta=+ion

Detscticn 9f 3 failurs within a ccaponent can bs
accomplished by the compoasznt its2lf, assuming the failurs
is not a catastrophic on=. A trap mechanisa withizn an
adaptor or component intaerface is a 'd=vic=2' which is acti-
vated whenever a certain aardware failure occurass or a block
of code 1s executed. This mechz2aisa no* only detec*s %he
problem, but can used t> ii1itiate s>m2 type of diagnostic or

corrective acticn. Hariware davicss re 1also used £o

13 ]
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problem d=2tection a%+ lozal leval A_pas=t IMP ha-dwar

w

is capable of automatizally d=t2cting ooWwzr failures
[R2f, 23: p. 6-5], whii2 *hs Ethsarr
+iner which disconnects tas transcei
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@
Es
o
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n watchdog
var from the channel if
it starts acting suspicioisly [Ref. 18: p. 20]. drne final
method of local failure datection i3 accomplished by estab-
lishing a maximum nuaper of Tatrys f2r 2 packat
t-ansaission. After a aaximum o5f 15 retrys t5 +¢ransmit a
packet, a transmitter on the Etharaat gives up and ra2ports
the2 failure conditior [Ref. 17: p. 2)].
Detacting the failure »f an adaptor's aztachad
coaponent and any peripharals assd>cia%ted with it is also a
rejuirement. Detecting tae failur2 >f an adaptors a<+ached
coaponent can be accomplished throujh the usa of an inac-
“ivity timer, The purpose of this timer is 5 signal the
pessibility <+hat “he attached coaprnent may have failad.
once the timer runs dcwn, action is initiated tos verify the
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status cf the component. If test ra2sults indiczate that the
coapopnert is down, the c2antral monitoring sits is notified.
Finally, it is assumed that failures 12tection of peripherals
attached to0 the network component «ill be azcomplished by
that component. Howevar, <the r23i1irement exists that th2
status of these peripherals ba acz2ssible to 1local failurse
detectior routines inorier that central monitoring sita

ths
may be kept aware of th2ir coniitiosn.

d. Neighber Detesztion

If a node wexperisnces a1 catastrophic <£2ilurs
ithout being abl2 20 nd>tify the c=itral monitoring site of

th2 impending doom, then #2 must havz 3 m2thed by which this
failure can be detect2d and the =:c2ntral moniioring sitsa
notified. At the local lavel (.i.2. without assistance froa
tha central monitor) ther2 exist 2 possibilities, both of
which are based on +ha assumption taat the failed node was
involved in a session wh2a the f2ilirs occurel, o5r, +ha*
some other nods will attenpt to> ini:ziate & ssssion with %ha

feiled ncde wichin a r2asonabiz zasunt cf <iwa2 afzar =kha
failure. Assuming ths ad>de in gJisstion is involved in 2
session, there exist two methods of d=ztaction. Thae first

method involves the maximum number >f times a packet will b2
transmitted without r2c2iviry aan acknowledgament. 1£,
ducring a session, a packat is succassfully transmitted the
maxiaum number of times without re2c2iving an acknowledge-
mea*, then the transmitting station can assume <th2
destination is down and notify ths z2n%<ral monitoring site.
Similarly, 4if the destinatiom nolz stops recziving packeis
from the source node witho>at g2tting an end of aessag2 indi-
cation, i+t can assume th2 source has failed and n5¢ify tha
monitoring site. Pinally, the techaijue based 5n nonreceipt
of acknowledgements <can also be us2i when ons s*ta+ion is
attempting *£5> astablish a session with another station.
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2. Fajluge Diagnosis

Once a failura has been Jjatected, it must be
located, and it's cause 12terainei. These ar2 the primary
objectives of 2 failure 3iagnoysis fianction. This function
may be automated such that the detaction of a failure ipiti-
atas a program which perfroas various diagnostic routires in
support of the accomplishment of thase objectives. The
Defense Data Notwork utilizes an aporoach similar ¢to +his.
As planned, the DDN Monitoriag C2atars will b2 czpable of
automatically noniteoriag network 2lemen+ts ¢5 identify,
isdlate, and sometimes correct problzas without specialized
maintenance personnel involvem2nt.

When designing 2 set o>f diajnostic todls it should
be noted that, fecr scome diagnostic tasts and routines, moni-
toring and normal data traffic flow amay b2 susperndad.
Assumirng <this to be the <ruls rathsr =than ths exception,
diagrostic tools shoull b2 developsil accordingly. In “h2
fcilowing sections we will iden*ify and discuss a number of
thase +<cels.,

a. Tests and Traps

Individual 3iagynostic prcograms can be utilized
to initiate specific tests in areas o>f the fail2d4 component.
Adiitionally, traps ©cax be utilized +to activate <*hess
praograms oncea a failure has beaen 3datazted. Tasts conducted
on the compcnent might include checking all physical cornec-
tions the component has #ith other 12vices ani comparing a
block of code ia the cojmodonent wita an imaga2 >f what “hac
code shkould be.
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b. Interface Looping

4 good diagnd>stic tool for a network interfaca
is the abiiity c a 1nod2 *o send »ackets to itself. In
giving a2 node the ability to transamit and simultaneously
receive the transmitted packats, ¢2 are abla to> obtain
coaplete verification of the netwock interfas:z. This is
whare our artificial +raffic ga2neratrr comes iats use. 2
can geprerate a s*tream of packets with known csonten4, 2ni
size ard arrival distributions. By checking the re+ucaning
+raffic against what was just generatzd, we can identify any
problems which may exist ia our na2twork interfacs.

c. Dynamic Diagnastic Tool (DDT)

The use of 2 Dynaaic Diignostic (>r Debugging)
Tod>l was introduced by tha Azpanst ¥ [Ref. 23: p. 6-5].
Th2 DDT Zs a set of software prograas which arz utiliized ina
ar effort *o diagnos the ~ause 2f 3 componen* failure. Tha
DDT may be local to, or &transmitt2l %5 the machine associ-~
at2d with +«h2 failed coamplraent. DDT can be us2d to perfornm
a number of tests and oJparations 3z3red towar-ds dete-mining
th2 cause of a component failure, th2se include: the axami~
nation and wmodification of 2 spszific word ir amemory,
cl2aring an 2ntire block >f amemory, searchingy zemory for a
particular stored value, =2xamining th= contents 5f specific
buffers and modifying <th2ir contzants, measursment of 3
device's realtime clock, 1rd implaating traps and intsrrupt
handlers in a device susp2c*ted of having software or hard-
ware prctleams.

d. Dump ard Load

If all othar liagnostic ma24¢hods fail to detar-
mine the <cause of a failare, on2 final course of action
exists. The 2ntire cont2ats >f maii 1smory =2xisting wizhin
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th2 component at the tims of failurz is dumpedl to off-line
storage where additional diagnosis and analysis can be
ceaducted. Simultanesusly, a nes <copy of th2 appropriate
software is loaded into tae compdoneat. If this procedurs
still fails to correct th2 problem »>r bring the device back
on-line, it can Le assuaei, with a hijh degree >f certainty,
that a hardvare problem 2xists aad contact of appropriatz
vendor persoanel is in orisr.

We now address *h2 qu2stisn, *Who is notified and
whit data bases are upiatzd upon thz detection of a failed
coaponent??, Assuming d=tection anl 43diagposis were accom-
plished by 2 dis*tributzd :compoansznt (Telative t0 <the
monitoring sits) in the natwork, thes central moaitoring sit2
should be <the first entity notified of thes failure.
Realistically, rmoz2ificatisn of thsz various satities to ba
identified below, could happen simultansously, or nearly so.
It would +*hen be +the rasponsibility of *he <zcen+ral noni-
toring site to notify aldicional 2antities and to> update <h2
appropriate data bases. These Jata bisas are apdated by =he
ceatral monitoring sitz i1 basically <wo ways, eizher by
cparatons personnel or 9y a pra>3ran which automa%ically
makes entries intdo +the aparcpriatz jata bases upon receipt
of failure aler* messages. The data bases that must b2
uplated Ipciude: the coafiguratiosn data basz2, the problenm
management data base, anl a historizal data base which is
utilized as a means through whizh the evolation of +ha
network can be tracked.

There are a number of additisnal en+itiss which muss
also be notified wupon th2 detactisn 2f a failzd comporent.
To beginr with, if monitoring sit: pacrsonnel ware unable &5
restore the failed compoa2nt, then the approoriace vendor
mu3t be centacted. Tha rast 5£ ctha LAY will bz no%tified of
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th2 failure by the problea managem21% data bas2 or configu-
ration management data base whan th2y log on¢> the netwvork,
or when *hey attempt t> wutilize the resources normally
provided by that component. Users attempting to> u<ilize the
resources of the failsd component from a gaographically
dispersed site through tae ODDN will be notified of ¢ths
failure in a manner analojous to 1573l users osnce they have
male contact with the LAN. Finally, those amambers of <ha
oparations staff who may b2 in the pr>cess of zonducting any
type of experiments or miaitoring aztivities waich incluids
thz failed component aust be explizitly notified of +ha
configuration change.

D. CHAPTER SUMMARY

We began this Chaptar «ith a discussion of “he possibla
+ine frames in which n2twork parfarmance anilysis could
occure. Thoss discussel wera: >£f-1line, oa-lirne, ani
instantarcecus analysis. The topic o¢f local area ne*work
performance analysis was S“aen 2ntersl into. In this sec+ion
we discussed performancs m2asure utilization ani performancs
parameter selection. A osreseatatisar of varisus metheds of
coaponent failure detection and diagaossis concluded the body
of the Chaptear.

It is the researchar's opinion that a SPLICE LAN could
bearefit from each type of analysis. Iastantanesus analysis
could be utilized to evaluate and 2£fsct the parformance of
th2 netwerk layer pro%tdcol ani  balo4. This would reducs
maiagement overhead in “hat personnzl would not be needed %9
constantly monitor netwsrk stitus via a CRT, or to reviaw
and analyze printouts r2flecting th2 na2tworks condi<ioan.
For example, 1djustments zade to> iacrease “hroughput during
tises of ne*work congestion, such 23 modifyiny our backaff
technique, would be accomplished by a prograa rather than
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rejuiring human iantervantion. dJvarhead costs associated
with the running of these programs would have t> be compared
against the c¢osts incurrca:d by ndn-automated and seami-
automatic procedures in order that efficiznt and cost
effective functional impla2aentation is achieved. An on-line
analysis capability would jive the oparator 2 window *hrough

which the functioning of the neotwso>rk could bz observed.
Through the use of some sort of dscision support system, th2
oparator could obtain assistance, 95ssibly in the <£fcrm of
suggested action or in aljusting parameters which effect

global performance measures. JE€f-1line analysis wouli
provide operators with +ta2 ability t> aralyze the parform-
ance o0f +the network in an environaant seperite from <the
systean. This ! method' would removs any pressure tha* migh*
be sxperienced by the oparator wh2a attemptiny %2 analyz:
pectformance while cn-lins=.

The performance measur2s suggestzl by the ai:hor for th2
SPLICE LAN are seperat2d into +tWo c-artagories. The €firs-
cactagory provides for ths avaluation >f the natsdock's zommu-
nication capability. Th2 second =ata132ry inclaides measuras
which «can be used £> avaluate resourcz utilization
throughout *he network. Each of th2se was l1zscribed in
detail earlier in the Chajsrter, R2132s for <chase measurss
should be de“+armined dynanically 3uring network operation,
however, netwvwork operatisas p2rso5an2)l must be able to ovar-
riie dyramic range establishment 213 set <+ha2ir own rangs2
values as nesded. Nuaerosus paranatars exist which can b2
utilized to effect the values >f th2s2 performaise measures.
Rather than proposing a 1lis¢ of tunabls parametars, %hat, by
it's very na+ure would 92 ipcomplate, the aathor offars

three suggestions for their identification and u+iliza+ion.
Thass parametars and th3ir associated valuas should bhs
established on the basis >f existiny 2nalytical @moda2ls ani
sisulation resul+s as well as opsrational expacrimer+tation.




Orse identified, these parametars sh>ald be prisritized in a
manner which reflects thair effect 3>n specific performance
measurements. Finally, +he fact that adjustment of ons
patameter may effect tha value of md>rs than on2 performancs
measure must be considar=23 in selaction and implsmentation
of the parameter.

Qur discussion of a failure 132tection and diagncsis
capability as part of *the SPLICE LAN will za@aphasis <=he
limit¢irg of <+hese <capapilities pissessed by <ccmponents
distributed “hroughout th: ne+twork, The failure detection
capability of a distribated componznt is linited to <h2
identification of those faiilurss whizh cannot be detected by
th2 central monitoring site. The liagnosis =c-apability is
also to be similarly restrictad. It is +the2 researcher's
opinior that *his approach will redacs diagnostic sof<4wars
duplication throughout th2 network, 2liminate maintsrance on
distributed diagnostic tosls, and provide for aors centrzl

control of failure anaiysis and proolzm manajzment. Upon
detecting a failure, th2 component will send some form of
probliem alert message %> the cantral acnictoring site. Foom

<hat poirnt, the actions taken by thz moritoring site are
idanticel to those that it would taka if i4 had detected thz2
fallure. Since we hav2 limitzd4 %ha 32tection and diagnosis
capability of the distrinited coampd12ats, conversely, w2
nust increase thcse of tha central aonitoring site. I+ is
felt that periodic status -ceports such as “hose 3ascribed in
Chapter 3 should be sent £> *h2 c2ntzal moni%oring si<ez on a
regular basis . Thers they <can b2 analyzed £or possibla
siyns of component failur: and systes dagradatioson. 1Ia addi-
tisn to those capabiliti2s alluded t> above, th2 monitering
site must be altle to dicect th2 transmissiosn of stazus
reports from distributed anatwerk =zoaponents 2 itsalf. It
must possess a diagnostic ool that can be u4ilizal
thcoughout the network to isolate 221 identify failuras in 2
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manner similar to that of the DDI 2mployed by the Arpanet
Netvork Control Center. Yore 4details concerniag the func-
tisning of a central monitoriag sitz will be discussed in
Chapter 6. It is sufficiant %o coazlude at +his time that,
by centralizing the majority of th2 anstwork's failure detec-
tion and diagnositic capabilities, w2 3are incrsasing control
of the failure nandling procedures >f the network, reducing
softwvare duplication ani aainptsnan:ze, and miniaizing costs
associated with the implzaentation 5f a failure detec“ion
andl diagrces*ic function.
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V. BANAGINS [HE LAM/DDN INTERFACE

As stated in Chapter 4, alony #ith faiiure identifica-
+ion and correction, th2 most impartant functior of LAN
managemert is the monitoring and zontrol of the local arcea
network *o long haul natwork interface. This <furction is
primarily concerned with regula*iny <he flow of packets
bet weer *he netwcerks anl a2ny other tasks whici support it's
accomplishment. In this Zhapter, »>ur emphasisz will be on
idantifying and discussingy the manajyarial aspects associated
with the ipterconnection >f two petwdrks.

A furdamental aspect 9f intarnstwork commanicatiorn is
th2 establishmsnt of agre23 upon convantions. Communicating

entities must share some physical transmissisa asdiam and
th2y must use common coavaaticns o5r agreed upon translation
met hods {Ref. 29: p. 1392]. This r2juired c2aaonali“y can
be achieved in a nuamber 2f ways. 2ro*%ocols >f onpe naet can
be transliated into thosa 5f anothar, or, cosscn pro%ocols
could be defined. Another method through whizh commonality
may be achieved calls for conversion ts a staniacd ic+arface
by 2ail networks. It is the cesearchac's opinion that +ths2
conrecticn of long haul natworks %2 lozal area nstwsrks does
rct lend itself to th2 2stablishaent c¢f comadr prso%ocols
tha+t would be efficient f£or both na2tworks. Ajditionelly,
th: benefit to> be deriv2l from zsd1vszrting *> a <s4%andazi
interface is ornly realizel if 2 na2twork is connzcted to mora
than one other network. I[f connect2d to only sne network,
utilizing a standard intarface woull require ¢two protocol
transla<ions. ¥etwork A's protoscd>l would reguire transla-
4is>n into a standard int=rfaca protas5l which would then
rejuire translation int> n2twork B's protocol upon arriviny
at “ke cornnected ne%work. Whar2as, the use of protocol
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translation would only require the conversion of A's
praotocol to B's, or vice varsa, depeiding upon the dirsction
of packet flovw. Therefor2, we will consider the issue o¢
managicg the interface bet¢een two astworks from “he stand-
point of protocol <coavarsion, rathsr than froa coamen
protocol or standard interface establishment.

There are many diffsrances whish 3xis¢ betwzen networks
that must be resolved, tadse that will be covered in detail
iz this Chapter include: raming 314 addressingy, flow 2ni
coagesticn contol, paccet sizs, and accsss con=rol.
Adiitional areas to be Jiscussed will encoampass gateway
configuration, internetwork 1i1ccounting, and dispersal of
network sta*us information.

A. GATEWAY CONPIGURATION

In an effort to set the stage f>r a discussiorn 3d=aling
with *he management of an interfaca batween twd> networtks, i*
ig felt that an understaniing of possible gateway configura-
tisns, or levels of iaterconrection 2as dubcad by Cerf
[Ref. 29: p. 1392], will prove b2aneficial. Thare ars 2
variety of different ways in which the gatewiy betwean twd
packet switched networks wmay be <zonfigured [Ra2f. 28: p.
4-49)]. We will briefly dascribe each one and discuss why it
should, or why it shoull not be co2isidered for the SPLICE
natwork. FPinally, for oxplanitory purposes, w2 will select
a corfiguration and use it as an 2xample throughout +h2
Chapter.

Utilizing 2 common host is & simple and very straigh+
forward approach that <can be used t> <conrect two networks.
This method <connects two networks through a hyst +that is
attached 4o the two netwdrks. Phis configuration can b2
ruled out immediately €com considaca«ion for the SPLICE

network. This is because the 3nticrs SPLICE projram is basai
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upan reliaving <the host(s)y of comaunication rasponsibili-
+ias. To burden the host «computar with anything but the
processing of application programs w>uld be entirely against

. ths SPLICE concept.

Another approach to interconnasting packet switching
networks would be to hava a switching node which is common
to both of <thenm. This as3thod wmust also be ruled out froa
coisideration. First of 311l , th2 LAN does 215t possess 2
switching node, An att2apt aight be made to combine the
faac*icns c¢cf a DDON switzhing nods and the LAN fooat  end
proycessor (FEP). Althdough a tachanically feasible solution,
the drawbacks are major ani numerous.

An internode device can be uased 1s a separiate antity ¢»>
perform only gateway functions betwean each of the n2tworks
tc be interconnected. This gateway is normally designed *o
appear as a special host to0 each natwork. This approach
provides the mos+t acceptasle alternative, howavar it is tha
author's opirion <tha+* th2 requiremea* £or 2additional hari-
ware to perform the interconnaction 2f two nrn2tworks is rnot
supportive of the SPLICE c-onceo<.

The £final ©possibility for 3 3Jateway canfiguration
utilizes the existing =zapabilities >f a DDN switching noda
(IMP), and the 1local area network FEP. This zonfigura<ion
is calied the "+two half-gateway". Ia the "two half-gateway"
approach, a gateway is conposel of tw> halves, each associ-
atzd with it's own network. Each half-gateway wdould only b2
respensible for translating betws2a +he intzrnal packa+
forma¢ of i%'s own network ind s>a2 common internetwork
format. The number and 3iffersnt types of netwoarks “he DDN
+ias into will dictate whather or no5t an approach of <his
nature is optimum. For the time b2ing, no standard inter-
network forma¢ has been pr>posed. I'his being the case, 1
slight modification %0 <tais approaca should make it usabla
ani efficient for connectiag a SPLIZE local area network o
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the DDN. This change would requir2 a3 conversion from the
internal protocol(s) »>f <the 1local area netwdrk to ths
protocol(s) of the Defense Data Na2twork ani vice versa,
depending on the direction the packets are flowing.

- For the remainder of tais Chaptar, we will utilize th2
"tyo half-gateway" as our basis for 2xplaining the differ-
enczes tkat must be overciome +hen connecting two networks,
ani the functions which must b2 acsomplished by the gateway.
For cur discussion, it may help ¢t2 picture on2 half of <he
gatevway Zmplemented in th2 LAY FEP, and ~he other halif of
thz gateway resident in a DIN switching nodz whica, in
coajuction with the LAN PEP, allows communication betwaen
th2 two networks to be achievzd. Finally, 2 number of
assumptions have been mads, which ar2 felt will add clarifi-
cation to concepts discussad, and provide 2 basis upon whic
aralysis can be conductzd and proposils made.

1) The LAN canno<“ affect “he spe23 31t which packe<s “ransi<
the DDYN.

2) The LAN FEP? canaot incr2ase the rate at which packets ara
sent *¢ it from +he switchiny =no5de past the aaximun
transmission rate of tiaat noie.

3) The switching node that the LAN tiz2s into may also act as
an IMP through which o>t her hosts, 1ot part of +he LAN,
access the DDN.

4) EBError cortrol, flow control, 2and iuplicate packet detec-
+ion is provided for zcommunicatis’>n between the LAN FEP ;
and *he DDN switching node by on2 5f the natwork access
protccols supported by the J)DN. Ia this situation, +*h2
switching node nmerely views th2 front end processor as
another host.
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B. PACKET SIZING

The problem of differances in packet size is basically
ona of coping with the £fragmentatis>n that must inevitably
ocsur when the two intsrconmested n2tworks employ different
internal maximum packet sizes [ Ref. 28: p. 8~-89). Two situ-
ations may exist, ore is when th2 amaximum packet size for
thka LAN is greater than that of thes loag haul natwork (LHN),
the other ©beirg when the maximum packet size f£or tke loay
haul nstwork is grea%er than <he mnaxiaum packet size for ta2
local area network.

The first case, wh2n LAN maxiazun packet sizs is greazer
tharn the long haul netwd>rck maximun packet size, can b=z
haadled Zn one of three ways. FPirst, if the packet to b2
trapsmitted from <the LAN +to LHN 1is smaller than the LHI
maximum packat size by at least the number of additioaal
ovarhead bytes that will o2 adied on by the packst switching
nci2a once the packet =c-=2aches tha DDVN, then the packe*
rejuires 1o size modifizition befsre being s2nt +to <he
switching node. Secend, L1 £ +*he pacc=2t to be transmi:ted is
larger thenr =he LHN maxiaua packst sizs, we m2y fragment the
packe+ appropriately in th2 FEP. Each packet would bs frag-
mented such that the naw packats would be smaller than tha
aaximam packet size for the LHN 2v2n after the overheal
bytes were added by ths LiN switchiag nods. A nunber of
problems 2xist with this approach which includs, 2 raquire-
men*t for increased s>f:=vare capabilities at +the FZP,
adiiticnal delay experianca2d by packats wan*ing td leave “he
network, and the possibility that -3sequenciay 2f 2all <h2
packets making up the messige oeing sant may bs raquirzd 3Jue
to the iInsertion of a3 "jew" 9pack3t in%o “hz sequential
series c¢f packets that hava been transmitted from somswher:
in the LAN. Aand finally, if +th2 pack2t to be “ransmi<ted is
larger than the LAN w@aximum packa2t size, w2 pay just gd




ah2ad and send *he packet to the switching noia. ie are
able to do this because the DID Staardard Interne¢ Protocol,
vhich will be implement21 by the Dafense Data Network,
provides for a fragmentation/reassaably service. It is
envisioned that the "cvar-sizel™ packat would b2 fragmentel
with each piece being sant to the i2s3tination switching node
whare the fragments would be reassembled back into tha
"over-sized" packet. ‘

In addressiang the s2c31d cise, «#hszre LHN maximum packe:
size is greater <han LAN maxiaum pac¢2* sizes, w2 assume <ha+
the fragmentation of a smaller LAN Jacket to help £ill up a
partially filled larger LAY pazk2t will no% occzur. In this
situation, th2 main consazn of th2 LAN is that it migh+
reseive a packe* from +h=2 DD¥ which is larger than it's
maximum packet size., Tuis being th2 case, th2 LAN FEP must
possess the «c¢apability to fragment +he larger packet into
packets suitable for transaission 2n th2 local arcea network.

C. CONGESTION CCNTROL

Assuming probabiliistiz message g2naratisn and fixed
capacity in network compoaznts, ovarlo>ad would 92 inevitapla
without car+tain mechanisms %o 3%top, slow down >r zbsorb %he
rate of message arrival. Tha basiz ool utilized in *=h2
accomplishment of +hss2 tasks 1is congestion cont:ool.
Congestion control «can b2 defin2l as a proceiure whereby
distributed network —resources, sSuca 3s chana:zl bandwiAd«h,
buffer capacity, and CPJ capacity are pro+tect2d from ovsr
subscription by all sourcas of netwdorck “raffic [Ref. 29: p.
1400]. Congestion is most lika2ly t2 be visibls at a gateway
connecting a local area n2twork %5 a lsag haul natwork. In
Soaxe cases, the transaission ratas of LAN's nmight exceed
those of 1long haul netws>rcks by factars of 30-100 or mora
[Ref. 29: p. 1400]. I'nera are basically “w> schools of
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thought wvwhen it comes to d2aling with tha problem of

congestion control. Thare are th>ss who advocate rigij’-
con+rolling the input of packets 1int> a network and expli.

itly rule out the discarding of odackets as a means of
congestion control. Ani conversly, there 2are some whd
promote +the dropping of packets as the sosle means of
controlling congestion [ R2f. 29: p. 1%00]. U2 will look at
congestion aad flow coatral at the ipnterfacs between twd

{0

networks from both of thes2 viawpoints. I+ is the author's
intention to propose and disszuss ta2chnigues oI congestion
and flow control for receipt ot packats frem %22 LAN anéd “or
raceipt of packets from tie DDN by the half of +he gateway
resident in the LAN FEP.

1. LAN to LHN Packet Zontrol

The author has concluded that there exist numerous
methods of congestion control, many 5f which have yex *c be
idantified. The discussis’>a which f2llows incluies %ae pizs-
entaticn of three possibla methods 5f gateway zsonges+tion ani
flow contzrol. These m2thods d=al with +*he handlicg of
packets received from th2 LAY by thsz front 2nd processor
destined for the DDN.

The siaplist wmethod of congastion coatrol provides
for the immediate transmission o2f£ packets «o0 the DDN. If
tha gateway por+*ion of ta2 FEP, i1 conjunctiosn with i¢ts
associated switching nole, 1is abls t> successfully transmit
packets to +*he DDN fastar “han th2y arrive from +“he LAN,
th2n we can assume the ragquirsment £5>r congestion and flow
cor+roi is minimal in that dirszction. However, the author
has concluded tha* this is vrarely tai2 case. This approach
wo1ld inevitably 1lead to the loss o5f packets due %o <he
gatevays inability ¢o transmitf th2m 2t a rate coamparable to

+hat of LAN. Recovary/retransmission of thosa ‘'lost!

iss
packets *n the qateway +511d be 12f¢ *5 <+he ilower level
protocols.
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Ano+her method <through whiza congestion control at
+ha PEP could be accomplisied would be through the addition
of buffers. Packets £lowing in £frd>a the LAN coald be queueld
in a buffer for subsegu21t transaission ¢to the 1long haul
network. Once this buffar becomes full, packats could be
discarded as in the first method or a signal 2f some type
c01ld be sent throughout the na2twork indica+ing that the DDN
output buffer was full. Receipt >f “his message would alsd
imply tha* no internetwork traffic should be sent until a
message is received from the gatswiy indicating that <h2
buffer is empty and :intaraatwork traffic transmission can bs
resumed.

This teschnique =:=-5uld aiso bs employed with <two
buf fers. Once one buffar was full, it would be disabled
from receiving addi+ional packets while transaission <took
place. Simulta2neoulsy, the seconi buffer could be filled
anl it's contects +¢ransmitted when :h2 first buffer becane
empty. While the second puffer's coatents wers being trans-
mitted ¢to *he DDN, ¢th2 first bauffar would be recziving
packets from the LAN. This alterniting %echnijue could b2
employed with N buffers , but <%his would be at the axpense
of loosing N buffers worth of memory space in th2 FEP. This
being the <cas2, a limi¢t to the buffer space allocated %o
internetwork traffic woull have t> be established. With
this limited buffer spac2, there still exists the possi-
bili+y tha%# all buffers may bezon2 full simultaneously.
This would require incoming packa2%s to be iiscarded or,
notification thrcughout tae nstwork that buffars ars full
ani interne+work packet t-ansmission is disablei.

A final method by whica th2 flow of traffic fzom “he
LAN to the LHUN can be =>ntri>lled 4is through the use of
external storage areas. This technigue 1is vary similar &>
th2 buffering me+hods prasan+teld abosva. Buffers are u+ilizej
in “he same fashion but, ¢hen they bzzoae full, =cathar +han




discarding packets or notifying th2 nstwork of the buffers

state , 2all incoming o3ackets ar2 directed to external
stodrage areas. When <th2 buffers b23in to eapty, packets
currently being stored ar2 directei ts the output buffers on
a PIFO basis. This procaiure redac:ss congestisn on the LAN
by not requiring the contiiual retraasmission of packets not
praviously accepted by th2 gateway. Addionally, it elimi-
nates the nead €£or dis+ributad <cd>aponents to be able ¢t>
recognize a "ODN buffers full messi3g2" and carry ou% the
intsrrnetwork packet restristiny actis>a necessitated by i<'s

receipt.
2. LHN to LAN Packst zontrol

As previoulsy stat2d, we ar2 assuming that the flow
of packets between the PEP half of ta2 ga*teway 2nd switching
roje half of th2 gateway is controllzi by +*he nz%work accsess
pratocols supported by th2 DDN. Tais b2ing tha case, our
discussion is restrict24 +to answaring questisns such as:
'Sheuld we +transmit each packa2t imaadiately o>nto the LaN
upon it's receipt frem th: DDN?', or 'Should w2 =2mploy some
buffering teschnigues, azcumulatingy some packets befora
+ransmitting them onto tha LAN??Y,

It is <+the auth>r's opinion that +he trickiing of
packets onto the network one at 2 tisne does nst efficiently
utilize “he capabilities >f a 10 Mbit/s=c LaAN. This method
rejuces ne+work *hroughput, ani -23juires adaptors and compo-
npea<s to "wait" longer between intaraztwvwork packat arrivals.
By storing the internetwork packets 1ia buffers or dedicated
external storage areas, w2 are abls to transmi: packe=s onts
to the LAN in bursts. Pheses transaissias can osccure after
an entire message is raca2ived or aftar a certain number of
packets havs accumulated in thz buffercs or extarnal storags

r2as.
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D. ADDRESSIBG AND NAMING

Whenever any two devices wmust communicat2 with each
other and they are not iira2ctly coan2cted (i.e. 3 processor
on one rnetwork communizating with a2 processor on another
network), the question >f addressiigy tha2 proper recipient
becomes a major considaration. A3lrz=ssing across network
boundaries reguires weith2r a staniard network numbering
scheme o¢r a means of aliress t-anslation in the gateway
{Raf. 28: p. 4-49]. It is knowr taia* zhs DDY will corn=cet
with existing networks a3 well 13s *he SPLICE local area
networks. It is the auth>s's 2pinisa “hat <this in i¢s2lf is
sufficient to Jjustify <cae @astanlishment of a s+andari
zuzbering scheme. This will ther=2f>re be the premise upon
which our discussior will be based.

Mary different possibl2 internstwork addrsssing schemes
exist. The CCITT X.121 aildressing strategy is based on th2
telephone netwdTrk systen. This -2chzigque allows up <o 1%
digits per address. Tha first 4 3igits ar2 a dess+ira+ion
cecwork identifier cecd2 (INIC), <ZIollowed by tha remaining
digits which wmay be us2d to imdolsment a2 hieracchical
adiressing structure [(R2f. 29 p. 140)1. The DARPA In%erze*
has implemented a common aidress forma% across all networks
it connects (Ref. 30: p. 114]. Ta2 Internet aidress length
is fixed at 32 bits. Th2se bits zontain the address of a
particular network, ani the 2ddra2ss 2f a host within *has
network. A further disaggregyation 5Z this :coocept migh:
ca2ll for an address fieid ¢hich contained a netsdork addcess,
“h2 address of a packet switching/gateway n0odz within «ha«
network, and the address >f a host iscessible through that*
noie, He will utilize *42 addressiay technique implemente?d
in the Internet as the basis for <+he remaiader of our
discussion.

77




In order to manage, c>atrol, 2anil support communications
amorg components distributed throughout twd or mora
networks, a means must axist for 2xplicitly ilsatifying ths
coaponents involved in tai2 communization. This could be
accomplished by utilizeiny one of ti2 addressing strategies
pr2sented above. In implazzenting this strategy, rather than
reyuiring the user +to bz aware >f the strusture of ths
network in which the 3estination hys% resides, a naming
convention could be established whica =relieves him of indi-
catirg the actual addrsss ¢f <che i2sired host. 4 namin
convention car also bs astablishsl for idesatifying ths
network to be accessed rather thaa

5]

equiriny a specific
adiress to be provided.

Assuming an operator may now us2 rnames *o identify both
th2 destina*ion network 32d ¢*he host withiana that network,
+ha task 0f converting these +¢2 actual network addresses
must be considered. Triaslation o>f the netwdrk name %0 2
specific network addrsss will b2 accomplished Dby +he
svitching node +hrough which a3 SPLIZE LAV is czonnec+ed t>
the Deferse Da*a We+twork. currsacly tcachk2d to %h2
DDN may be known by as maay 25 four diffzrent nanmes
(Raf. 31: p. 111} The translatiasc 2f 3 local host name %o
its associated address anl vics versa, could b2 accomplishel
by the switching node. The autaor 1oes not support this
approachk for +*he @major r2ason that the switching node will
mcst prchbably be connecting other natworks anis/sr hosts t>
th2 DDNW. Por it +o possibly perfarm these +translationms
wolld mean a reduction in the noda's capabilicy to perfora
i+s primary <functions of traffic proycessing, hest access,
rcuting, and mcnitoring and contr>l [Ref. 31: p. 33].
Therefcre, local host name translation mus% be performed a+

+ha lccal level.
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This local translation capability <could be accomplished
at the interface between a distributzd compoasn* and the
bus. Tkis would requirs the use 5f additional coamponent
resources for the performance >f a fanction which could most
efficiently be implement3d at a cantralized 1location (i.e.
the Front End Processor), rather than a+t+ eazh individual
coaponent. By incorporaiting ths Llocal translation capa-
bility into +the LAN's FEP, w2 not 5nly reduce redundancy
thtoughout the system, but 2lso fazilitate th2 mairnzernanzs
of our +ranslation tables, The final issue ¢95 be addressed
is concerned with the plaz2 (sourc2 >r destiration network),
2t which this translatior d2ccurs. TIranslation >f the desti-
nations rname can either occur at th: source's gateway or a*
ths destination network. By 4d=laying *ranslation cf tha=2
naze to an address until arrival at the destination, w2
elipinate the —requireaeat £or =2ach gateway to possess
spacific address infornatiosn asout othesr networks.
Similarly, <he +*ranslation of a pr>cess name t0 a prccess
adictess would also bs accomplish2l by +¢the dsstination
networks PTP. The half jyateway rasijen+t in each SPLICE FTEP
wouid only be required to maintain a table <contzining =he
nazes and addresses of it's 1dcal zcoaponents aad processes.
Upon receiving a packet from the 120N, ¢the <component and
process string names woull be «coaparszd against entries in
the address translation tables. Appropria+te addresses woulid
replace the physical node name and process nam2. The packst
wo1ld then be ready for t-ansmission »ato the lozal bus.

E. ACCESS CONTROL

Access control is conc2rnel with 2stablishing mechanisas
that may be required to prevent som2 <traffic from en%tering
anl possibly some traffiz from leaviag the nrnatwork. This
filzering action is ideally accomplishsd by %+hs gateway +w>

7
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networks. Utilizing our z>del of a "two half-gateway", each
half can deal with controlling access to the network that it
is connected to. What this means is tha* our half of ths
gateway in the LAN FEP z-an act a5 a1 sentry to incoming
traffic. As traffic arrives, the "ID" of the packet(s) can
be checked against a tabla contaiiiay the '"namas" of thos2
packets which are au+horizazd to entsr the LAN. If a packets

"IDY appears or the access list, =2ntry is grantzd, Zif not,
th: sentry may either diszard thess s>acke%s or possibly seni
thaa to ant accass controllar [2ef. 29: p. T401]. The access
controliler routine can ta=2n dynamicaliy enablz the flcw of
th2 packets iInto the network after pacforming zartazin checks
on the packets identity, o»r, it aay decids that thes2
packe*s are not to be allowel int> the netwoyck, discard
tham, and send a sui+ablzs 'canned' rc:sponse to “he sources of
tha packe*(s) le+*ting 1t know 3a>-c2ss was 212t granted.
k

Alternately, it may infora n=2twork osperations personnel of

“he packets that wWwish 23 znter <212 ne+twork and r=zquest:
action to be taken.

F. OTHER CONSIDERATIONS

Two 2dditional arsas of conzera associated wi<h +ha
interconnection of two networks ara2 failure notifica+ion and
accoun+irg procedures. Assaming that failures £or ths
conrected networks are iastacted, ij2n+ified, and isolated
internally by 2ach netwsorx, the Jusstion ariszs 'Heow is th2
existance of 2 failed coaponent within a network communi-

cated *0 <thos2 in other a12tworks wad> may wish to use thas
corponent?'. Assumming that both th2 LAN confijuration daca
bas2 and problem managem=at data bas2 havs both been upda+t=ai

with the current status of any particular failure, tha
researcher mekes the folls>eing props>sals in response to the2
pravious question. Beforsz packats arz let iato the local

8)
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arza network, the half~gyateway will be respaonsibles £or
chacking these data basss to insure that the desired desti-
nat-ion is operational. If it 1is, 2nd assuming tke access
controller has permittei 2-cess, *he packets ara transmittel
into the network. If the desirsi iastination is currently
inoperative, a responss iiadicating sich is returrned to tha
source. Additionally, if a sourza from andther network
desires *o check the statas of an 2i2men%t within a SPLICE
LAN, it should have the capabilicy, Just as 3 local user
would, ¢Z guaryinag eitasr one 5f <thzs2 Jjata basszs. Llso, i<
i35 assumed tha*t if the sw Ltch‘ng n>d=s through whic
LAN is ccnnected to the JINW fai] then the rsspo
of reporting <+he inaccessxblxlty Df that partic
arza network lies with ths DDN Monitoring Cen
juristiction includes thz failed ndsie. Similarly

failure of a LAN FEP which makes 3 3PLICZ LAN zonfigurati
inaccessible will be reported to »potantial netwdrk u

<hz connecting switching aocds.

T+ is the researchar's opiaion %13+ a SPLICE LAY is seen
as just arother subscriber <o the JD¥. Thiz bziag the cass,
thare seems +*o2 bpe sufficiant Justifica*ion €or the estab-
lishment c¢f some type of accounting procedures which providsz
th2 means *hrough which tha flow >f packets to> and from <ths=
DDN can be monitored. Ascamingy some type of azcounting will
be conducted by the switcaiang node, the connectzd4 LAN could
obtain accountipg inforaaticn froon it. This do2s not
provide for ary type >f «cross chescking of the switching
ncie's accounting capability cr accuracy. This then sstab-
lishes the requirenment for somz sors >f accoun+ting
procedures to be established in th2 LAN's half of <he
gataway. Currently, opublic packat switching netwcrks

W

EY
usirg procedures which azcount £or subscriber wuse »n ¢a

Ww

basis of “he number of virtual circaits established duriag
<h2 accounting period and t he numbsr 5f packets sen:t on each
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virtual circuit [Ref. 29: p. 1400]. drly siight modifica-
tions to certain reports recormenial in Chap*er 3 would b2
required to give a SPLICE local ar2a network a similar
aczounting capability. Pinally, anil most important of alil,
is that the accounting necharismss implemented by the SPLICE
LAN*'s be based upon proc2iures and anits of azasure iden-
tizal, or very similar to thos2 utilizsd by the DDN.

G. CHAPTER SUMMARY

We began this Chapta2r with 3 discussicn of various

coafiqurations <+that =2 gateway b=2tw22n compui2r LetWwoIks

could assume, The autaor feels that the "two half-gateway”
concept ‘offers the simplast and =m>s+« 2ffective means of
interconnection. The discissisn +th21 turned %2 the prcblams
associated with differant maximum packet sizes utilized by
th2 twc int2rconnected na2tworks. A looked at the si<u-

azions when the LAN maximan packet siz2 was grsater “harn ths
lonag haul necwork maximum packat sizz and vizcs versa. In
botL cases, suggestions wers maia as to how this prcblaz
could be handled. A 1iiscussion of flow =zontral 224
ceagestion con“rol technijies was +tazn entered into. This
problem was approached from two dirac-tions. TFirst, controal-
liag the flow of ©packets irto> thz LAN half-gatsway Sor
trarsmission to *he DDN. And seconl, «controlling the flow
of packets from <the Defanse Data Nstwork, through =h2
gateway, into the LAN. The proalems of intsrnatwork
adiressingy and component naming wac2 “hen considered. Tha
author has concluded that the solutisn to the first problaa
would be +he establishmant of a s+andari interrnztwork
nuabering and addressing s:heme. The standari offered was
of the form, NETWORK ADORZSS/LJDCAL HIST ADDRESS. Thke compo-
neat naming problem was Sounil %5 be best haniled at <wwd
levels. The +translatioa of a n2ateork name to a specifiz
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netvwork addrass would be conducted at the switchirg nodas
half-gateway, while the translation 2f a local host name ¢»5
a local host addrass would be accoaslished by the des+ipa-
tion network half-gateway. We thea briefly 1Jiscussed th=
topic of access control. There, we loonked at the rola
played by an access controller, andl attempted t> 2dd suppor*
for it's implementation ia the SPLICE network. Finally, we
looked at the need for failure notification 2aand accounting
capabilities associated with internatwork traffic,
EZxclusiva of the interface betwezn a SPLICZE LAN and «h

(11

DDN, the monitoring and aapajyemzat 5f a SPLIZE local area
network is prsdominantly centraliz:3. Special intzsrface

functiors such as those iascribed 1in this  Chapter rsquira
that the «control of thas2 functiosns be distributed <o thsa
FEP. finally, it is *tne r2search2r's opinion that <ha2
management of the LAN/DDN intarfacs must not only be work-
able, but must be acceptadble from a1 operational standpoint
by the users, and from a1 ta2chriczl 223 logical standpoin*t by
rnetwork operators.
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VI. LAN CENIRBAL MONIPOIILNG SIIE

The integration of those aapajyeaant tools discussed in
Chapters 1-5 is accomplished by the local 2rea network
ceatral monitoring site (INMS). It is here wh2re measure-
ments and statistics are collect23, performance analysis
conducted, diagnostic projrams and recovery actions initi-
ated, network utility 3data basss updated, anéd whera
performance parameter ajjustment m2s5sages oriyinate. This
process of managing from a central l>cation minimizes comau-
nica+tions and syrchronization difficulties, andi helps solvz
problems that may otherwis2> pass unnsticed [Ref. 33: p. 21].

The author will inicially pres21% whz+* ha feels %o b2
th? missior of a central aoritoring site, followsd by appro-
priately supportive objectives. Th2 @manning requirements
and organizational structure associata2d with a 2MS will *hen
be discussed. From th2r2, a2 Jdiscussion of a n2twork opera-
tor's workbench will be 2aterel into. PFinally, a discussion
of a rnetwork operator's ca2spoasibilitiss under both ncrmal
ard faliluce conditions will be prasa2itz4.

A. MISSION OF A LAN MOTIIORING SITE

The mission of a LAN central ad>aitoring site wmight bs
tated as , 'To insure ta2 most =2ffizisnt and a2ffective use2
of network resources and to maximizz nezwork availabili+y,
throughput and ra2sponsivaness'. dbj=ctives which suppor*
+h2 accomplishment of this mission 2

- e
- T

- Keepirg track 5f ths statas anil configuration of *hs
netvwork.

- Detecting alarm conditions and £ail=2d componants.

- Carrying out fault isolation and jiagnostic tasts.
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~ Contac+ing appropriat2 repai: parcsonnel ani wmonitoring
repair activities,

-~ Altering the rphysical and 1logizal network configurations
and documenting such alterations.

-~ Adjusting component performance paéameters.

- Génerating management r2ports.

- Suppecrting test and acsaptance activities.

- Provide information n22ded for vplanning future nstwork
evolu+ion.

- Zrovicde a his<%srical data base a33aiast whizn current azi
fu*ure network perfermance mz2y b2 1

- #¥oniter component uatilization +shrcughou: *+he n=twork
(e.g. host, communication procsss>r, ani shaced resources
utilization).

- Perform a scheduling function <£or application programs
requiriag use 9f the hd>st processirs.

The £first sight objszctivaes arz siailar to thase con+taipi
~

tha Defens2 Jd2ta Jetwork. [Ref. 31:

ul

p. 142]7. The 9th =2ad 10th ir=z3s are cbjectives oI ==

-

Law=zrence Livarmorsz laboratory Jz:spus Ye<wwdrX Monizoring

m

21 Measuring Project [Ref. 34: p. 2]. The final *wo objec-
tives are a product cf th2 author's caseaczch.

An arnalysis of thas2 objectivas shows “hat <the to0ls
discussedé In this paper acs capablz >f accomplishing <he 1s+
thrcough the 7th and +the 11th oo jectivas directly. Although
rot men+iored as yet, *a2 central adnitorinaga site must be
able to support <“he tes<iag, evaluz“isn and acceptance of
ned components that ar2 to becom2 parct 0% %ths local area
network. By establishing the 13:ta bases 3sscribed in
Chapter 1, we areindiractly supportiajy the accoaplishment >%
tha 9th and 10+h objectives. Thz establishasn: of daza
bases which rececri network performiizs measurzs arnd cocmpo-
nent u+ilization statistics woulld grea*ly =nhancs our




ability to meet these obijectives. At +his time, the
researcher does not ses .1 need for the design of a sched-
uling algorithm as proposad by the2 £final objsctive. As
applications grow, and th2 number >f ns%work usasrs ircrease,
th2 requirement for establishing a scheduling algorithm for
th2 purpose of efficiently and fairly assigning Jobs %0 hosz
processors, maAy become v2ry real, An exampla of where a
scheduling algorithm has besen impl:zmsnted is on the Los
Alamos Scientific LlLaboritory Int=a3grated Coapater VYetwork
[r2f. 357].

B. MHANNING AND ORGANIZATION OF A LAY CHNS

How many peofle are :eiuired t2> insure the c=ontinued and
efficient operation ¢f 2 52LICE local area compiater retwortk?
Skould *Le monitcring si*= be mannzd arouzd *hs clock? What
organizational asp2c%s aust be considered wizh the 2d4dition
of a cerntral monitoring sice? Th2s2 are the quastions that
will be addrazssed in this section. DJuring the liscussion of
each, & possible answer will b2 recomnmesnd=2d by cthe auzhor.

The manrning propos2d £cr <hs DDN monitczing centers
range from f£four people i+ -2he systa2am monitoring center, fronm
on2 or zero at other centars (Ref. 31: p. 137]. Ths manniag
of the NBSNET (a bus oriented local computer netwsork) meas-
urament center calls £or 4 full-tim® and several part-tim2
computer-electrical enginz2rs _Ref. 36: p. 13]. Neither of
thase manning lewvels seams appropriat2 for a SPLICE LAN, the
DDN being a wmuch larger iong aaul nstwozk, and the NBSNET
maaning level reflac=iag nore 2f 31 experimental environ-
meat, A local area retwork with a structure very similar ¢»
that of a SPLICE LAN is the Hughss Aircraf* CZompany Janet
netvozk (Ref. 37 )% JANET has csatralized ths coantrol and
moni*oring of <the network at a siigyle operatsr position.
From this posi+ion the oosratdr <caa I1ssue coamands to all
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network components, perform testiny and perfsrmance anal-

ysis, detect and diagnos2 failuras, and rezoafigure tha,
network. The degree >f autozatisa recommended throughout
this paper would provide the capabilities ra23uir2d for a
‘one person' central monitoring sitz. If these and othsr
lower level functions arz2 not autonated, ths possibilisy
exists that an additional operator m2y be rejuired. Thz
author feels that substantial procsssing will occur, ani
that file transfers between Stock Points 2ad Inventory
Con=<rol Peints will “*aks 2lac2 after nartmal wooking heurs.
For this reason, it is f2lt that a na2twork opa2ratar shouli
be a2vailable at anytim2 processiny is in progress. Af=er
nocmal working hours, this position wmay be £illed as 2
collateralvduty (i.e. th2a individual £filling %his role aay
also be responsible for on2 of the host processsrs).

In answering the question as t> where th2 monitoring
site fits into ths organizational picture, ore aust remember
tha+t the CMS can exarcis2 a graat 323l of contc>l over =hs2
network and it's componeats. This besing ths case, <zhos2
irdividuals comprising a2 CM¥S must work dirsctly <for =he
'Director of the LAN', 42 would a5t want *he central moni-
toring si%te to <come unier the contr>l of one o2f it's users
oz under *he control of on2 of tha staffs associated with a
network host. This s2eas t> add aore justification f£or
establishing the position of 'Dirscstor of tke LAN'. This
Director could operate oat of the ca2ntral wmonitoring site.
Fzom here, he could manije and contrs>l <“he operations ani
Tesources of <the local na2twork, foraulate2 rnatwork policy,
and see *o0 it's implementation,
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C. A NETWORK OPERATOR'S W)RKBENCH

A network operator's workbench is a single, integra<ed
system containing all th2 operator's tools ia one place.
Th2 system must be intsractive and, because new analysis
packages and acdels will b2 continuously developed, possess
tha characteristics of a programmer's workbench “Ref. 21: p.
4]

Certain hardware ass3ts +¢ill 2n3ible the osperator ¢

better carry out ¢the n2twork management function. Ths
tecminal or terminals wutilized by thes CMS snould have 1
fairly extensive graphizs capability. For example, 3

display of the entire na2twork coull be put 512 +the scrzen
with differsnt colors iiadicating ths status of various
coaporents, A dedicatsd printer will be need=21 for manage-
rial reports, but mor= laportantly, for “he racording of
failure messages receivei by <th2 ZH4s. Ad2juate direct
access stcrage will also bz a necessity. addivicnpalily, 2an
alarm capability for indiszatiny <ths bresching >f estaplishzai
parzmeter threshholds will be requirai.

There exists oaumerous softwar: tools that <can b2
utilized by the network ocoz2ratsc. Ja2 5f +the mdst impor+an<
is a good DBMS with a complets, user frisndly query
language, This asset will alljv the sperator :> investigats
relationships between performincs m2asursmernts and asscci-
atad parazmeters, and to ask explora*>rcy gquestiosns concerning
the effect of certain network confijuraticns on performanca
criteria. The ©possessisa of 2 wordl processiag capabilisy
will also assist <the oparator ia the ©performancs of is
duties. An additional s>ftware assz2t is the actual process
+hrcugh which “he operator interacts with “hesa tools. This
interface may be <+througa a Netdd>ck Operatiny System as
cur-ertly planned £for tha DDN [Raf. 11] and descripbed in
[Ref. 32]. Another apprdach to this problem is to have the
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oparator interact with tha softwars tools through an appli-
cation program. The Hugh2s Adircraft Company has implementedl
a Network Monitor Program for it's JANET network which runs
as an application program on ona >f the host procsssors
[Raf. 37: p. 9% ]. The distributad countarpart of this
central control program is a 'background' program included
as part ¢f the adaptor aicrocole. It is through these back-
ground programs that the TMS receivas certain measurements
and failure messages. Aiii+tional sof+xware to3ls that will
be of help to the operator ircluds: an English language sst
of commands for ease of system op2ration and natwork diag-
nostics, defaul® paraaeter valae establishment if
unspecified by the operator, dynami:c con*rol programs for
adjusting lower 1level psesrformance piramenters in accordanca
wit h network condi*ions, 2and finally 2a systeas which exists
for prompt and accurate collection >f any data the user may
provide on a problem.

D. OPERATORS ACTIONS: NORMAL CONDITIONS

In the next +wo sections w2 will atcempt o identify the
responsibilities of a n2téddork dperato>r under both normal and
abnormal conditionms. Thay are pras2nted hers in an =2ffort
to establish a basic set >f ra2spoasibilities for all SPLICE
LAY operators. This saztion 4d2als with th
responsibilities under nocrasal zonditions. It

(]

operator's
realized by
tha author that some of these r2sponsibilitiass may also

P
[/}

per=ain to failure conditions. Piaally, i* is no+* kncwn
which, Zif any, of the ilentifial rasponsibilities #will be
automated. therefore, the discussion of responsibilitiss
will be presented as if the oparator had to take scme
spacific action for it's azcomwplishman<«.
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1. Zpitialization

Assuming the natwork operatsr has just invoked the
netvork management control program, there are certain func-

tions that amust be acsoaplished. The ope2rator must
establish a connection with the ‘background' program in ths
adaptor or componeant interface. Azong other things, this
will enable him to £ind >ut jJust wh> is on-line. Once

coannections are establish24, th2 operator -2an send out
instructicns to> the nodss providing thsm with guidance as %o
what measurements to take, whea to sa2nd them to the CMS, and
upcoming maintenance acitvities. Ailso during this time, the
network operator Sbtains the physical and logical configura-
tion tables for each host and communication processor, which
is *hen stored in the a global netwdrk configuration table.
During initialization '~ *he network operator also sets
performarce parameter valaas, establishes alara threshhelds
for pericrmance neasurema2nts, identifias critical components
wnich he <is specifically 4interzst2d in monitoring arni
upiates the Namesdddress Taible in thz FEP half-jateway.

2. Qxility Data Bases

Information obtaiaed froam 2ach component about
itself and it's associatel peripherals is used t2 update czho
network configuration data bas2., TIhis provides the cperator
with a view of +*he physizal sta<e of the network.
Adiitionally, 1logical configura*+ion tables can be estab-
lished for each component and user, whiéh givas them their
own 'customized' configuration of ths nstwoik. Also during
this tinme, procblem management, change @maazagement and
pecformance analysis data bases may bs opened for read/writa
and checked for items of interasst. Pinally, the operator
neads to comuwunicate with the DDN Yosnitoring Center who's
ar3a of influence +he LAN falls within. This interaction
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pay simply be the transfec of the cucrent DDN status file to
tha CMS. This £ile can then be used +to assist users
attempting internetwork cowxmunicatioa.

3. QOperator's Displays

The network opsrator is rasponsible for monitoring
various retwork status displays and in some cases insuring
th2ir availability to usars. Thas2 s+tatus 3isplays are2
crzated from data obtain2d from z>a1figuration and problem
manageament data bases in 1idition t> results of performancs
analysis and component monitoring. s a minimua, the s*atus
displays *that should exist include: a1 global nstwerk status
display, displays for =zaca major zomponen+ with appropriate
operating information, 3isplays for any desired retwork
perfcrmarnce parameters such as throujhput anéd rasponse “inme,
a general information display for in€crming usscrs of sched-
ulagd maintsnance, DDN's status and adminis*razivs
activities, and a display for depicting load infcrma=ion on
Los%s and ccmmunication processors.

4. Normal Mapnagemen:t Activitias

In addition to those activitiess menticnzd aoove, *<he
network operator is als> responsibla for the accomplishmen*
of other normal managem2ant a>tivitiss. He 1aust initiatsa
monitoring periods for taz2 collecti»>n of measarement data.
Uporn the completion of the monitoring perisd he must:
control +he transfer of 1ata from th2 adaptors <o the CHS,
d:sable adaptors from taking additi>nal measursments, and
clear adaptor memory con<t2nts if so raquired.

Utilizing data gatherad, 213 statistics generatel
during the monitoring pariod, +hs network sp2rator must

insure the appropriate data bases are upda+«ed. This may
include modifications to the confijuration, problam manage-
meat, and performance analysis 3Jata bases. Informa+ion
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ohtained during the monitoring period is also t> be used by
th2 network operator to5 iientify trands, look for bottle-
necks in the network (esp2cially at the DDN/LAN interface),
conduct network performaace analysis, and prepare network
status and utilization reports. #hile analyzing results of
“ha monitoring period, tha2 operator 1iy become aware of soms
pending component failurs. If so, appropriate action is
taken to diagnose and correct the fiilure. =~ Maore specific
action to be taken upon failure dataction will be discussed
in the next section.

Other normal manijy2amer:t activities include ths oper-
ators responsibility to t2st 2ll ajapiors failare detaction
ani diagrostic capabilitiszs, the distribution of rew soft-
ware versions, adjustment of network logical 2nd physical
configuzations, and adjasting performance parameters in
orler to +tune the network. Th2 na2twork opsrator is als>
responsible for inforaiiy and cd>.~4Ainating with usars
pianned maintenance activities, 332 final rasponsibility
calls for CMS personnel %> he invilvad in ¢he ins+tallation,
“esting, and acceptance of equipm2nt <hat is goiag o becoams
part of +he network.

E. OPERATORS ACTIONS: COMPONENT PFAILURE

Having utilized the oa2rformancz analysis, and problanm
detectior and diagnosis t2canigques pra2sented csarliar in 4hi

wn

papar, let us assume ths network oozrator has identified a
failed component. What than are <has pordcedures that mus: bhe
followed in orier to managa *his failagre until it's rectifi-
cation? Assuming the failure is of 1ajor significance, such
as a down communication prdcessor , one of the first %hings
the opera*or should do is notify th2 network o>f the failed
coaponent. Concurrently, configuratiosn tables, the problen
ranagemer.t data base, 2ani the Nama/didress Tabls in *he FEP
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shouid be updated. Appropriate =2ntries £or the ©problenm
management and configuration data bases are shown in
Appendix A and Appendix B respectfully. Having done this,
the operator amay utilize some fora o>f DDT as discussed in
Chapter 4, in an attempt to =zorrsct or further isolate the
canose of failure. If this falls, the operatd>r can utilize
tha information <that has been rezs>rded in the network
history f£ile to try and tbackup' th= processor ¢to a poin:
last
chance the operator has to correct ths problea Is <¢ dump

before the failure occursi ard attzmot a restart. Th

(]

thz suspected failure causing sof:twars to off-line s*torage,
ani relcad +the system wita a fresh copy of *h2 appropriats
software. Having exhaust2l his means of problam correction,
th2 operator is responsible for coatacting ths appropriata
vendor.

During *he course of problem idzatification and corrcec-
tisn, i%* is required that thz netwsrk remain available for
customer use, ™ 4o this, the netwdork operatsr aust haves
thz capability of vreconfiguring “he netwdrk, disabls
processing of local operat>r raquasts so *hat ns is in Sull
ccatrol of the network, activate and jszactivatz a componenczs
coanection %o the bus, ani <+ransfzc functions performed by
+he failed component +to andother devics capable of performing
tha+ function. Although +h2 perfirmance of the network
during this time will not be optimur, it will at lszast be
able to suppor% some praca2ssing rejuirsments. Upor failurs
correction, the operator is respoasible for bringing +he
system back t5 a state >f normal op=aration. This woull
irclude updating +he appropriate lati hases, re2turning of
functional ra2spcnsiblities as requirz24d, and notifying users
of the resumption of normal servicas.
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F. CHAPTER SUMMARY

In this Chapter, we b23jan by pr2senting th2.mission of 2a
network central monitoriny sitz and th: objectives to be nmet
in order to fulfill that mission. A dJdiscussion of +he
manning and structural aspects of 3 CMS was then 2n+ered
into. Attention was th2a focused >n the description of 2
network operators workbench and its' associatel tools. Our
final discussisn dealt wita th2 ijei«ification of a ne+work

oparator's responsibilitirsrs urder b>%h normzl and fzilars

It is the author'!s opinion that the mission and objec-
ives presented at +*he b23inning of this Chapter providas a
complete and succinct picture of =2xactly why a 2twork
central monitoring sit:z 2¢xists aad what servizces i+ musc
provide for the network. The rzsearzhsr recommsnds that +he
monitoring of the network be au*tomata2 +o a poin%t susch that

[ 1)

crly one operatcr axd his staff 3c2 raquirsd to5 'control
th2 network. It is als> £21¢ cthat thz positiocn of 'Director
of the LAN' be establishel as pa £

T the CMS with au+thoricz
over all aspects df petwork u=ilizatioa. The tools reconm-

t o

~

meanded as part c¢f the oparator's workbench ace seen as “he
basis upon which netwerk 2>nitoriang, control, and management
will be conducted. Without them, taz accomplishment of %h=2
central monitoring site's nission w#will be questionable. ™
conclude, it is <*he res=23rchar's opinion +*hat the ne+twork
oparator's responsibilitiss we hnava identified in <thisz
Chapter, although not all encompassing, can b2 usei as a
basis upcn which extendad and aors s»>2cific requirements can
be built.
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ARRENOIX )
PROBLEM MANASBHENT RECORD ENTRIES

Time and date of problem avarensss

Type of equipment and sarial aumber

Remarks about “he naturz2 of th2 problan

Lojical name of the affact2d na¢work element

Target date and *ime for problem ra2sd>lutiorn

Current problem status

Assesment of problems impazt on netwdrk compon=ats

Craoss reference to appropriate 2ntry in oconfiguration
managemen* database

Physical location of problem occurance and of eleaents
Teporting *he prchblen

Date and time of problem ra2solution

Point of contact and phon2 number tarough whizh additional
information concerning thz problem can be obtained




ARRENDIX B
CONPIGURATION MANAGEMENT RECORD ENTRIES

Itsm of equipment

Mcdel and serial nuambers

Physical address '

Coaponents logical name

Rental/Purchase price

Depreciation informa<tion

Installed/uninstalled status

order number

Ship date

Lease start and end lease lates

Vendor name, phone number, and addrsss

Assccia<ed node logical naze

Item description/function

Remarks

Point of contact; name, 1>cation, *telephone nuamber
Building and room piece of equipment is ip

Machine software was ex2citing on shan problem #as detected
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