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ABSTRACT

This thesis examines the network management functi-ons

required for a local computer network. Initially, general

management considerations are adlra3ssed. These include:

problem determination, performance3 aaaiyis, problem manage-

ment, change management, configuration management, and

operations management. Via si-destream, ma."nst=9am, central-

ized, decentralized, ind ixybrLI network moni-toring

tezhnologies are then liscussed. An investigatiocn of

network measurement tools and their use ia generating

management ::eports is unlertaken. The topics of analysis

timing, performance meaisure utilization, aad parameter

selection are considere:!. Procedures for dete~ting, diag-

nosing and correcting aetwork coaponent failures are

presented. Solutions are propossl for problaeis associated

with managing a local couiputar aetwork-long haul network

interface. Finally, a discussiLon of the mission, objec-

ti'ves, and responsibilities of a local computer network

ceatral monitoring site is undartaksa.
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One of the ujor objectives of any local network is to

provide reliable communications facilities, reflected both

in the continued availability of the network itself and in

the lowest possible e.rror rate 1s seen by individual

processes [Ref. 14: p. 713]. ro this we would add the

reluirements of high capacity and minimal en--to-end delay

experienced by the user. We now submit what we feel is a

responsible and complete lefinition of network management.

Our definition includes: collecti:n of measurements and

subsequent statistics generation, hardware aad software

failure detection, di; osis anl correction, network

performance analysis, and network pa:izeter adjistmgnt.

One school of thought advocates minagement of local area

computer networks, while another fe.ls that management, as

we have defined it, is noe requirel. We support the fcrmer

of the two. The benefits to be gained from the management

of a local computer network are numerous. We are able to

reduce the impact of failires and increase network avail-

ability by detecting, diagnosing, and ccrrezting hardware

and software problems very quickly. Control and moni-toring

technologies allow networt operators to anticipate problems.

Rathe.r than reacting, operators are ible to analyze problems

and take appropriate action to miniaize them, or even

preclude their cccurence. nanageamet of a local computer

network gives us the ability to prowide for capacity plan-

ning, manage the growth of the network, control costs, and

eliminate redundant or unused capacity. we can also improvq

the networks performance and its availability to users by

monitoriLg 6he network :omponents ial through evaluation of

tha network as a whole.
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It is the author's 4itent to identify and discuss the

tools required by network management for the attainment of

these and other benefits. We will begin by describing a

SPLICE local area computer network, followed by a discussion

of six network manageeat disciplines. Chapter 2 will

present various network monitoring methodologies and tech-

nologies. In Chapter 3, we -nter into a discussion of the

measurement tools available to the op.rator and suggest ten

managemert .eports to be geaeratel from collected data.

CHapt+er £ Z:5vi s infa CM.tio n aiIysiS t4iing, -- w:=
perfcrmance measure utilization anl parameter selection, an!

on component failure deteztion, diagiosis, and aotification.

Chapter 5 i dntifies and siggests solutions for the problems

associated with managing the LAN/DOD interface. In Chapter

6, we conclude with a discission of the mission, objectives,

and responsibilities of a LAM central monitorin; site.

A. ASSUMPTIONS

To productively disc.uss tha topiz of network management,

it s impcrtant zhat A commoa base of understandin;

concerning the SPLICE (Stock Poiat Logistizs Integrated

Communications Environm.nti local a ea computer network ba

established. This section briefly describes the Network

Layer Protocol proposed for the SPLI.E LAN. This discussion

will include; error detection ,  packet ackanwledgement,

coilision detection, azcss control, bus control, :etran-

smission technique, and ?Icket for2it. Additionally, ths

network topology and physical transmission medium will be

identified.Finally, a brief d-scription of the proposed End

to End Protocol will be discussed. k more detailed explana-
tion of the SPLICE concept can be foind in [Ref. 1].



1. Networ~k Topoioqg " 5,.A~ Ualtj.i94on Medium

The Ring, Star, Ustructurel, and Global Bus topolo-

Sgies were discussed in "Ref. 2]. Primary considerations

made during the selection of a tDoDlogy were it's flexi-

bility, reliability and simplizity. Understanding that the

structure of the network must leni itself t3 change and

reconfiguration, one author [Ref. 2: p.21] recommended that

a global bus topology be adopted for the SPLI=Z loca!

computer network.

Although a nuaber. of :=z smission iediurs wer_

discussed in [Ref. 2], no particulir technology was recom-

meaded for all SPLICE network coa fIurations.. For :his

discussion of network management, t will be assumed that

the transmission medium is coaxial cibte and -:ha a basebani

technoiogy is being utiliz-ed.

2. 'Networ~k Laver Protocol

Decentralized control of the bus is the .reons upon

whizh al subsequent :haracz-:-sr-zs are based. Nodes

access the network utilizing a random access contention

mechanism with collision detection (:51A/CD). Error dete -

tion is accomplished through the use. of a cyclic r:dundancy

checksum. The acknowledjement fo: a packet Successfully

received is undertaken by either seoling a special acknowl-

edgement packet or by ir:Iuding the azknowledgement with a

data packet bound for the ippropriate node. Upon detection

of a co.lision, a node 5Iplesents in adaptive binary expo-

neatial backoff retransmissica tezinique. Finally there

exists a single packet format for both data and control

information, the specific type being identified in the

packet type field (Ref. 2: p. 53].
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3. Yn a t2 rnldG2

TCP was utilized as a basis from which to develop

the transport protocol. Justifization for the use of TCP

can be found in [Ref. 31. A major roasideration during the

design of an end to end protocol was the assumption that

SPLICE LAN'S would be coaaected to each other through the

Defense Data Network. The fact that the end to end protocol

currently planned for the DDN is r.P further ex::antua-.es the

benefits to be derivel 3Y haviz a_ TCP ba t _-seorst

protocol. Investigation shows that if TCP is usel it. the

s-rictest sense without any modifization as the local -:rans-

port ccntrol prctocol, simple int.-rnetwork :zmmunication

will be achi-eved at the expense of suboptimal intranetwork

performance [Ref. 2: p. 73].

B. LAN ARCHITECTURE

This section lepicts ind briefly iescribes the logical

and physical views of the SPLICE LANT. These diagrams 3-?

inluded in order to provide a visu) :ep.-esantation whiZla

may be referred to during the diszussion of network manage-

meat throughout the thess.

The six boxes aloag the top :)f figure 1.1 are iden-

tified as operation functions implemented in softwars

modules. The three boxes to the :ight and i2 the middle

represent support functiois implament-d i software modules.

12
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Control messages flow along the logical control bus while

data massages flow along the logizal data bus. A more

detailed explanation of these faarktional modules can be

found in [Ref. 4].

There exists only one physical bus upon which will

flow both control and dati messages. The functions identi-

fied in the logical view of the netiork have been assigned

to specific minicomputers. As can be seer in figure 1.2 ,

the network management fanction has not been identified.

Theoretically, this fuaction could c.side in one or all of

the network nodes. An inl.pth discussion of this topic will

be undertaken in Chapter 2.

C. NETWORK RkIAGEREUT DISCIPLINES

If viewed as a single module, the network management

function appears quite complex. Different aspects of the

function appear to overlap, while others appear to be

disjoint and unrelated. In order to more effectively

analyze the various aspects of the aetwork management func-

tion, a dsaggreagation of the function iato unique,

identifiable modules is indertakea. Freeman proposes six

distinct management disciplines associated with managing the

components of a computer setwork "Raf. 5: p. 91]. These

disciplines include; problem determination, performance

analysis, problem management, -hange management, configura-

tion management, and operations management. The purpose for

presentinq these disciplines is twofold; First, to create

more managable and unierstable moliles through which the

concept of network management can be 1iscussed, and second,

to provide a foundation upon which various network manage-

meat techniques can be inalyzel throughout the thesis. Each

I I i II I I I,14,
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of these disciplines will be briefly described in the

following sections.

Problem determination is the process of idsantifying

a failing or down cosponent of the 29twork so that correc-

tive action may be -taken. It inaltiles; awareness that a

problem exists, i-sciatioa of the ?roblem to a 01=::cUla:-

element, identification of what ziused the 3coblem, and

determi-nati-on of the cocrret o)rgaaizition, individual, or

veador who Is responsible for the zocrection of that specfi4c
type of problem.

2. kl:~.mIIAayi

Peformance Analysi-s deal~s wit+h guartifiably

answering the question of, '30w wall is the network doing

what it is supposed to lo?'. It provides for the measure-

ment of certain dapendent vazlablas throughout the ne:work.

These measurements are than comparel to aritaria -:ha-- have

bean previously establls aed by some ctber means (e.g. by

mathematical models) . 3y observing the varLiance between

thase figures, a snapshot of the network's performance can
be obtai-ned for that Partizular instant in tlma. A number

of variables measured can be zlassifis=d as "1tuning" statis-

tizs. Certain parameters exist which can be adjusted by

network operations personael in order to effect the valuIes

of these tuning stati4stics. In this way, we can affect both

network performance and tha quality of the serv-Lca provided

by the network as perceival by the aser.

Problem Management concerns the reportinag, tracking,
ani resolution of problems that affect a user's or process'
capability to communicate with any other user or process.
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Establishment and maintanince of & problem database can be

aczomplished in a number if ways. Problems may be docu-

mented manually utilizing pencil ial paper. rhey may be

rezorded semi-automati=ally through manual entry into a

database. Or, problems may be recorded automatically
through the interaction of the pcblem management module

with the problem determination ini performan e analysis

mo-ules. The method chosen thro3ag. which network problems

will be recorded should provide for lata consi3tency, real

tile information or nearly so, a-er accessibili:y, and

minimal operations personnel envolvement. A list of

possible entries for inclusion in a prcblem record is

provided in ippendix A.

Changes made to a network component that are zot

promulgated throughout, or made available to the- nerwcrk may

le.d to substantial deliy when z31municating with that

element or even make that element inaccessibl-z. Changq

maaagement precludes t.iese eveas from occuzi.g bv

raporting, tracking, obtlining approval for, tad verifyin;

the implementation of chaages in n-tiork components (Ref. 5:

p. 91]. Pencil and paper, or manual entry into a database

ara two methods by which chinae management may be

accomplished.

Configuration management provides for the creation

cf a database which contains the past, present , and future

physical a.d logical charx.teristics of all network elements

[Rsf. 5: p. 91]. Inclulel in this wDuld be the SPLICE mini-

computers, host computers, shared res33urces, the subnetwcrk,

and pertinent information :oncarnin; any connected networks.

The configuration management database should be accessible

17



by both software modules and users as needed. Updating and

maintenance of this database could be accomplished in the

saae manner as the proble managemant database. It is this

researcher's opinion that configuration management could

most efficiently be accomplished utilizing automated techni-

ques which are based oa the interaction of the various

network management modules. k list of entries that may be

in=luded in a configuration marage2zat record of a network

cor ponent is included in kppenlix B.

6. 0121-tians IL1nnaent

Operations management supports the remote manipula-

tion of various network elements [ReE. 5: p. 91]. Some of

the forms this manipulatioa takes includes; t-sting a piec .

of hardware such as an alapter, testing specific software

suzh as a process which counts the aamber of tiaes an idi-

vidual packet attempts to access the channel before it is

successful, adjusting picame-ters La order to effect th!?

values of certain depenleit variables which characterize ths

performance of .he network, azi starting up a ezote process

within a node which acts as an artificial traffic generator.

Additionally, during the process of aetwork recofi'guration,

this management function supports the remote loading of

software into the appropriate network element.

13



Measurements allow us to gain valuable insi;ht regarding

network usage and behavior [Ref. 6: p. 1439]. They provide

a means to evaluate the performiace of ze implemented

protocols. Additionally, they give the designer the ability
to detect network inefficiencies and identify design flaws.

On an operational level, measurement provides the sta-istics
upon which the network is tuned through adjustment of appro-

priate parameters. In a jlobil seise, measurement can be
seen as the foundation jpor which network miaagement is

based. Hamming expresses the impoctance of measurement i-

the statement, "It is difficult to have a sziante Ai-thout
measurement" This emphasis on an ic:urate measu.emant capa-

bility assists in understanding why such elaborate ini

complex measurement technilues have Jeen devisal for experi-
mental and operational networks.

Before any type of aeisurement is conducted of a network
or i-.'s associated componsats, two basic questions must be

answered. They are, 'Whit is to be measured?', and 'Why

should the measurement be taken?'. These que-tions will be

adiressed in Cha~fers 3 aal 4 resoeCtively. ht this time,

an explanation cf basic monitoring methodologies will be

undertaken, followed by a discussion of current monitoring

technologies.

A. IETWORK MONITORING METHODOLOGIES

Currently, there exists thr.e basic tethodologies

utilized as the foundations for t . creation of various

network monitoring technologies. rhese three methods are
hardware monitoring, software 2onitoring, and hybrid

19



monitoring. These methods will be discussed for the purpose
of establishing a basis upon which the monitoring
technologies may be analyzsd.

A pure hardware ao~itor is a Lnit -ha . is both phys-

ically and logically listinct fr3m the netwDrk component

being measured [Ref. 7: p. 57].
The interface between the monitor ini the cosponent is i

physical probe used for ta. collatlon and passing of Cslec-

tronic signals from the cDaponent tD the moni:oring device.
Figure 2.1 depicts a generalized hardware monitoring device

[Raf. 7: p. 57].

Network Component

signal Filter And Combination 1
Logic Unit

Time And Count Unit

1 Tape1 Analysis
Unit

Figure 2.1 Hardware 13nitorin; Device: Logical View.

2)

- - r~~~ .~..-.



The critical item needed for a hardware monitcr is

an electronic signal that indicates the occirence of an

event [Ref. 7: p. 57]. Since many signals to be monitored

are of a relatively low voltage., one must consider that the

introduction of a monitoring device may disturb the normal

operation of the circuit being monitDred. To preclude this,

a high impedance probe can be utiilzed. The signal observed

by the probe is. amplified and passel to a signal filter and

combination logic unit. rhe task Df the signal filter and

combination logi unit is to mask and combine siana1

received from various probes. This output is th-n sent to a

time and count unit. Here, the liration of a specific

signal, or the number of times a certain sianal occuzes can

be recorded. Having collected the raguired data appropriate

for the test being conducted, the :ontents of the time and

count unit can be directed to a mas3 storage Idvics for off

line analysis or, directly to i user for on-line analysis.

The main advantage of a hardware monitor is it's

ability to sense a wide range of hardware and software

events. In addition to zost, the main disadvantage of a

hardware monitoring device is it's limited ability to detect

the stimulus for the set of signals it is monitDring.

2. SqtSL phd12

Although various definitions exist, a software

monitor can be viewed as a process which resides in the

component being monitored. Twc types of software monitors

exist which are appropriate for the task of monitoring i

computer network. They ire the interrupt-intercept method-

ology and the sampling zethodology "Ref. 7: p. 56].

The interrupt-intercept methodology embraces the

idea of carrying out some type of zonitoring activity every

time the state of the particular resorce i4. which the

monitor is resident chan=e.Ia The monitoring routine is

21



invoked whenever an iaterrupt is ;anerated. The scheme

calls for intercepting each iatarrupt as it occures,

directing it to a monitoriag coutine where the interrupt is

analyzed and appropriate monitoring Eanctions activated, and
finally, passing the interrupt to it's intended Iestination.

This monitoring methodology has the distinct advantage of

allowing measurements to bea taken as in integral part of the

system rather than as a lower level application. program.

Substantial amounts of prozessing tize and memory utlizatioa
are required for -this zathod. dtonly : ls

reiaires that the software3 monitoring program ran at -a very

hi;h priority to prevent other interrupts from deactivating

the monitor (Ref. 7: p. 57].
The sampling methodology traits the software moni-

toring program as a normal 139: program for I

multi-programming system. The activation of the monitori'ng

program may be accomplishal by the :omponent resident oper-

ating system, by another uon-Itorinig ipplication program, or

by netwcrk operations personnel. rhis activation may occurs

at random intervals, scohaluled intecvals, or a combination

thereof. The selecti-on f)f inter-sazole peri-ods is critical

inta tmutntb synchconi-zel with the occurence of
events which are being measured by the monitor :Ref. 7: p.

57]. As with the interrupt-intercept methodology, a siLgnif-
'cant amount of processor time ani memory space may be

re; uired.

The principal advantage off the softwar-e moniAtors

presented above is their abili-ty to associate occurances of
measured events with their causes. rhe primary disadvantage
is thei-r requirement for substantial resource utilization.

The strengths of the harlwire and software monitoring meth-
odologies have been combiaisd and their weaknesses el-ira'tel

through the use of a hybrid'6 approac-h.
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In contrast to the hardware 23nitoritg xethodology,

the hybrid approach to monitoring loss not view the hardwars
monitoring device as being invisible to the network compo-
nent. The hybrid methodology utilizes a microcomputer to
control the functions of the hardware monitoring device in

response to data gathered by hardware probes. Figure 2.2

represents the logical view of a hyorid monitoring device.

The data channel provid- a means by which the software
monitor resident in the device being monitored can communi-
cate with the hardware nonitoring device. Along this
channel can pass interrupts and messages concerning the
occurence of software eveats within the component. These can
then be associated with signals sensed by the probes of the

hareware monitoring device. This Overcomes the strict hard-
ware monitoring methodology's inaoility to associate a

signal with a specific event occarince within the network

component. Additionally, the problem of component resorce

utilization associated with the strict software monitoring

methodoicqy is overcome 'y the transition of arious moni-
toring functions from the network component to the hardware3
monitoring device.

Technologies for tie location of moni-.oing capabil-
ities within a computer network implicitly utilize one Of

the methcdologies, or a vaciation thereof, discussed above.

A number of these technologies will be discussed in ths

following section.

B. NETWORK ONITORING TZ:3NOL3GIRS

There are certain -onsiderations that should be
addressed when selecting a monitoring technology.

Initially, a decision his be be side on whether of not a

record of every occurance of a certain event should be made,
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Figure 2.2 Hybrid Monitoring Device: Logical View.

sometimes called trace monitoring "REef. 7: p. 53], or -o

collect samples from the aetwork at selected intervals of

tiae. Timing considerations for the NBSNEr measurement

system indicate complete aeasuremeat is possible [Ref. 8: p.

7261. It's architecture, being similar to that of the

SPLICE LAN would seem to indi:ata t~at complet- measurement

would be possible for the SPLICE LNI. Whether this would be

desirable or practical ire questiDns that -amain to be

adiressed. The techniiue selected mast be able to monitor

both hardware and software components individually and any

combination thereof. rhe level of monitoring to be

conducted must be determined. Does -:he technology under

con sideraticn provide th- capabilitt of both a macroscopi-
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and microscopic level of monitoring? Is the monitcring

technique capable of su pporting a real-time analysis

requirement? To what degree does the monitoring technique

introduce artifact into the systes? Other items to be

considered include; Zlock resolution and clock

synchronization.

The sidestream monitoring technology "Ref. 5: p.

92], requires that probes :e attac.ied to the side of network

components. By attachia; these Pcobes to the 'side' of

network components, we mean physiz-lly placing them such

that they may sample and analyze data from physica. inter-

faces within the component, and at t2a interface between thte

coipcnent and network bus. These PrDbes extract and analyze

data frcm physical int.rfazes established with these

elements. Additionally, the sidestream technique obtains

information about the aetaork interfa=e and tthe subnetwork

through the use of a meaurement tadule resident in the

adaptor. Information gathered by these probes and modules

may be sent to a network aonitoring center, or to a set of

management programs via a seconlary channel which is

fr.quency-division multiplexed onto the same circuit being

used by the primary data channel.

A major advantage of the sidestream technique is

it's ability to alert network operations personnel of

certain types of problems without iterferring with normal

data traffic. Certain tests may also be undertaken which

utilize this secondary channel. In this way, isolation

testing may take place without disrupting the primary data

channel. Zven thcugt a seconaary channel assists in

is:lating and correctin; certain problems, there still

remain certain tests that must utilize the primary data

channel for their accomplishment. Zhis his been found tc be

23
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one of the major problems :of the si-destream technique due to
th3 fact that, during the zonduct of these tests, the

netwyork is unavailable.

The sidestream monitoring taechnology presented here
is a subset of a more encompassing network management

philosophy. our discussion has brisEly touched on the topic

of comporent failure i-:1antificatioa. rhis was determined to

be necessary in order to more :!early define and explain the

advantages and disadvantages of tais technology. This

subject wil"l be addressed igai-n wft.-rr a 1discussion. of 7arious

techniques for identifying, isoliting, and correctn

f.alling rnetwork components is andertaken in.P Chapter 4

2. M":instreaj Mona tocrin

The mainstream zoaitoring tezhniquer operates thin

the use- of hardware and software 4imolemented among existing
network components. rhase idd4iio as provide data to a
network monftoring center or a sec of network man~agement

progq=ams. Notification of prob2.ens existing within ths
network is accomplished z:rough the generation of asynchro-

noas p.rcblem messages. These messiges are communica-ted as

normal data traffic on tZhe primary data channel. Data

pro viA. by these asynchronous problem messages is usually

suffi--cient- to Isolate a problem to a particular component

wi6t hocu t further problem isolation tests such as those
reguired by the sidestream method. Error records within a
problem message contain s;oecif-ic- information concerning the
problem being reported. rnformation contained in the error

rezords is gernerated by testing modules resident irn the
network componen ts, which are i-nvoked upon problem recoann-;
ti4onr.. If Information cont!ained within t-he problem record is

insuff!icient to isolate the cause o)f a specific problem,

adlitional isolation testing is initiated.
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The major advantige of the mainstreis monitoring

technique is it's abi-lity to isolate and diagnose a problem

based upon information zontained i-n the problem sessage. A
problem with thi4 techailae evolves around the requirement

for these problem messages to utilize the primary da ta

channel for tran-sission t3 the central monitoring site. if

an adaptor Is down through whi4zh the message zust passf or

if the subnetwork congestal, the problem Message may experi-

enze some delay before being comauaicated to the central

Like the sidestrsin tezhni~ue, the mainstream tech-

nology presented here is a subset 3f a more encompassing

network management philosophy. Dis:ussion of problem iden-

t iFi--c ati-4on and isolatio:)i was incliled for zlarification
purposes. Additional discussion on the subject of component

failure identificatifon, Isolation, and qorraztion will be
undertaktr. in Chapter 4.

3. Can--rali zed Mon~tori-n

A broadcast network lends Itefntrlyt

ceitralized measuremen-: approach RHef. 8: p. 725].

Ce-itralized mcnitoring requires modifEication of the adaptor

comnectirq the processor which houses the network management
function to the bus. Through this modi-ficatioa, the adaptor

can monitor all packpts oai the netwDork. Some of the infor-

mation which can be extracted and determined from monitoring

packets transiting the natiork i.nclades; packet size, number

of packets of each type transmitt.ed, and in-1tearrival tinte

since last packet. Since the modified adaptor simply makes
a acpy of the passing packet, extracts the required i-nfor.ma-

tion from i-t, and discards the c:oot, no artifact Is being

introduced into the system.

27



- -.. .. I . . . .. _.. . . . . . .

Certain important information cannot be obtained

utilizing the centralizel monitoria; technique. The time
between arrival of a pa--et at tha network interface ini

it's subsequent transmission onto the network is only avail-
able at the interface. Thus we have no measurement of the

effectiveness of our access pratozol. Althou;h a collision
on the network can be detected by th. c-entral monitor, it is

not capable ai determining which nod.s packets were involved
in the collision.

the central monitor is bised. This is caused DY the p:Cpa-
qation delay between the 3ending adiptor and the monizoriny

adaptor. Figure 2.3 depicts a 1locl network with central-
ized monitoring.

Computer Computer Computers

Adapter Adapter Adapt er

I I Network

Mgt.
Funct ion

t

Figure 2.3 Zentrilized lonitoring.
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Figure 2.14 reprasent's a dacentralizel monitoring

scheme. In using this approach, the burden of network moni-

toring is placed on eich individual interface. The

functions of the central 2onitorin; site no longer include

monitoring. The tasks perfored by the central monitcring

site are now restricted to data collection from the

Mini- F mini- Host
I Computer Computer jComputer

0 ut0

S odfed , Modified. ModifiedI Adapter IAdapterAdpe

I,.

AdapterI " '
% Network 

o0
Mgt

• Funct ion 
e!Md, De ~ at ed

L__ _Lines

Figure 2.4 De-entralizel Monitoria.

adaptors, data r-ductioa and data xnalysis. Measurement

information is obtained by the central monitcrina sit .

through the receipt of information .ackets generated by the

individual adaptors. rriasmission 3f measurement informa-

tion may be as frequent as with every packet. Other
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protocols call for the tcnsmission of measurel information

after a certain amount of time his elapsed, Dr, after a

certain number of events hive occural.

With a decentralized approaca all information about

the network traffic is available [Ref. 8: p. 725].

Information about collision induced delays aad collision

counts can be obtained from each adaptor. Exact times for

packet transmission and receipt a:e available. Another

positive attribute of iecentralizead monitoring is the

abiity to ident ify thcs saMes wh;=_ packets were involve!

in a collision. To provide this gah.nced service, addi-

tional memory and real time clDcks mist be incorporated into

each network interface. AdditionalLy, the periodic trans-

mission of data to the central monitoring site requires

overhead communication. If sent over dedicated lines, as

depicted in Figura 2.4 , e itra costs are incurred. If these

information packets are seat over tae primary data channel,

artifact is introduced into the sys-ai. Finally, sinc -'.

technique requires that all adlptors in the network possess

a greater than normal degree sf intelligence, ilen-. ion

and ma'ntenance tend to oe nore :osty than centralized

mon itoring.

5. Fyrid 1onitorin

The hybrid monitoring techiiue grew out of the

advantages and disadvantiges of the z-ntraliz.l and decen-

tralized technologies. in this approach, as much

informazion as possible is collected by the :entral moni-

toring site. Only those measur eits unobtaiaable by :h%

central monitor are measured by each network interface.

This allows for minimal nodificatioi to the network int-r-

face. Figure 2.5 represeats the hybrid monitoring

technique.
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The transmission of data to the central monitoring site is
initiated upon the termination of ! logical connection.

Implementation of this protoco redices the introduction of

artifact into the system.

Device Device Device

Min. Mod. Min. Mod.

SAdapter Adapter Adapter

I \ [Adapter

Network I

Mgt.
utInfo. May Be

Sent Over
Dedicated Lines

Figure 2.5 Hybrid ioaitoring.

In combining the advantages and eliminating the

disadvantages of centralized ind ec-ntralize monitoring,
the hybrid monitring te*hnolqy his provided the network
with an accurate and comprehensive measurmaat and moni-

toring capability. One disadvaatage deals with the

complexity of coordinating the analysis of decentralizsd and

ceatralized measurement (Ref. 8: p. 725].

31

Ill - - * l



C. CRAPTER S~URNTR

This chapter began with an airplanation of hardware,

software, and hybrid moaitoring methodologies. Strengths

and weaknesses of each yore discussed. Those attrilbutes,
both positive and negative, associted with software and

hardware monitoring were found to be the criteria upon which

the development of the hybrid ipproa~h was based.

In the second section of this :!ipter, i-mplementations
of the basic methodologies were pressn-ted. The monitoring

technologies addressed were; siles-r ream, mainstream,

centrali-zed, lecentralizal, and hfbrid monitoring. The

discussion of each technology incluiel; a brief explanation

of the operation of the monitoring technique, presentation

of advantages and disadvantages, and in some cases, compar-

ison to other monitoring technologies.

Each one of the moaitoring technologies presenmed is
capable of providing adequate monitoring and measurement

caoabilities for use by the SPLICE L&N management function.
It is Proposed that the hybril tazhaique be ado-pted as the
moftitoring technology atilized by the SPLICE LAN. Thi's

technique emphasizes the concept of minimizing 1iata collec-

tio'6nat network interfaces. 3aLy those measurements
unobtainable by the central monitor would be gachered by tbh?

adaptors. As in the mainstre-im monitoring -tezhnolagy, each
adaptor would be capable of problem detection and invokin;

lozal test modules which would gatar data =oncerning the

problem for subsequent transmissioa to the central moni-
toring site. Data collected ay tie alaptors would be sent

to the central monitoriag site as administratilve packets

over the primary data channel. In addition to the transmis-
sian of routine measurement information upon the terminati.on
of each logical aonnection), problem messages, similar to
that implemented by the mainstreai technology, will1 be
transmitted asynchronously to the ceatral monitoring site.
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To this point, the general architecture of a SPLICE LAN,

along with a proposed sonitoring methodology has been

presented. Now that a sethod exists which allows us to

obtain information from the network, the focus of this
thesis changes to address the question; What measurements

and statistics should we b. able to derive from the network

in support of experimental and operitional funztioning? An

attempt will not be made t3 itemiza neasurements and statis-

tics required for the iccoaplishiant of eazh specific

experimental or operational enlevor. Rather, a discussion

of basic measurement tools will be inlertaken, followed by

the identification and axplanation :f measures and satis-

tizs appropriate for use in managlag local acaa networks

which must interface wit~i the DDN a2l where =cntrol of the

dominent DDN does nct zon- under tie authority of -the LAN

managers.

A. NETWORK HEISUREMENT T33LS

In order to evaluate the perforaince of a network, and

to identify down or failin4 ccmponen.s,. severl measurement

tools must be available. rhese tools are: cumulative

statistics, trace statistics, snapshot statistiZs, artifi-

cial traffic generators, auulat on, a network measurement

center which includes control, collction and analysis of

4ata, and a netwerk control center which accomplishes status

reporting, monitoring, ind controling the network. These

latter two tools may be coibined into a single entity which

is sometimes called a nonitoring center. Each of these
tools will be addressed in the followiny section.
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Cumulative Statistics coasist of data regarding a

variety of events, accumuLated over a given period of time.

These are provided in tha form of suss, fregiencies, and

histograms [Ref. 6: p. 1439 ]. This tool is one that should

be included in the capabilities of the SPLI.E local area

computer network measurem9ait facility. Since some cumula-

tive statis*ics can become quite lon;, it is wise to control

the ir transmission to th? central 3ite in some way. 3n2

approach might be to designate carttin items within a cumu-

lative statistical message as being 3ptional. rhis provides

network operations personnel with maay measurement capabili-

ties, yet precludes the formulatin and transmission of

ex-essively lon; cumulatiira statistical messages.

2. T;ace Satist s

Trace statistics !Llow network operations personnel

to literally follow a pi:ket through the network and to

learn of the route that it takes and the delays it encoun-

ters [Ref. 10: p. 6331. obviously, in a bus orientei

network, there does not exist a reqairement to identify the

route a packet has taken to it's destination. kIthough more

applicable to a packet switched store and forward network,

certain aspects of a trace mechanisa may prove useful in a

local area netwcrk. Suza an area might inciade possibly
tinestamping the packet as it irrivel at -:he adaptor from a

processor, and subsequently recording the time the packet

was successfully transmitted. Ulitionally, the packet

could be timestamped whea it arrived at the destination

adaptor and subequently record the time at whi.ch the packet
is forwarded to the resident processor. These statistics

can then be forwarded to a zentril monitoring site upon

demand or at some predetecninel time.

34



3. atiti~ t.;

Snapshot Statistics provide an instantaneous look at

a-device showing it's state with ca;ard to various queu .

lengths and buffer allocation :Ref. 5: p. 14403. In a high

speed, dynamic environment such as a local area network,

these types of sttisti--s :an prove valuable in the evalua-

tion of certain protocols. Evaluation of a network access

protocol could be ccnducted by obse:ving the length of th-i

'nackets ready fcr transmission u:u='. Additiona! i.nforma-

tiDn that could be contaiied in a saaoshot of a particula:

network component or set of components are processor queus

lenqths, storage allocation, and status of adaptor buffers

for receipt and transmission of pa--k.ts.

4. Altfiial Traffi: Generators

The use of artificial traffic generators provides

network operators with t~e ability to create strsims oF

pazkets with specified durations, intsr-packet gaps, packet

lengths and other appropriate characteristics [Ref. 6: p.

1440]. This tool plays a major r:le during the implementa-

tion of the LAN. In the absence 3E sufficient traffic to

test certain aspects of the network, artificial -raffic

generators provide the mechanism through which varying

network load conditions caa be simliated. This provides a

more realistic environment in which testing may be

conducted, ani provides a mechanism that can be used to

identify network problem areas. By loing this, we are able

to effect modifications to the Lhi while it is In it's

infancy rather than attempting to make changes when produc-

tion activities are heavy and corre tions more expensive.

Additionally, at-ificial traffic gz24rators aay be used to

test and analyze various -itwork protocols. This is accom-

plished through the generation of identical transmission
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strings, thereby providing a basis upon which the perform-

ance of the varicus protoz-ls can be compared.

Amer (Ref. 8: p. 726], has ileatified five capabili-

ties that should be possessed by in artifirial traffic

generator. These include the abiLity to: 11 generate

packets with a constant, uaiform, o: Poisson size distribu-

tion, 2) generate packets with :.nstant, uniform, or

exponential interarrival times, 3) direct pazkets to any

specified destination, 41 coMauni:it. with t.e moni-:orina

system to synchronrize traffic generation and data coilectifn

and 5) permit on-line operations p.rs:nnal contrcl.

5. Eultion

Emulation is the creatic :)f an illusion that there

exists more components of a certaia kind in the netwozk then

actually exists. Each one of thse "fake" zomponerts is

caoable cf displaying the characteristics of, and performing

the functions of a "re1ia" physical :-oeponent Df that type.

Emalatio is required waen there are not enDugh nEtwork

ccmponerts to provide sufficient traffic generation and a

range of nodal characteristic-s. in supplimeating these

areas, emulation gives the operator a better anderstanding

of network behavior under warious =Dafiguzations . Closely

related to this is the use of emulation in conjunction with

caoacity planning. Througa emlation, we are able to Jeter-

mie what effect a change to the network confgura-:ion will

have on various performanz measures. A situation in which

emulation might be employed would be to determine the affect

of adding or deleting a hDst processor from the SPLICE local

area computer network.
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In the early, axpacimeatal dys of the ARPA Computer

Network, there existed physically separate measurement and

control centers. rhis allDwed for zo.tinual experimentation

with the network from the measuresait center, while actual

control of the network #as conducted from the control

center. These two functions of zeisuring and controlling

have been combined, and wLl be unr.ataken by a singl-e moni-

toring center for the Defensa Data Network [R-f. 11: p.

95-1021. rhe responsibilities of A NetworK

Heasurement/Control Center include: controlling the meas-

urement facilities, collecting and analyzing data,

generating status repocts, and monitoring and controlling

the netwcrk. These responsibiliti.s, as they apply to a

:ocal computer network, will be add1ressed in much greater

detail in Chapter 5.

B. MEASUREMENTS IND STATISTICS

ocw that the measurqmeat tools aive been ilantified ani

discussed, the question arises, 'Hbw d: we sel t and imple-

ment the appropriate tools for t . measurement task at

hand?'. Before this subject can be iddressed, the answers

to two questions posed la Chapter 2 must be determined.

Those questions were: Why shoald tae measuremeat be taken?

(i.e. What managerial 3nd reseacch questions are to be

answered by the measurement?) , and, What is to be measured?

(i.e. What specific network characte-istics must be measure_

in order to satisfy these luestions?i.

An approach to answering these two questins Is as

follows. Initially, it Is appropriate that the object of

the measurement operatiom be defined. This entails the

identification of some specific area of the network to be

investigated. In conJunztion with tais, the. goals of the
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measurement operation are solidified. The next step is to

select those performance measures that best characterize the

arga of the network being studied. Finally, the specific

measurement tools most appropriately suited for the measure-

ment operation are identified and selected for

impl e mentat ion.

Goals of measurement operations ire usually motivated by

a lesirs for software varification, fDr perfoi-ance evalua-

tion and verficaticn, to 3btain f-3eeback for system design

iterations, to identify lawn or fa3iirnq ccmponants, and to

study user behavior and c-iracteristics. Performance meas-

ures can be catagorized is basic, special, or Composit.

Examples of basic measurements incl!u. throughpi?, and lelay.

Whe a examination of a specific procedure is required,

specialized measures must be used to complimeat the basic

measures. They are aimed at measuring a specific at-ribute

of a specific network componant. Finally, in order to

analyze some gloal systen properties which cannot be easily

described by throughput and delay, "t becomes necessary to

aggregate a set of measu=.-nents that have been taken over a

specific monitoring period. This aggregation of measures is

called ccmposite measuramenat. Exiaples of c3posite meas-

ures include, fairness, congestion protection, stability,

robustness of network algorithms to line errors, and reli-

ability of a network configuration with respect to component

failures (Ref. 6: p. 14(13].
Returning to the subject of measurement tDol selection

and implementation, we find that i subset of these tools

have been utilized in obtaining sperfic data from an opera-

tional local area computer network [3ef. 8]. In describin

certain reports generated from diat collected throughout

this network, the resear:her will be attempting to show how

the tools are selected tad iategrate.d inorder to provide

network operations persoanel with iccurate, timely aad
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sufficient information upan which the managazent of the

network may be based.

It would be infeasible to identify and provide rationale

for every measurement that could be taken from -a local area

network. Additionally, this list would be a dynamic one,

dependent upon the goals and objectives of the specific

network analysis operationa to) be idertaken. For thes:?

reasons, an established measurement capability for a local

area computer network will be investigated in aa attempt to

bring forth and discuss tae implaentation of various meas-

urament tools as they ?pertain to the SPLIZE LAN. Ten

performance reports hive been implemented forc measu::na

NBSNET traffic (Ref. 8]. Each zeoo)rt is classified as

either trafflc charaterizit iorn or perf:)rmance aaJlysi-s type.

Traffic characterization reports ndicate the workload

placed on the system. Pacforzance zharacter--zation reports

indicate the time delays, atiliAzatioas, etc., which :esuilt

fro:m a given load and netwo)rk =onfigaration. rhey describe

the dependent variables that ace >bse-rved rather than con-

rolled, and are used for tuni-ng the ne'twork and makinq

performarnce comparisons (Ref. 3: p. 726 ]. At this tiLme, a

brief descri-pti-on of each report will be given, along with

appropriate comments relatiCng to reqairsments :)f, and recoin-

mentatiorns for the SPLIZE LAI.

1. cost Co)mmunicatioa Hatrix

The Hiost Communication 3atrix indicates the 'traffc

flo)w between connected moles. For ah node, data tabulate"'

includes: th!? total number of packets, data packets and data

bytes received from and seat to) all o)ther nodes. ?roa this,

the propcrtio:n of data packets to) total packets, and data

bytes to total bytes are determined. OtilIzinag the monii-

toring technique proposed for the SPLICE LAN in Chapter 2,

this in'fcrmatj-on could be obtained by the central monit:oring
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center through it's tap -into the channel. In this way the

nUmber of bytes in a packet can be counted by the aonn-toring

center, and the source, destination, and packet type deter-

minaed from the header. &Ulitionally, a summary of the total

network traffic is made available which includes total.

packets, data packets, and data bytes transmitted, and the

mean number of data bytes per packet.

2. Group ;o mjaunication latrix

The Group Communiition Matrix indiLcates the traffic

f1~w between any user defiaed groupings of nodes. The same

type of information tabatated by the Host Zommunication

Matrix is recorded by the group coauaicati4on 21triX. h ?
possible extension of this concept to include the recordi-ng

of the traffic flow between vacr:us usSC desi*gnated

pro)cesses may prove more 7aluaole than the irnformation orig-

inally seen as the product of this report. Nn example of

this would be the recogaition that a number of processes

utilize the same data file on a raguLar and possibly concur-

rent basis. Assuming this data is zirrently kept on a tape

storage device (whi-ch is not out of the gaiestion in a

government installatioa), and possessing the information

provided by the Group/Procass :ommunizat:ion Matrix, serious

cosderation should be given to relocatitg this dat-a to a

faster and more accessible storage device.

3. p~qe T.2 fsoj~

The Packet Type istogram re:3rds and Summa:Jizes the?

distribution of each ty~a of packet transmitted on the
network. A simple example would be the total rnumber of dlata

packets transiting the netiork during a specified monitoring
period. Gathering data to be utili.zed in constructing a

packet type histogram can be easily accomplished by a

central monitori-ng site. A summary of packet types could



provide network operations persoaael with informati.on

concerning the amount of 'overhead data in relation to the

amount of 'pure' data being transmitted. Additionally, it

may be found that there exists certain times when the

network may be crrying a disproportionate amount of over-

head data as a result of component failure, excessive

measurement, or excessive ionitoring requirements.

4. Data packet Sizs RIstogram

Th-is histogram records the a.. 'b:er. an 1 oro o rno of

da,:a packets that fall inato a :Iiss of spec.Jied length.

These classes can be eithe- pr.set or operator defined. For

packets of fixed size, the data portion alone may be counted

and utilized as the criteria for class inclussion. Variable

size packets allow for a strict count of by-tes making up the

entire packet. The use of a )ata Picket Size Hi-=togram can

be extremely useful in i network Itilizing oackets cf a
aiced ength. -f the average :r m an length of da-a carried

:n any one packet is substantialLy below ti -= rr yin;

capacizv of the fixed lata fi-ld, :nsiIeran-:o shouid be

girer. to reducing the size of the fi:x-i data f'-i. This

will reduce the amount of 'excess baggage' beiag carried by

packets throughout the network. Likewise, if packet dalta

fields are full a good portion of the time, or nearly so,

consideration should be given to increasing the size of the

data field.

5. Throuqput-Utiz .aon Distibution

The Throughput-UtIlizatioa Distribution indicates

the flow of bytes on the network. Both infor~atioa (data)

bytes and total bytes are measurel. Information bytes do

not include header bytes, or unackaowledaed data packlts.

Additionally, bytes involved in collisions are not counted.

Using this approach, total channel throughput, charnel
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utilization, information throughput and information utiliza-

tion can be determined for tha network . In this way, a

true picture of the beaeficial usage of the network can be

obtained. Collecting the measurceants required for the

creation of this report is a simpleB task which can be

performed by the central tonitoring site.

6. FdC_ Itnterarlivil T4ue Histaram

The Packet Interacrival Tizel Histogram indicates the

number of pazket interaz:,va! times which fall in-:o pn:-c-
u!a: time classes. An intararrival tine is the time between
consecutive carrier (network busy) 3ignals. rhis measure-

meat can assist in determining how aiazh the network is being
used and what percentage of the time the network is id!e?
during a specified monitoring period. If a large percentage
of interarrival times fall into a :Lass which -ecords occu-

reaces of large interir:ival tims, then it is safe to

conclude that, during the on-tozing period in 4uestion, the
network was not highly tilizei. th-n taking these measure-
meats from a central monitoring si-, consii_::atior shouli
be given to the fact that the recDrded interarrLvai times
will be slightly biased due to the propagation delays
between the adaptors and the 2onito:ing site. In the high
speed environment of a local area ntwork, these delays are

seen as being negligible.

7. p ~ijtin eayU 3u torqal

The Channel Acquisition Delay Histograam depicts the
tize spent by adaptors zontending for and a-_gui-ing the
channel. rhe channel i:quisitioa delay begins when in

adaptor becomes ready to transmit a packet and ends when the
first bit is transmittel Lato the zhianel. Included is all
of the time spent deferring due to a busy channel and the
tim2e recovering and bacKin; off from one or more collisions.
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From these measurements, ve can identify for each interface,

the number of packets whose deferral times fell into various

tie classes. 'When usiag a CSMA/:D access protocol, it

woald be appropriate to issums that, under similar condi-

ti:)ns, the distributions 3f channel acquisition delay times

for all adaptors should appear very zuh the size. If there

is some variation, this is a good iidication that some type

of problem exists within a particular adaptor.

Additionally, the mean :hannel a:;;isition daelay time an!

it's associated standac" leviation .- n oe a.-ermined f:o.

data contained in the histogram. "he collection cf this

data must be accomplished by ea:h individual adaptor.

Results of the measurements taken it Pach interface must

then be forwarded to the central aoaitoring site on demand,

or at some prearranged t.m-.

8. Communication D_ia Histoara

The Communicanioi Delay Histogram indicates the

delays -hat adaptors incur in =ommunicating packets to their

destination. Theoretically, a zoniunicatioa delay begin-

when an original packet becomes ready for transmission and

ends when that packet is received by the lestination. By

definition, a communication delay excludes the time to

generate and commuricate an acknowledgment packet back to

the original sender. As implemented by the NBSNET, communi-

cation delay is measured from the time at which a packet is

ready for transmission until the 1ast bit of the packet is

transmitted onto the channel. This value is saved un-ii the

transmission is acknowledged, at whizh time a local histo-

gram is updated. From this it can be seen that measurements

must be taken by the adaptor ind sent to the central moni-

toring site upon demand 3r at a predetermined time. With

this approach, the communication lay time recorded will

not include the time to propog.tq the signal to the
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destination. This is taken into consideration when

metsuring 'one hop' delay. &lthough similar to communica-

ti~n delay, 'one hop' deliy includes prcpagation delay time,

and the time for the lestination to communicate it's

acknowledquent back to tha source. rhe delay, communication

or 'one hop', measured lepands upon the goals and objectives

of te measurement operation.

9. ;.2ar ak-tui

This Histogram :ala:so number of :Ollisions

pazket of any type encointers baferoz being transmitted.

Interpretation of these stitistics provides an indication of

the efficiency of a CSM&/CD protocol in allowing interfaces

to acquire the channel. Recording 3f collision informa:ion

for each specific packet iust be az:omplished it the local

level. Every time a packet is iavolved in a -ollision, a

counter in the packet healer Is inazrmented by one. Upon

successful transmission, he numb-zz of collisions incurred

by the packet prior to transmissioa is road iirectly froz

the packet header by the c ral monitoring site.

Transferring information i this minie: to the central moni-

toring site would requi.e a moificaticn to the packet

format proposed in [Ref. 2]. 1is modifization would

reiuire the inclusion of i field for the number of colli-

sions experienced by me packet prior to successful

transmission. By combiaia collision count information from
throughout the network, the central rrnitoring sit- is abl-

to determine the mean namogr of col!lsions per packet trans-

mie sion and it's associited standard levia-tion for the

entire network.
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10. ImaIM40§! 2UQ'aaal t~rI

The Transmission Count Histogram Indicates the

nuaber of times a packet Is transaitted before it is comma-

nizated to its destination. & packet is comnannicated when

it is successfully received by the intended destination. A

pazket may be transm.ittal but not communicated due to a
col lision, line nolse, or erroaeous transmission. T h4

number of times a packet is transmitted before it is commu-
n::atced can be datectea 'ov 2!eriet:al monitoring site. T,:

does this by observing pa--ket sequenz-a numbers and is th-as

able to recognize the first through the last tizes a par-,:-c-

ular packet is transmitted and whi--h transmissior is t h -
coitmunication. Through tle use of this histogram, we ars

able to determine the total number of packets transmit-ted,
the total number of pazkats successfully commuaicated, the

mean number of transmissioas prior to- successfal commurica-

t.-on and the associated stanlard d_=7iation. Under idaa'

coadi-tions, the number of transmissions per comamunicat::cn s

one . In a fully operational retwork this will probably niot

be the case, the actual vilue beiag iependent apon the load

on the system and the car:ant network configu~ation.

C. CHAPTER SUNN ARY

We began this Chapter with an overview of the various
network measurement tools. The fo3rmat of oar overview

called for defining a spenifi4c measurement tool, Ifollowed by

a discussion of that tool's prominent zeasurement character-

istics. The tools diszussed were: cumulative statisti-cs,

snapshot statistics, trace statistics, emulation, artificial
traffic generators, and a measurement/control zenter. Th.?

topic of measurement tool selection and implementation was
then presented. An approich was offered as a Deans through

which measurement tool selection could take place. Thi-s
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approach requires that the object of the measurement opera-

tion be defined, followed ay a statenent of the goals of the

measurement operation. .ext, the performance seasures that

best characterize the arei of the network under investiga-

tion are selected. From this, the measurement tools most

appropria'e for use in obtaining tia requirel infrmation

from the network ire id.ntifies and implemented.

Havir.g concluded that it would be infeasible to identify

an! provide rationale for every --isurement ciat could be

taken from a local area network, a discussior concerninc the

measurements currently being taken :) arn operational local

area computer network ias entered iito. Ten performance

reports implemented on tna NBSNET were explained and their

relevance to the SPLICE Lh.4 discussed. These reports were-

Host Communication Matrir, Group Communication Mazrix,

Packet Type Histogram, Data Packet Size His ograM,

Thr oughput-Utili zat ion Dis trib ution, Packet Interarrival

Time Histogram, Channel Acquisition DelF His-ogram,

Communication Delay Histo;ram, Zollision Count Histogram,

anl Transmission Count Histogrim.

The question , 'How much of the. network traffic shoull

be measured?', was implicitly addressed in our discussion of

artificial traffic generators. Basically, two approaches

exist. By measuring everything on the network it would be

possible to totally reconstruct the original traffic. Soap

problems exist with this approach. First of all, there would

be a prohibitive amount 3f storage required for the dati

collected from the tetwork. Secondly, the review and anal-

ysis of this information ioull take an excessive amount of

tiie. Finally, it may be found that adaptors are spending an

inappropriate amount of tine collecting and proc-essina meas-

urament data.



The second approach to network measurement employs a

sampling technique. Hlere, perforzace measurements are

constructed only from a sibset of the total pickets tran-

siting the network. Measarements :ia be randoaly taken of
the normal packets flowing; on the network, or from those

packets created explicitly for measurement purposes by an

aritficial traffic generator. In the first case, no control

is exercised over the packets being transmittel through the

network. In the second c-ase, coatrol of the packets is

possble.The c-haracte:istics and benefits of artificial

traffic generators have been previously discussed in this

thesis and in [Ref. 12]. Additiocial 1usti-ficatlon fror the

imple mentat ion aof a rtifi_-al traffiz ;enerators is provided

by Tobagi in, the statement, "Generally, internal subnet

performance is better stulied in a zontrolled traffic Penv-

ronment rather than in a real traffic; envi1ronment" (Ref. 6:

p. 1442].

To obtain a thorough parfo:manza inalysis of the SPLICE
LANI, this researcher feels that network operatioas perscnnel
must be able to generate known artifIcial traffi-c loads or
the system. To implement this -zipioility, it is p.:o posei
that each adaptor be able to function as aa artificial
traffic generator. Process acti1vation, deactivation and

parameter establishment dould be controlled by hecentral
monitoring site. Additionaally, it is recommended that, for

specified monitoring period)s, the network possess the capa-
bility to mea sure every occarenze of c ertaiIn types of-

events3. This capability is regj-i:ed in order to cr -a tes
various matrices and histograms (a.j., Host Zommunicatton

Mat ri.x, and Packet Type Histogram).
The researcher does aot feel there exists an urgent

reguirement for an emulation capabilIty. The composition of
the SPLICE configuration has been established and is

reflected In (Ref. 131. ?ossibilit-.es for expansi-on would

-77



seam to be in the area of additional host processing capa-

bility. It is the opinion of this researcher that the cont-

rolled addition of processing capability will not tax the

networks ability to satisfactorally leliver packets. This

conclusion is based on, .eview of a report dealing with the

performance evaluation of the Ethernet local computer

network CRef. 14], and oa the assunption that there exists

enough similarity between the SPLIZE LAN and the Ethernet to

justify a conclusion of similar performance under increased

loading conditions.

It is recommended tiat the tea measurement reports

discussed in this Chapter be adopted as the basis upon which

the measurement capability for the SPLICE LAN be estab-

lished. It is the opinion of this researcher that these

reports provide an accurata and fairly comprehensive picture

of network performance which can be atilized by operations

personnel in managing the network. Additional measurement

reports that could augment taose ilrealy pr.sented would

possess the ability to ikeasure respo-se time, processor and

line utilization, characters and messages received in error

per unit time, average elaiy, ind software queue lengths and

buffer counts such as ia adaptors and shared zesources.

Uses for measurements taken fr-om a computer network

include performance analysis, and oznponent failure identi-

fi-ation, isolation, ad testing. The degree of success

achieved in the accomplishment of these tasks is highiy

deoendent upon a comprehensive amd accurate measurement

facility. To insure t.is capab1i.y continues to be

provided throughout the life of the network, it is impera-

tiwe that the aeasuremen: software incorporate a flexible

design in order to accomidate expansion of, and modifica-ion

to the measurement tools.
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zv. _sz~w~o £z~r~oJLNU I;.s hND CONos ONENJ t _1.&_l

In Chapter 2 we presented and discussed various moni-

toring methodologies. rhe concept of network measurement

was ther. undertaken in "hapter 3. Using the knowledg3

imparted by these Chapters, we can now discuss the topics of

network performance analysis and cozoonent failure handling.

Basically, netwcrk performance analysis is concerr.ed with

eviluating data and statistiz-al rpDorts obtained by the

network's measurement fanction. )uring this evaluation

process, measurements are scrutinizel for signs of ccmponent

failure and inefficient network funztioning. Aiditionally,

performance analysis of the network allows us to: adjust

network performance parimetars in order to 'tune' the

network, plan for network growth, ind identif7 bottlenecks

at various components throughout the system. For our

discussion, the concept o)f failurs has been more broadly

defined to include the netiwork's inability to provide timely

service to it's users. dhat this m.ans is that degradation

of selected performance measures, such as network

throughput, will be clissified as a failure within the

net work.

Initially, a discussion dealing with the question, 'At

whit time should the performance &yilysis take place?', is

entered into. We then lok it the function of performance

analysis as it pertains :o a local irea compater network.

Finally, a presentation and evaluation of various t.chniques

used in the detection aal diignosis of network component

failure is undertaken.
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A. PERFOREAICE UALYSIS rrfIN3

There are three tiae frames in dhich performance anal-

ysis can take place. These are oi-line, off-line, and

instantaneously. Off-line analysis requires the evaluation

of performance measurements to rake place upon zompletion of

the monitoring period. On-line ana]fsis enables the evalua-

tion to take place during the monitoring period. Evaluating

data at this time implys a delay between the g-neration of

the measurements, their inalysis, and subsequent actions

taken as a result of this inalysis. Instantaneous analysis

is accomplished through the use of 17nimic control programs.

These programs provide fo.r the jim.diate ayalysis of data

and statistical reports, followed by any corrective action

that may be required.

1. Q-fiLijaf A3n1Iris,

Off-line analysis implys that the records generated

by the monitoring systen are plize in mass storage for

future analysis. Performance analsis is ac=omplished in

this way by the NBSNET [Ref. 8]. Delay in coraective action

initiation due to off-Line analysis experienced by the

NBSNET was 5-10 minutes [Ref. 8: p. 726]. Implementing his
'method' of performance iaalysis provides the analyst with

the ability to obtain an overall picture of network perform-

anze before making any otherwise ris2 parameter adjus-ments.

This method also allows a more iilspth analysis of the

performance measurements t.rough the ase of off-line testing

and evaluation programs. An idditiDnal reason for the use

of off-line analysis is base upon the speed Df the LAN.

The high rate at which pickets are transmit-._1 means that

there is only a small amouat oC time to simultaneously assi-

milate the data and create statistical reports upon which -.3
act. The major problem associated wLth off-line analysis is
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i-'s lack of responsiveness. As i result of the speed of a

LAN, the environuent whi:h was re:orded duriag the moni-

toring period may not exist upon completion of the analysis.

Therefore, any adjustments to the parameters based upon the

analysis may nc longer be applizible to the current

environment.

2. 1n-Li ne Aaalvsis

Cn-line performanza analysis enables network opera-

tors to capitalize on the benefits offered by a real zims

computational environment. Althoigh the degree varies,

on-line performance analysis is currently praz-ticed on the

Los Alamos Integrated Comminicatioas Network (Ref. 21), and

the Lawrence Livermore Nttionl Laboratory Octopus lietwork

[Ref. 24]. Additionally, the :oiex Distributed Network

Coatrol Systems 200 and 330 utilize in on-line approach to

performance analysis (Ref. 25]. rhis 'method' of analysis

pr'vides for: a more iaiediate lerection, 3iagnosis anr

correction of network failure, a greater utilization of

advanced graphic capabilities for uonitoring the network,

and an Increased use of decision support capabilities which

can provide the operator with suggasted courses of a-ction

and adjustments to network performanze parameters. rwo main

problems exist with this approach. First, human interven-

tion is still required for the 3ijustment of parameters

inorder to modify specific networc performance measures.

And second, there remains coasideriCle delay, with respect

to the speed of a local .rea zomput-r network, between the

caoture of network perfo.-mance measurements and subsequent

action tc effect their valaes.
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3. Zpntnt2g, a1Xi

it is the resear::ers opiai3n that the implementa-

tion of an instantaneous perforzaia. analysis capability

could theoretically optiaize the efficiency and effective-

ness in which network evaluation i3 conducted. Networks

that have implemented or plan to implement an instantaneous

performance analysis capability are the Ethernet (Ref. 14:

p. 7171, and the Defense :ita Network 'Ref. 19: p. 4]. This

tezhnique allows network operitions personnel to establish

ranges within which perfociance measirss may vary. If meas-

urgs for which ranges have been established breech these

pre de fined limits during normal network operations, an

interrupt can be generated whizh initiates a program

designed to bring the value of the parformanze measurement

back withi the prescribel range. Ia this way oe are taking

maximum advantage of the computers aoility to process infor-

mation almost instantangously and thereby providing an

immedia-te respnse to current network conditions.

Instantaneous analysis ani lynamic control of a neTwork is

no lcnger just a theoretizal concapt. Advanced installa-

tarns can now offer 3Lgnificantl simplified or even

autcmatic intervention such as automati restarts, auzomatic

reaote-site monitoring, and electronic reconfiguraton

(Ref. 20: p. 10]. The major probl.a with this technique is

that there exists a loss of ezplizit control :f the network

by operations personnel as the monitoring, performance anal-

ysis, and parameter aij ustment b acome morea automated.

Additionally, unless st-ps are taken to insure otherwise,

tha automation of these procedures say well deprive network

operators of information concerning just what is happening

inside the network.

II2 ' I



B. LAN PERFORMANCE ANALYSIS

Performance is the property of a system that: it works,

it is responsive, and that it is avall tble (Ref. 15: p. 4].

Given this, our performane analysis technique must enable

us to ascertain that these characteristics are accomplished
in the most efficient mainer possible By implementing a

performance analysis capability, ie hope to obtain informa-

tior that: can be utilized to iscrBase system respoasiveness

an! reliability, will assist in capacity plianing, and

reduce network operating costs. kilitionally, tricking

network performance will assist oo-rators .n pinpointing

more precisely the nature of a faila:9, thereoy helping to

correct it quicker and ceduce comoonent downtime. This

section includes the identificationi of those performance

metrics that have been selected by tas researzher as those

which can be mnst effectioely utilized in the analysis of

SPLICE LAN performance. Additionally, a discussion of

performance parameter i entificat'on and selection is

undertaken.

Utilizing the iaformatioa provided by the ten

reports explained in Chapter 3, we are able to effectively

anilyzg the perfcrmance of the LAN. The question that must

be answered now is, 'What measures do we look at, and how Io

we combine them to insure a complete and accurate :epresen-

tation of the network's performance is obtained?'.

The selection and combinatin of measurements for

the purpose of network performanca &nalysis is based upon

the goals and objectives 3f the pealiag evalaition. Our

emphasis will be on using performn-n. analysis to assist in

component failure detection and in inproving the operational

functioning of tho networK. For this to occur, acceptable
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raaqes for critical perfoDrmance measures under speci-fic

network loading conditions and configurations must be estab-

lj43hed. These ranges may be established and kept in tables

by using analytical Models to dynaaiaally determine these?

ranges at defined intervils for use in. comparison against

actual measured Ferformances. Valuas of critical performance

measurements which do no)t fall within established limits

should cause an Interrupt to be generated which intura

init ates Some form of remedial actior. on the part cf the

system. F -'n a!l in Y:, o :Italn =XolI4= control Of

the system, network opera:i-ons personnrel must be given the

ability to establish and set the caages for these criteria,

and predefine certain values taken from the network as crit-
ical when -they occur, sich that :he occurrence will be

bro.ught- immediately -to their attantioa.

Many possible combinations of perforance measuze-

merits ex -st. Metcalfe and Boggs [Ref. 18: p. 101], utilized

thea crI: ra of: acquisi-6ion probaoi--lirty (the- probability
thIa t exactly one s tat ioa ittempts a t ra n 3miJ-ssiton and

ac ui res the chaninel), i Lt tme (the mean time a packet
must wait before successfally aLcguJir-ng the =hannel) and

chinnel effiziency (that fraction :)f ti"me the channel is

carrying good packets) Io evaluate the perfcrance of t-he

Ethernet. This approach iAs more o)f an experimental nature
and, in the opinion of the researzher, seems to be li;mit-el

in Its usefulness in an o;oerational environment.

Another possible zombination was suggested by Tobagi
4 Vn a presentation at tie Naval Postgraduate School in

Monterey California on the 21st of 3:tober 1982. Onae o f --' -
topics addressed inz that presentatioa dealt with idlentifica-

tion and utilization of ?)erformaaaa measures for a local

area compute= network. These zeisures were: bandwi-dth

utilization, system capic;ity atilization, and message delay.
By breaking these down in-to more speci-fic moi-toring areas,



we are provided with the ability to obtain a comprehensive

picture of network performance. These 1isaggregatel

performance measures fill into two categories. The first
category provides for the evaluation of the networks commu-

nication capability and includes is criteria: throughput ,

response time, and file transfer rate. The second catagory

provides for the evala Iticn of resource utilization

throughout the network and includes: orocessor utillization,
buffer utilization, and liae utilization (Ref. 16: p. 48].
The combination cf these a.asurements, tcether with control
of the parameters which effect their values, aible network

operations personnel or lynamic cont.:ol prograis to detect
degrading network perforance and take appropriate correc-

tive action.

2. Performance Par;Rnater S-l-ztion

Following the s-lection 3f appropriate network

performance measures, oicamaters must be identified which
caa be adjusta. in order to affezt the values taken on by
these measurements. These paramet-n-s and their associat.d
values should be chosen oa the basis of existiag analytical

and simulation results as well as previous experiments

carried out in varied traffic conitions (Ref. 22]. The
researcher feels that on--e the parameters that affect the
value of a s-ecific performance ieasure have been identi-

fiead, they should be 3rioritized. This pcioritization
should be based upon the parameters effect cn the perforz-
ance measurement for a given system configuration. This
suggests that there may exist different prioritizations of

the parameters for different configurations of the network.
One possible prioritization scheme might call for the
adjustment of those parameters first which have the greatest

effect on the value of tie 3erforiance measurement. An
important fact that should be considered whea selecting,
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prioritizing, and adjusting pirameters is that the majority

of performance measurements and parameters are interrelated.

For example, an adjustment made to ianrease throughput, such

as increasing the size of the packet data field, will also

effect the delay experienzed by the metwork user.

Finally, there are many piriaeters which can affect

one performance measurement. Likewise, the adjustment of

one parameter is capable of affecting 2any performance meas-

ures. This being the case, it woull be extremely difficult

at this time to attempt i listing Df all thosz. parane-ters

which affect the values of the performance measuzes we

presented above. Rather, these would be more accuratslF

identified through the use of sizulation, aodeling, ani

experimentation. In general, one cannot identify a single

tunable parameter which directly affects one specific

performance characterizing measure. Instead, one can ie-n-

tiffy the two sets (parameters and neasures), and :hough

experimentaton, define their intersections [Ref. 26: p. 1].

C. CORPOIENT F& ILURE

Alcng with managiag the local area neteork-longhaul

network interface, component failure detection and diagnosis

is seen as the most important functiDn of network manage-

meat. The ability to provide users with i responsive,

available network is of primary importance. ro do this, we

must be able to quickly detect and di1anos network failure.s.

Havizg this capability will allow ti. system to immediatly

initiate appropriate recovery pro.-cures and restore fall

service to it's users. This section will address the topics

of component failure detection, failure diagnosis, and

reporting of the failure throughout the network.
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A failure deteztion function should enable network

operators to recognize operating and configuration problems

immediately so they can intervene in a timely fashion to

correct them [Ref. 20: p. 10]. Not only do we want to be

male aware of catastrophi= failures, but also of gradually

failing conditions. It is a well Iesigned performance anal-

ysis capability that enables us to be aware of the latter.

Component failure detezt-ion within a !ocal computer

network can occur in many ways. P:obably the most simple

being a face to face encounter between a user and network

operator, the subject 3f discussion being either an inoper-

able component or unsatisfactory network service. A phone

call from a remote user is another method of detection. We

caa also see a network operator laboriously reviewing system

statistic reports for siga3 of degrading performance. From

th.se passive monitoring techniques which required extensivq

operator intervention, tbhe emphasis has shifted and is now

on automatic alerts based on equipmeat failures, and in more

soohisticated applications, also on user-defiaed limits on

such items as transmission volaines and response time

[Ref. 20: p. 10]. Implementation of an automatic failure

detection capability is zurrently being planned for the

Defense Data Network (Ref. 19: p. 7].

It is not the researcher's intent to suggest that

all, or any subset of the detection methods to be presentel

below shculd be automated. Rather, the author's approach

will be to identify and discuss oossible techniques of

failure detection, understanding t~at their implementation

could take a variety of fDrms.
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a. Maintenance Detection

Failures can be identified through normal
network maintenance activities. Tnase activities may be
unler operator or prograz control ind may occur at prede-

fined intervals or on an is needed bisis. For example, in

the process of updating t!e :onfigaration data base, the
need may arise to poll ill components within the network.

No resonse from a partizulir element may indicate the exis-
-tance of a failare. Aiditionally, tha failu:e to zec.ive a
reguired maintenance or status report from a zomponent is
another indication that a problem z1y exist. Testing the

operation of the network utilizing a.-tificial tcaffic gener-

ation may also leal to the discovery of network
ineff iciencis. Finally, the use of watchdog packets

(Rsf. 8: p. 727] to verifr active ani inactive components is

also a viable tool that :an be used in ilentifying failing
elements.

b. Performance Aitlysis Detection

Zt is the researcher's opinion that the major

benefit to be gained from the perforzance analysis of a LAN,

is the added capability it givi s network operations
personnel in detecting failed comppoants. Status reports

generated by individual components, ind those -reated by the

central monitoring site zan be revie ed for: changes of
state, obvious trends, ind errati: zomponent performance.

Adlitionally, component error counts can be reviewed for
degrading conditions. rwo systems which use approaches
similar to these are SNA "Ref. 27: p. 12), and the Arpanet
NC: [Ref. 23: p. 6-6]. In 3R&, Record Maintenance
Stitistics are generatel periodi.cally and sent to the
control point where they ire loggel and scanned to detect

degrading component performance. ra the Arpinet, IMP's
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examine their own status and send reports to the NCC every

jaiute. Finally, by moni:oring the availability of a compo-
neat, which is defined is the main time between failure

(MrFB) divided by (the rBF plus the mean tise to repair

(MZTR)), we are able to d.tect a vary gradual degradation of

that component's ability to perform it's function over an

extended period of time.

c. Localized Det- tion

Detection of . failuri= within a ccmponent can be

accomplished by the component itself, assuming the failare

4s not a catastrophic one. A trap mechanism within an

adaptor or component intecEace -s a 'dvice' wh;ich is acti-

vated whenever a certaim aardware failure occures or a block

of code is executed. This m-chanlisa not only detects the

problem, but can used to iaitiate some type of diagnostic or

corrective acticn. Hardware devi z s ire also used for

problem detection at local levels. Z_ A.panet I3P ha_-dware

s capable of aatomati ally detazting ?-er failu"res

[R.f. 23: p. 6-5], wliia the Ethacnet eavoiys a watchdog

timer which disconnects tne transceiwer from the channel if

.t starms acting suspicioisly :Ref. 18: p. 20]. One final

method of local failure detection 1 accomplished by estab-

lishing a maximum nuiser of .. trys for a packet

transmission. After a maximum of 15 retrys to transmi: a

packet, a transmitter on the Etheriet gives up and reports

the failure condition (Ree. 17: p. 231.

Detecting the failure of an adaptor's attached

component and any peripherals associated with it is also a
reguirement. Detecting tie failure of an adaptors attached

coaponent can be accomplished through the use of an inac-

tiVity timer. The purpose of this timer is to signal the

possibility that the attached cotp)nent may have failed.

One the timer runs down, action is initiated to verify the
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status ef the component. If test r.sults indicate that the

cosponent is down, the central monitoring site is notified.

Finally, it is assumed that failure latection of peripherals

attached to the network component 4ill be accomplished by

that component. However, the ra.irement exists that the

status of these peripherals be aczaesibla to local failure

detection routines inorler that the central monitoring site

may be kept aware of their conlition.

d. Neighbor Detection

If a node experiences a catastrophic failurs

without being able to notify the zeitral monitoring site of

the impending doom, then we must have a method by which this

failure can be detected ind the zentral monitoring site

notified. At the local level (.i... without assistance from

the central monitor) therc e exist 2 possibilities, both of

which are based on the assumption t:at the failed node was

involved in a session whea the= failire occurei, or, that

some other nods will atteapt to £: iate a session wit.h the

failed ncde wit hin a rsasonabl - n)ount of - a -_ fter the

failure. Assuming the 32de in qiestion is involvel in a
session, there exist two methods of --tection. The first

method involves the maximum number of times a packet will be

transmitted without receiving an acknowledgement. if,
during a session, a packet is sucessfully transmitted the

maximum number of times dithout reeiving an acknowledge-

ment, then the transmitting station can assume the

destination is down and notify the -entral monitoring site.

Similarly, if the destination nole stops receiving ?ackets

from the source node withoit getting an end of message indi-

cation, it can assume the source has failed iad notify th _

monitoring site. Finally, the techbilue based on nonreceipt

of acknowledgements can also be used when one station is

attemptinr to establish a session wi:h another station.
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2. FL U Uj2

Once a failure has been latected, it must be

located, and it's cause determined. These are the primary

objectives of a failure diagnosis finztion. This function

mar be automated such that the detection of a failure initi-

ates a program which perfrons various iiagnostiz routines in

support of the accomplishment of these objectives. The

Defense Data Network utilizes an ip~coach similar to -his.

As planned, the DDN Monitoriag Cntars will be capable of

automatically monitoring network elements tD identify,

isolate, and sometimes correct probLams without specialized

maintenance personnel invDlvement.

When designing a set 3f diagnostic tools it should

be noted that, fcr some diagnostic tests and routines, moni-

toring and normal data traffic fLow may be suspended.

Assuming this to be the rule rather than the exception,

diagnostic tools should be develops] accordingly. In the

fcllowing sections we will identify and discuss a number of

these tols.

a. Tests and Traps

Individual dignostic pcograms can be utilized

to initiate specific tests in areas Df the failed component.

Adlitionally, traps zan be utilized to activate these

programs once a failure has been dteted. Tests conducted

on the component might include checki.g all physical connec-
tions the component has with other levices and comparing a

block of code in the cojmonen wit2 an imaga of what that

code should be.
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b. Interface Looping

A good diagnostic tool for a network interface

is the ability cf a node to send ?3&kets to itself. In

giving a node the ability to transmit and simultaneously

receive the transmitted packets, we are able to obtain

complete verification of the network interfaz.. This is

where our artificial traffic generitor comes iato use. we

can generate a stream of packets with known zontent, an!

size and arrival distributions. B checking the returning

traffic aqainst what was just generi ed, we can identify any

problems which may exist it our network interfae.

c. Dynamic Diagnostic Tool (DDT)

The use of a Dynazic Diignostic (or Debugging)

Tool was introduced by the Arpanet I--- [Ref. 23: p. 6-5].

The DDT is a set of software prograis which ar. utilized in

an effort to diagnos the :ause of a component failure. The

DDT may be local to, or transmittai to the mazhine associ-

at.d with the failed comp:ient. DOM can be used to perform

a number of tests and opacations geired towards det9=mirninq

the cause of a component failure, these include: the exami-

nation and modification of ? spae.ific word in memory,

clearing an entire bloct )f memory, searching memory for a

particular stored value, examining t e contents of secifiz

buffers and modifying their contents, measurement of a
device's realtime clock, and implaa.ing traps and intarrupt

handlers in a device susp.3cte of having softiare or hard-

ware problems.

d. Dump and Load

If all other liagnostic methods fail to d.ter-

mine the cause of a faiiare, one final course of action

exists. The entire conta.ts Df mai2 iemory P.xisting wi-hin
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the component at the time of failare is duupel to off-line

storage where additional diagnosis and analysis can be

coaducted. Simultaneously, a new copy of the appropriate

software is loaded into tie compoaeit. If this procedure

still fails to correct the problem or bring the device back

on-line, it can be assuael, with a hip degree of certainty,
that a hardware problem exists and contact of appropriate
vendor personnel is in orler.

We now address the quastion, 'Who is notified a.nd

what data bases are updated upon the detection of a failed

cosponent?'. Assuming detection ail liagnosis were accom-

plished by a distributed :ompo nt (relative to the

monitorinq sits) in the natwork, the central monitori:g site
should be the first e.ntity notified of the failure.

Realistically, notificat ;Dn of the various eatities to be

identified below, could happen simultaneously, or nearly so.

It would then be the responsibiliti of +he :entral moni-
toring site to notify additional entities and to update :he

appropriate data bases. rhese data bases are apdated by the
central monitoring sits i basically two ways, ei-:he: by
operatons personnel or 3y a proDram which iatomatically
makes entries into the appropriate iata bases upon receipt

of failure alert messages. The lita bases that must be
updated include: the configuration data base, the problem

management data base, aid a historical data base which is

utilized as a means thcugh whizh the evolation of the

network can be tracked.
There are a number of addit!)nal entities which must

also be notified upon the detection 3f a failed component.

To begin with, if monitoring site personnel were unable to
restore the failed compoment, then the appropriate vendor

must be contacted. The rest of the LAN. will be notified of
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the failure by the problei manageaaet data base or configu-

ration management data base when they log onto the network,

or when they attempt to utilize the resour-es normally

provided by that component. Users attempting to utilize the

resources of the failed component from a geographically
dispersed site through tie DDN wil. be notified of the

failure in a manner analogous to locil users once they have

male contact with the LAN. Finally, those members of the
operations staff who may !e in the pDcess of conducting any
type of experiments or moaito.ing i:tvities 4aich izci_
the failed component must be explizitly notified of the
configuration change.

D. CHAPTER SUMN AY

We began this Chapter with a di-zssion of the possible

time frames in which network performance anailysis could
occure. Those discussel were: ff f-line, oa-line, and
instantaneous analysis. The topic of local area network
performance analysis was tien -ntere I into. In this sect.ion

we discussed performance in.asure utiLization al performance

parameter selection. A acesentatio2 of various methods of

component failure detection and diagaosis concluded the body

of the Chapter.

It is the researcher's opinion that a SPLICE LAN could

benefit from each type of analysis. Instantaneous analysis

could be utilized to evala te and effect the performance of
the network layer protocol and bslow. This would reduc--.

maiagement overhead in that personnel would not be needed to
constantly monitor network stitus via a CRT, or to review

and analyze printouts reflecting the networks condition.

For example, adjustments iade to inzrease throughput during
times of network congestion, such is modifying our backoff
technique, would be accomplished bf a program rather than
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requiring human intervention. )verhead costs associated

with the running of these programs would have t3 be compared

against the costs incurrcd by non-automated and semi-

automatic procedures in order that efficient and cost

effective functional impl.centation is achieved. An on-line

analysis capability would give the operator a window through

which the functioning of the network could be observed.

Through the use of some sort of decision support system, the

operator could obtain issistance, 3ossibly in the form of

suggested action or in 3lJusting parameters which effect

global performance measures. D.f-line analysis would

provide operators with tn. ability t3 arnalyze the perform-

anze of the network in in environnent seperate from the

system. This ' method' woulid remove any pressure that might

be experienced by the operator when attempting to analyze

performance while on-line.

The performance measures suggest-d by the aithor for the

SPLICE LAN are seperated into two :a'ragories. The firs-

catagory provides for the .valuati)n of the net drk's zommu-

niza:.ion capability. The second zatigory inclades measu-es

which can be used to evaluate resource util ization

throughout the network. Each of these was Iescribed in

detail earlier in the Zh ter. Ra-;es for -hese measures

should be determined dynanically luring network operation,

however, network operat-ios persoa.el must be ible to over-

rile dynamic range establishment iii set theic own range

values as needed. Nunerous parameters exist which can be

utilized to effect the values of these performaoze measures.

Rather than proposing a list of tunable parameters, that, by

it's very nature would 09 incomplete, the author offers

three suggestions for their ilentifi.ation and utilization.

These parameters and their associated values should be

established on the basis of existin; -nalytical models and

siaulation results as weLL as operational experimertation.
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Once identified, these pacrmeters shulI be prioritized in a

manner which reflects their effect :) specifi: performance

measurements. Finally, the fact that adjustment of one

parameter may effect the value of more than one performance

measure must be considered in selection and implementation

of the parameter.

Our discussion of a failure letection and diagnosis

capability as part of the SPLIZE LAN will emphasis the

iiiitinc of these capaoilities p)ssessed by components

distributed throughout the network. The failare detection

capability of a distribated comp:nent is lisited to t-he

identification of those failur.es which cannot be detected by

the central monitoring site. The diagnosis zapability is

also to be similarly restricted. It is the researcher's

opinion that this approazh will redice diagnostic software

duplication throughout the network, eliminate maintenance on

distributed diagnostic tools, and provide for nore central

control of failure analysis and proDlem management. Upon

detecting a failure, the component will send some form of

problem alert message t3 the central monizoring site. FZom

that point, the actions taken by the monitoring site are

identical to those that it would take if it had detected the

failure. Since we have limited the detection -nd diagnosis

cap ability of the distrioited compoaants, conversely, we

must increase those of the central nonitorina site. It is

felt that periodic status .eports sazh as those described in

Chapter 3 should be sent t: the cent.-al monitoring si-e on a

regular basis . There they can be analyzed for possible

signs of component failure and systen degradat.ion. In addi-

tion to those capabilities alluded to above, the monitoring

site must be able to direct the transmissiDn of status

reports from distributed aetwork zomponents to itself. It|

must possess a diagnostic tool that can be utilized

throughout the network to isolate iad identify failures in a
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manner similar to that of the DOr employed by the Arpanet

Network Control Center. lore details concerning the func-

ti~ning of a central monitoriag site will be liscussed in

Chapter 6. It is sufficient to coazlude at this time that,

by centralizing the majority of the citwork's failure detec-

ti~n and diagnositic capabilities, we are incrzasing control

of the failure handling procedures 3f the network, reducing

software duplication and uaintenan:e, and miniaizing costs

associated with the implmeentitioa 3f a failure detection

ani diagrcstic function.
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manner similar to that of the DDr employed by the Arpanet

Network Control Center. lore deatils concerniag the func-

tioning of a central monitoriiq site will be discussed in

Chapter 6. It is sufficient to coa.lude at this time that,

by centralizing the majority of the aetwork's failure detec-

tion and diagnositic capabilities, we Ire increasing control

of the failure handling procedures 3f the network, reducing

software duplication and aaintanan-e, and miniaizing costs

associated with the implaientation 3f a failure detection

and diagncstic function.
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V. M JUMP! . HIG_ I

As stated in Chapter 4, aloqg with failure identifica-

tion and correction, the most important fun:tion of LAN

management is the monitoring and :ontrol of the local area

network to long haul network interfi:. This function is

primarily concerned with regalat-in; the flow of packets

between the netwcrks and any other tasks whi-:r support it's

accompiishment. In this :hapter, )ur emphasiz- will be on

identifying and discussing the main.rial aspects associated

with the interconnection af two networks.

A fundamental aspect of intera-twork communication is

the establishment of agreed upon coaventions. "mmunicating

entities must share some physical transmission medium and

they must use common conveations or agreed upon translation

methods [Ref. 29: p. 1392]. This cequired cozzonality can

be achieved in a number 3f ways. ?crtocols of one net can

be t:anslated into those o! another, or, coamon protocols

coald be defined. Another method through which commonality

may be achieved calls for :onversion to a standard interface

by all networks. It is 6he cesearcher's opinion that the

coanecticn of long haul networks to local area networks does

not lend itself to the establishment of common protocols

that would be efficient for both networks. hiditionally,

the benefit to be derived from -onverting to a standard

interface is only realized if a network is connected to more

than one other network. Ef connected to only one network,

utilizing a standard interface would require two protocol

translations. Network A's protocD1 would regaire transla-

tion into a standard interface protocol which would then

reuire translation into network B'3 protocol apon arriving

at the connected network. Whereas, the use of protocol
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translation would only require the conversion of A's

protocol to B's, or vice versa, depaiding upon the direction

of packet flow. Therefor-, we will consider the issue of

managing the interface bet.een two networks from the stand-

point of protocol conversion, rather than from common

protocol or standard interface establishment.

There are many differences whizh .xist between networks
that must be resolved, t.ose that will be covered in detail

in this Chapter include: naming aad addressing, flow and

coagesticn control, paztet size, and access con-trol.
Additional areas to be liscussed will encompass gateway

configuration, internetwock iccounting, and dispersal of

network status information.

A. GATEWAY CONFIGURATIDN

In an effort to set tie stage for a discussion dealing

with the management of an interface between two netwo:ks, it

is felt that an understanding of possible gateway configura-

ions, or levels of iaterconnect-:n as dubcad by Cer_
(Ref. 29: p. 1392], will prove beneficial. There are a

variety of different ways in whizh the gateway between two

packet switched networks may be configured [Ref. 28: P.
4-49]. We will briefly describe eac one and discuss why it

should, or why it shoull not be coasidered for the SPLICE

network. Finally, for explanitory purposes, we will select

a configuration and use it is an example throughout the

Chapter.

Utilizinq a common host is a simple and very straight

forward approach that can be used to connect two networks.

This method connects two networks through a host that is

attached to the two networks. This zonfiguration can be

ruled out immediately from consier ation for the SPLICE

network. This is because the entire SPLICE program is based
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upon relieving the host(s of cammanication responsibili-

ties. To burden the host computer with anything but the

processing of application programs would be entirely against

the SPLICE concept.

Another approach to interconne.-ting packet switching

networks would be to have a switching node which is common

to both of them. This aethod must also be ruled out from

coasideration. First of ill , the LAY does :iot possess a

switching node. An attempt zight be made to combine the

f-aic'icns cf a DDOI switzhing node and ths LAN f:ont eni

processor(FEP). Although a techaizally feasiole solution,

the drawbacks ire major and numerous.

An internode device cia be used is a separate entity to

perform only gateway functions between each of the networks

to be interconnected. This gateway is normally designed to

appear as a special host to each network. rhis approach

provides the most acceptaole alternative, however it is the

author's opinion that the requicemeat for additional hard-

ware to perform the inter=onnection of two networks is not

supportive of the SPLICE zoncept.

The final possibility for a gateway configuration

utilizes the existing zapabilities f a DDN switching node

(IP), and the local aret network FEP. This :onfiguration

is called the "two half-gateway". Ia the "two half-gateway"

approach, a gateway is couposed of t43 halves, each associ-

atad with it's own network. Each half-gateway would only be

responsible for translating betwee- the internal packet

format of it's own network ind some common internetwork

format. The number and different types of networks the DDq

ties into will dictate whther or aot an approach of this

nature is optimum. For tne time being, no standard inter-

network format has been proposed. rhis being the case, a

slight modifica-tion to this approaca should make it usabl-

and efficient for connectiag a SLI:E local area network to
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the DDN. This change wo-ild require a conversion from the

internal protocol(s) of the local area network to the

protocol(s| of the Defease Data Network and vice versa,

depending on the direction the packets are flowing.

For the remainder of tiis Chapter, we will utilize the

"two half-gateway" as our basis for explaining the differ-

ences that must be overcome dhen coanecting two networks,

an! the functions which must be aczoaplished by the gateway.

For cur discussion, it may help to picture one half of the

gateway Implemented in t ie LAI FEP, and the other half of

the gateway resident in i DN switching node which, in

con juction with the LAN FEP, all ws communication between

the two networks to be azhieved. Finally, a number of

assumptions have been made, which ar? felt will add clarifi-

cation to concepts discussed, and arovide a basis upon which

analysis can be conducted and proposals made.

1) The LAN cannot affect the speed at which pazkets trar.sit

the DDN.

2) The LAN FE? cannot increase the .:at at which packets art

sent to it from the switching node past the maximuz

transmission rate of tait node.

3) The switching node that the LAN t*.es into may also act as

an IMP through which other hosts, not part of the LAN,

access the DDN.

4) Error control, flow control, and duplicate packet detec-

tion is provided for zommunicati) between the LAN FEP

and the DDN switching node by Dne of the network access

protccols supported by :he )DN. In this situation, th .

switching node merely views the front end processor as

another host.
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B. PACKET SIZING

The problem of differences in packet size is basically

one of coping with the fragmentation that must inevitably

occur when the two interconnec-ted natworks employ different

internal maximau packet sizes :Ref. 28: p. 4-49]. Iwo situ-

ations may exist, one is when the maximum packet size for

the LAN is greater than t.it of the long haul network (LHN),

the other being whez the maximum picket size for the lona

haul network is greater than the MIKLiUm packet size for ta=

local area network.

The first case, when LAN maxiium packet size is greater

than the long haul netuork maximus packet size, can b:i

handled in one of three wits. First, if the packet to b .

transmitted from the LAN to LHN is smaller than the LHIf

maximum packet size by it least the number of additional

overhead bytes that will 3a added on oy the packet switching

ncla once the packet :eiches the DDN, then the packet

reauires no size modifization befor _ being sent to the

switching node. Seconi, if the paccet to be -t:ansmi:.ted is

larger th-n -he LHN maximua packet sze?, we may fragment the

packet app:-opriately in the FEP. Eazh packet would be frag-

mented such that the new packets would be smaller than the

maximum packet size for the LHN even after the overhead

bytes were added by the LIN switchig node. A number of

problems exist with this approach whiCh include, a require-

ment for increased softiare cipabiliti.s it the FSP,

additional delay experianced by pa:k.ts wanting to leave the

network, and the possibility that :ssequenciag of all th4

packets making up the message oeing sent may be required due

to the insertion of a "new" packet into the sequential

series cf packets that have been transmitted from somewhere

in the LAN. And finally, if the pact.t to be transmitted is

larger than the LHN maximum packet size, we may just go
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ahead and send the packet to the switching node. We are

able to do this because the DJD Standard Internet Protocol,

which will be implemeatel by the Defense Data Network,

provides for a fragmeatition/reasseably service. It is

envisioned that the "over-sizel" piaket would be fragmented

with each piece being sent to the destination switching node

where the fragments would be reassembled back into the
"over-sized" picket.

In addressiag the sec32d case, dhere LHN maximum packet

size is greater than LAN maximum pizcet size, we assume that

the fraqmentation of a smaller LAN :acket to help fill up a

partially filled larger L~i packet willl not occur. !n th.s

situation, the main concern of the LAN is that it might

receive a packet from the DD4 whizh is larger than it's

maximum packet size. lihis being the case, the LAN FZP must

possess the capability to fragment the larger packet into

packets suitable for transaission on thq. local area network.

C. CONGESTION CCNTROL

Assuming probabilist-i- message generation and fixd

capacity in network components, overLoad would be inevitaol _

without certain mechanisms to stop, slow down or absorb the
rate of message arrival. The basc' tool utilized in the

accomplishment of these tasks is congestion control.

Congestion control can be defined is a procedure whereby

distributed network resources, suz2 as channel bandwidth,

buffer capacity, and CP3 capacity ire protected from over

subscription by all sources of network traffic "Ref. 29: p.

1400]. Congestion is most likely to be visible at a gateway

connecting a local area network to a l3ng haul network. In

some cases, the transmission rates of LAN's might exceed

those of long haul networks by fictors of 30-100 or more

[Ref. 29: p. 1400]. mere are basically two schools of
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thought when it comes to dealing with the problem of

congestion control. rhere are those who advocate rigidl'"

controlling the input of pickets into a network and expli.

itly rule out the discarding of oackets as a means of

congestion control. And conversly, there ire some who

promote the dropping of packets is the sole means of

controlling congestion ERaf. 29: p. 1400]. We will look at

congestion and flow control it the interface between two

networks from both of these viewpoints. It is the author's

intention to propose and discuss techniques Df cngest

and flow control for rezelpt ot pactets from tae LAN and for

receipt of packets from tie DDN by the half of the gateway

resident in the LAN FEP.

1. LA_ t~o II ackt Zontrol

The author has concluded thit there eKist numerous

methods of congestion control, many of which hive ye- tc be

identified. The discussi a which follows i.clides the pLes-

entaticn of three possible methods of gateway zongsstion and

flow control. These methods deal, with the handling of

packets received from the LAN by the front end processor

destined for the DDN.

The simplist method of congestion control provides

for the immediate transmission of packets to the DDN. If

the gateway portion of taa FEP, ii conjunction with it's

associated switching node, is able to successfally transmit

packets to the DDN faster than they arrive f.om the LAN,

then we can assume the requirement for congestion and flow

control is minimal in that dir.ction. However, the author

has concluded that this i rarely t i- case. rhis approach

woaIld inevitably lead to the loss of packets due to the

gateways inability to transmit the. at a rate comparable to

that of LAN. Recovery/retransmission of those ' iost'
packets to the gateway Duld be left to the lower level

protocols.
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Another method through whiza congestion control at

the PEP could be accomplisied would be through the addition

of buffers. Packets flowing in from the LAN coald be queued

in a buffer for subsegue3t transmission to the long haul

network. Once this buffer becomes full, packets could be

discarded as Mn the first method or a signal of some type

coald be sent throughout the network indicating that the DDN

output buffer was full. Receipt of this message would also

imply that no internetwork traffic should be sent until a

message is received from the gatewiy indicating :hat the

buffer is empty and inter etwork traffic transmission can be

resumed.

This technique could also be employed with two

buffers. Once one buffer was full, it would be disabled

from receiving additional packets khile transmission took

place. Simultaneoulsy, the second buffer coald be filled

an it's contents transmitted when :he first buffer became

empty. While the second ouffer's zoitents were being trans-

mitted to the DDN, the first buffer would be receiving

packets from the LAN. This alterniting technique could be

employed with N buffers , but this would be at the expense

of loosinq N buffers wori of memory space in the FEP. This

being the case, a limit to the buffer space ilocated to

internetwork traffic woull have to be established. with
this limited buffer space, there still exists the possi-

bility that all buffers may becoxe full simultaneously.

This would require incoming packets to be discarded or,

notification thrcughout tae network that buffers are full

and internetwork packet t-insmission is disabled.

A final method by whica the flow of traffic from the

LAN to the LHN can be controlled is through the use of

external storage areas. rhis techni.ue is vacy similar to

the buffering methods preented above. Buffers are utilized

in the same fashion but, ihen they become full, =lther than

75



d1scard±ng packets or notifying the aetwork of the buffers

stite , all incoming pickets ar? directed to external

storage areas. When the buffers begin to eapty, packets

currently being stored are directel to the output buffers on

a FIFO basis. This proclure reduces congestioa on the LAN

by not requiring the contiiual retcaisaission of packets not

previously accepted by the gateway. Addionally, it elimi-

nates the need for distributed -oiponents to be able to

recognize a "DDN buffers full messiae and carry out the

int Enetwork packet restric-ting acti)a necessitated by it's

receipt.

2. L to Lt I Eacket Zon~taj

As previoulsy stated, we ar_ assuming that the flow

of packets between the FEP half of tme gateway tnd switching

nole half of the gateway is controlled by the network acces3

protocols supported by the DDN. riis being the case, our

discussion is restricted to answering questions such as:

'Shculd we transmit each packet imsediately onto the LAN

upon it's receipt from the DDN?', or 'Should we employ some

buffering techniques, iacumulating some packets before

transmitting them onto the3 LAN?'.

It is the author's opinion that the trickling of

packets onto the network one at a tie does not efficiently

utilize the capabilities of a 13 Mbit/sec LAN. This method

reduces network throughput, ani requires adaptors and compo-

nents to "wait" longer between interac.twork packet arrivals.

By storing the internetwork packets in buffers or dedicated

external storage areas, we are able to transmit packets onto

to the LAN in bursts. rnese transaissias can occurs after

an entire message is received or after a certain number of

packets have accumulated in the buffers or external storage

areas.
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D. ADDRESSING &ND MNG11

Whenever any two levices must communicate with each

other and they are not lir.ctly conezted (i.e. a processor

on one network communicating with a processor on another

network), the question of addressiig the proper recipient

becomes a major considerition. kiressing across network

boundaries requires either a stianard network numbering

scheme or a means of address t-anslation in the gateway

(Ref. 28: p. 4- 49]. It is known tait -:he DDI: will connect

with existing networks i3 well s t.e SPLICE local area

networks. It is the autho.-Is 3piaio that this in itself is

sufficient to justify cae asta~lLshment of a standard

nuxbering scheme. This will therefore be the premise upon

which our discussion will be based.

Many different possible internetwork addressing schemes

exist. The CCITT X.121 ildressing strategy is based on th?

telephone network system. This :Z_=.i:ique allows up to 14

digits per address. rhe_ first 14 Ii7its art a destination

zetwork identifier coda ()NIC, folowed by te remaining

digits which may be used to imolemsent a hiera-chical

addressinq structure [Ref. 29 p. 1403]. The DhRPA Interneet

has implemented a common address forcat across all networks

it connects (Ref. 30: p. 114]. The Internet address length
is fixed at 32 bits. These bits contain the address of a

part icular network, an! the addr ss of a host within that

network. A further disiggreaatioa of this concept might

call for an address field which contained a network address,

the address of a packet switching/gateway nodea within that

network, and the address of a host accessible through that

node. We will utilize the addressiag technique implemented
in the Internet as the basis for the remainder of our

discussion.
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In order to manage, control, ani support communications

among components distributed thr-ughout two or more

networks, a means must exist for explicitly identifying the

coaponents involved in tie communization. This could be

accomplished by utilizeing one of tie addressing strategies

presented above. In impl-centing this strategy, rather than

reguiring the user to be aware oE the struzture of the

network in which the destination h3st resides, a naming

convention could be established whici relieves him of indi-

caring the actual address of --he lesired host. A zaming

convention can also be establishsl for ideatifying the

network to be accessel rather thaa requiring a specific

adiress to be provided.

Assuming an operator may now use names to identify both

the destination network and the host within that network,

the task of converting these to a:tual netwark addresses

must be considered. rranslation of the netwock name to a

specific network address will be accomplished by the

switching node through which A SPLI:E LAN is :connected to

the Deferse Data Network. Currentli, nodes attached to the

DDN may be known by as many a s four different names

[(Rf. 31: p. 111 . The translation of a local host name to

its associated address and vice versi, could be accomplishei

by the switching node. rhe author loes not support this

approach for the major reason that the switching node will

most prcbably be connec-ting other networks and/or hosts to

the DDN. For it to possibly perform these translations

woild mean a reduction in the node's capability to perfor2

4t3 primary functions of traffic pr.ocessing, host Access,

routing, and mnitoring and control [Ref. 31: p. 33].

Tharefcre, local host name translation must be performed at

the local level.
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This local translatioa capability could be accomplished

at the interface between a distribated compoaent and the

bus. This would. require the use 3f additional component

resources for the performince of a finction which could most

efficiently be implemented at a centralized location (i.e.

the Front End Processor), rather than at ea=L individual

component. By incorporating the Local translation capa-

bility into the LAN's FEP, we not only reduce redundancy

throughout the system, but also fazilitate the main-terance

of our translation tables. The final issue to be addressed

is concerned with the plane (source 3r destination nezwork),
at which this translation occurs. rranslation of the desti-

nations name can either ocrur at the source's gateway or at

the destination network. By delaying translation of the

naie to an address until arrival at the destination, we

eliminate the requireaeit for .ieah gateway to possess

specific address information 'aoat other networks.

Similarly, the translation of a prozcess name to a process

ddzess would also be iccomplisa.l by the d-stinatioi

networks ?!!P. The half ateway -esident in each SPLICE FEP

woald only be required to maintain a table containing -h s
naies and addresses of it's local :oaponents aad processes.

Upon receiving a packet from the )DN, the zomponent and

process string names woull be coapir-d against entries in

the address translation tables. Appropriate addresses would

replace the physical node name and process name. The packet

woild then be ready for tcansmission onto the local bus.

E. ACCESS CONTROL

Access control is concerned with establishing mechanisms

that may be required to prevent some traffic from entering

and possibly some traffi: from leavig the network. This

filtering action is ideally accomplis*hd by ttie gateway two
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networks. Utilizing our model of a "two half-gateway", each

half can deal with controlling access to the network that it

is connected to. What this means is that our half of the

gateway in the LAN FEP zan act is a sentry to incoming

traffic. As traffic arrives, the "D" of the packet(s) can

be checked against a table contaiai:i the "naaes" of those

packets which are authorized to enter the LAN. If a packets

"ID" appears on the access list, entry is granted, if not,

the sentry may either diszard these 3ackets or possibly send
them to an accas3 cont=o!l.r [3ef. 29: p. 1i01). T-he access

controller routine can tien dynamically enable the flow of

the packets into the network after performing zcrtain checks

on the packets identity, or, it aay decide that these

packets are not to be allowed intD the network, discard

them, and send a suitable 'canned' e=sponse to the source of

the packet(s) letting it know i=ess was aot granted.

Alternately, it may inforc network operations personnel of

the packets that wish to ea:er t7.9 network and request

action to be taken.

F. OTHER CONSIDERATIONS

Two additional areas of concern associated with the

interconnection of two networks are failure notification and

accounting procedures. Assuming that failures for the

conrected networks are letected, ilentified, and isolated

internally by each networt, trie guestion arise=-s 'How is the

existance of a failed coaponent within a network communi-

cated to those in other aetworks w!o may wish to use that

component?'. Assumming tat both the LAN configuration data

base and problem manageaeat data base have both been uipdated

with the current status of any particular failure, the

researcher makes the fo.loiing proposals in response to the

previous question. Before packets are let into the local
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area network, the half-gateway wll bers .sil 6

checking these data bases to insure that the desired desti-

nation is operational. rIf it is, and assuming the access

coatroller has permittel izcess, the packets are transmitte!
into the network. if the desirel lestination is currently

inoperative, a response Ladicating s.ich is returned to the

soUrce. Additionally, i-f a sourza from another network

desires to check the statis of an alement within a SPLICE

LAN, i-t should have the :apability, just as a local user

would, c" guary- :,g either one of -hq=se ia-.a bases. ~o

is assumed that if the switchin.g node through which a SPLICE

LAN is connected to the ))N fails, then the casponsibi-litv

of reporting the inaccessibility of that particular local-

area network lies with the DDN Moaizor-ing Center who'S

juristict6on includes the failed node. Similarly, t h 1

fal-ure of a LAN FEP which makes a SPLICE LAN ronfigurati-o

4niccessible will be repocted to not-antial netdork users by

-thz cor.necti~ng s'iitchiLn; aole.

it Is the researcher's opiaion tiat a SPLIZ? LAN4 is seen

as Just another subscriber to the )DI. Thifs being the case,

therez seems to be sufficient justification for the estzab-

lis3hment cf some type of -a.counting ?rocedures which provide

the means through which the flow of packets to and from the

DDH can be monitored. PAsr-ming some type of azzounting will

be conducted by the switcalng node, the connected LAN could

obtain accounting inforation f.ron it. This does not

provid for any type of cross chezki ng of the switching

node's accounting capability or accurczy. ThIs then estab-

li-shes the requirement for some sort of accounting

procedures to be established in thea LAN's half of the

gateway. Currently, public packet switching netwcrks are

using procedures which acczount for subscriber use on the

bas--s of the number of virtual circaits established durinag

the accountinq period aad the number of packets sent on each



virtual circuit [Ref. 29: p. 11400]. Only slight modifica-

tians to certain reports cecosmeniel in Chapter 3 would be

required to give a SPLI:E local area network a similar

acc-ounting capability. Finally, and most important of all,

-s that the accounting ze.hanisms implemented by the SPLICE

LAN's be based upon procedures and units of aasure iden-

t!zal, or very similar to those utilized by the DDI.

G. CHAPTER SUMBARY

We began this Chapter with a discussion of various

con figurations that a gateway between computer networks

could assume. The autao- feels thit the 'two Ialf-gateway"

concept offers the simplest and azst effective means of

interconnection. The diszassiDn then turned to the problems

associated with differ-nt maximum pizket sizes utilized by

tha twc interconnected networks. is looked it the situ-

ations when the LAN maximan pazket s;_ze was greater than th =_

!oag haul network maximut packet siz. and vic. versa. In
both cases, suggestions were made as to how this prcbaia

could be handled. A liscussion of flow zontrol and

congestion control techailies was ta.n entered into. This

problem was approached from two dir_tions. First, control-

ling the flow of pacxers into the LAN half-4ateway for

transmission to the DDN. And second, controlling the flow

of packets from the Defense Data gatwork, through the

gateway, into the LAI. The prol3ems of intern.rtwork

addressing and component aming we.e then considered. The

author has concluded that the solution to the first problem

would be the establishm-nt of a standard intern.twork

nuibering and addressing szheme. rhe szandard offered was

of the form, NETWORK ADDR3SS/L)CAL EI)S ADDRESS. The compo-

neat naming problem was !ouni to be best handled at two

levels. The translatioa of a natiork name to a specific
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network address would be conducted it the switching node

half-gateway, while the translation of a local host name to

a local host address would be accom lished by the dsstina-

tion network half-gateway. We thea briefly discussed the

topic of access control. There, we looked at the rola

played by an access controller, and ittempted to add support

for it's implementation ia the SPLZEE network. Finally, we
looked at the need for failure notification and accounting
capabilities associated with interaetwork traffic.

Exclusive of the interface between a SPLI:E LA.1 and h

DDI, the monitoring and managemeat of a SPLI-E local area

network is predominantly centraliz.l. Special interface

functions such as those l.scribed La this Chapter require
that the control of thesa functions be distributed to the

PEP. Finally, it is tae rsearcher's opinion that the-

management of the LAN/DDN interface must not only be work-

able, but must be acceptaole from ai operational standpoint
by the users, and from a tachnical aad logical standpoint by

network operators.
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Vr. ILAN Q!k1A4_ I211alia jjIU

The integration of those management tools discussed ia

chapters 1-5 is accomplished by the local area network

ceatral monitoring site (:MS). Lt is here where measure-

meats and statistics are collectad, performance analysis

conducted, diagnostic programs &ad recovery actions i-niti-

ated, network utility data bases updated, and where

performance parameter adjastmeat messages origiaate. This

process of managing from a central lo)cation minimizes commu-

nIzations and synchronization difficulties, and helps solve

pro)blems that may otherwise pass unnoticed (Ref. 33: p. 21].

The author will initiailly pressit what he feels to be

the mission of a cantral monitoring site, followed by appro-

priately supportive objec-tives. Tha manning requirements

ani organizational stractare associated with a ::S will then

be discussed. From t.her?, a discussion of a network opera-

tor's workbench wi"l be catered into. Finally, a discussiton

of a network operator's :3spoasibli-Lties under both normal
and fai2.!ure conditions will be praseated.

A. MISSION OF A LANi MOrtf3RrN1' smr

The mission of a LAN central noaitoring site might be
stited as 111!o insure tta most efficient and eaffective ase

of network resources and to maximiza network availability,

throughput and responsiveaess'. 3bjecmives ohich support

the accomplishment of thi-s mission a-:

- Keeping track of the 3tat-IS and configuration of the

network.

- Detecting alarm condit-i)ns and failad components.

- Carryirq out fault Isolation and liagnostic tests.



- Contacting appropriate repair personnel anl monitoring

repair activities.

- Altering the physical ?id logizal network -onfigurations

and documenting such alterations.

- Adjusting component performance pirameters.

- Generating management reports.

- Suppcrting test and aczzeptaace ictivities.

- Provide information needed for planning future network
evolution.

- provide a historical dita base iainst whizrn current and

future network performince may be aeasured.
- Moniter zomponent utilization hrcughou- the network

(e.g. host, communiciLtion processor, ani shared resources

utilization).

- Perform a scheduling fanction for application programs

requiring use of the host processors.

The first eight obj.ctives ars sijilar to tIaise contain.
in -Le ,roaram Plan for th. Defense )ata Network. [Ref. 31:

p. 142]. The 9th and 10th items are objectives of -"

Lawerence Livermore Laboratory Jrtopus Ne,:wor ni-cr-ng

ani Measuring Project [Ref. 34: p. 2]. The final two objec-

tives are a product of the author's -esearch.

An analysis of these objectives shows that the tools

discussed in this paper a:-2 capable of accomplishing the 1st

through the 7th and the 11th oojectivas directly. Although

not mentioned as yet, tie cErtral nonitoring site must be

able to support the testing, evaluation and acceptance of

new components that are to become part o_ the local area

network. By sstabli3hing the data bases iescribed in

Chapter 1, we ireindirectly supportia the accomplishment of

the 9th and 10th objeztives. rhe establishment of data

bases which reccri network Perfori2:e measur--s and compo-

nent utilization statistics would greatly enhance our
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ability to meet these objectives. At this time, the

researcher does not see .i need for the design of a sched-

uling algorithm as proposed by the final objective. As

applications grow, and the number of network users increase,

the requirement for establishiag a scheduling algorithm for

the purpose of efficiently and fairll assigning jobs to hos-

processors, may become very real. An example of where a

scheduling algorithm has been implemented is on the Los

Alamos Scientific Laboratory Integrated Computer Network

(Ref. 351.

B. MANNING AND ORGANIZ&TI3N OF A LAI CBS

How many people are za.uir.d to insure the =-ntinued and

efficient operation cf a 3PLICE local area compater network?

Should the monitoring sit_ be manned around th- clock? What

organizational aspects 3ust be considered -with the addition

of a central monitoring site? These are the questions that

will be addressed in this 3ection. 2urinc the discussion of

each, a possible answer will be recoamended by :he author.

The manning proposed for the DDN moni-z=:ing centers

range from four people at the system sonitoring center, from

one or zero at other centars (Ref. 31: p. 137]. The manning

of the NBSNET (a bus oriented local zomputer network) meas-

urement center calls for 3 full-rime and several part-time

computer-electrical engineers "Ref. 36: p. 13]. Neither of

these manning levels seems appropriate for a SPLICE LAN, the

DDS being a much larger long aaul n-twork, and the NBSNEI

manning level reflectiag nore of aa experimental environ-

meat. A local area network with a structure very similar to

that of a SPLICE LAN is the Hughes Aircraft "ompany Janet

network [Ref. 37]. JANET has ceatra.lized the control and

moitoring of the network at a siigle operator position.

From this position the ooerator caa issue commands to all
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network components, perform testin; and performance anal-

ysis, detect and diagnose failures, and reronfigure the.

network. The degree of ilutozatioa recommended throughout

this paper would provide the capibilities reqaired for a

'one person' central monitoring site. If these and other

lower level functions are not autosated, the possibilty

exists that an additional operator may be reguired. The

author feels that substantial pro-essing will occur, anl

that file transfers between Sto-K Points aad Inventory

Cori:rol Points will taks :lace after normal working hcus.

For this reason, it is felt that a network operator shouli

be available at anytime processing is in progress. After

normal working hours, this position may be filled as a

collateral duty (i.e. th3 individual filling this role may

also be responsible for on. of the host processors).

In answering the question as to where the monitoring

site fits into the organizational pizture, one sast remember

that the CIS can exercise a great eal of contcol over -h-

network and it's componeits. This being the case, :hose

individuals comprising tea CiS must work diraztly for --h

'Director of the LAN'. we would not want the central moni-

toring site to come under the control of one of it's users

or under the control of one of the stiffs assoziated with a

network host. This s-el to add more Justification for

establishing the position of 'DirectDr of the LAN'. This

Director could operate oat of the central monitoring site.

From here, he could manije and control the operations and

resources of the local network, focrulate network policy,

and see to it's implementation.
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C. A NETWORK OPRRATOB'S 93RKBENCH

A network operator's workbench is a single, integratel

system containing all the operator's tools in one place.

The system must be interactive and, because new analysis

packages and models will be continuously developed, possess

the characteristics of a programmer's workbench 'Ref. 21: p.

41.
Certain hardware assets #Jil1 enable the operator to

better carry out the network management function. Zhe

terminal or terminals utilized by the CIS saould have a
fairly extensive graphizs capability. For example, a

display of the entire network coull be put oni the screen

with different colors iLdiciting th_ status of various

coaponents. A dedicated printer will be needed for manage-

riLl reports, but more importantly, for the recording of

failure messages received by the ZMS. Adquate direct

access storage will also be a necessity. Additionally, an

alarm capability for indizati ng the breeching 3f estatlishel

parameter threshholds will be required.

There exists numerous software tools that can be

utilized by the network ooeratr. Dae of the most important

-s a good DBMS with a complete, user friendly query

language. This asset will allow the operator t3 investigata

relationships between performince measurements and asscci-

a-.ed parameters, and to ask exploratory questions concerning

the effect of certain network configuraticns on performance

criteria. The possessioa of a worl processing capability

will also assist the operator in the perforsance of his s

duties. An alditional software asset is the actual process

thrcugh which the operator interacts with these tools. This

interface may be througi a NetoD-k Operating System as

currently planned for the DDN [Ref. 11] and described in

(Ref. 32]. Another approxch to this problem is to have the
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operator interact with the software tools through an appli-
cation program. The Hughes Aircraft Company has implemented

a Network Monitor Program for it's JANET network which runs

as an application prolram on one if the host processors

[Raf. 37: p. 96]. The distributed counterpart of this
central control program is a 'background' program included

as part cf the adaptor microcode. it is through these back-
ground programs that the ZMS receives certain measurements

and failure messages. Additional software tools that will

be of help to the operator include: an English language set
of commands for ease of system operation and network liag-
nostics, default paraieter value establishment if
unspecified by the operator, aynimic control programs for
adjusting lower level performance picamenters in accordance

with network conditions, ind finally a system which exists

for prompt and accurate collection of any data the user may

provide on a problem.

D. OPERATORS ACTIONS: NORMAL CONDITIONS

In the next two sections we will ittempt to identify the

responsibilities of a network operator under both normal and

abnormal conditions. The are presented here in an effort
to establish a basic set if responsibilities for all SPLICE

LA.I operators. This se:tion deals with th- operator's
responsibilities under nocial conditions. It Is realized by

the author that some of these responsibilitias may also

pertain to failure conditions. Fi.ally, it is not kncwn

which, if any, of the ilentifiel responsibilities will be

automated. therefore, the discussion of responsibilities
will be presented as iE the operitor had to take some

specific action for it's accomplishm.nt.
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Assuming the network operator has just invoked the

network management control program, there are certain func-

tions that must be a::omplishel. The operator must

establish a connection with the 'bazkground' program in the

adaptor or component interface. A3ong other things, this

will enable him to find out just who is on-line. Once

connections are established, the operator =in send out

instructions to the nodes providing them with guidanca as to
whit measurements to take, when to send them to the CMS, and

upcoming maintenance acitvlties. kUso during this time, the

network operator obtains the physi=aL and logical configura-
tion tables for each host ind zommunication processor, which

is then stored in the a global network configuration table.

During initialization the network operator also sets

performance parameter valaas, establishes alarm threshhclds
for performance measurements, identiE£s critical components
which he is specifically interested in monitoring and

updates the Name/Address Tible in the FEP half-gateway.

Information obtained from each component about

itself and it's associated peripherals is used to update tho

network configuration data base. 1his provides the operator
with a view of the pkysi-al state of the network.

Additionally, logical configuration tables can be estab-

lished for each component ind user, which gives them their

own 'customized' configuration of the natwok. hlso during

this time, problem management, change aagement and
performance analysis data bases may be opened for read/write

and checked for items of interest. Finally, the operator

needs to comunicate with the DDN lonitoring Center who's
area of influence the LAN falls within. This interaction
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may simply be the transfer- of the aurrent DDN status file to

the C11S. This file can then be used to assist users

attempting internetwork coimunicatiaa.

3. Q2Rtn2;.!. DiseIy

The network operitor -Is responsible for moni.tori.ng

various network status displays and in. some cases insuring
their availability to users. These status !isplays are

created frrom data obtained from =o-ifiguration and problem

management data bases in iddition t.) zesults of performance

analysis and component mon" toring. ks a miniLmua, the status

displays that should exist include: 3a global network status

display, di;splays for acn major znonponent- with appropriate

operating information, 11splays fo.r any desired n~etwork

performan~ce parameters suzh as thro>ughput and response time,
a gerera.. information display for in-formirg users of sched-

uled maintenance, DDN' s status and administramiva

activities, and a display for depicting load information on2

hosts and ccmmunication processors.

'4. N2.& Jaqm(tktvt:,

in addition to thos3e ac-tivit;.es mentioned azove, the

network operator is als3 responsible for the accompli-shment

of other normal management azztivitles. He aust initiate

Monitoring periods for t.ae collectio)n of measurement data.

Upon the completion of the monitorcing period he must:

control the transfer of data from the adaptors to the CMS,

disable adaptors from taking additio>nal measurements, and

clear adaptor memory contenats if so required.
Uti-liz-4ng data gatherad, a-id statistics generated

during the monitoring period, the network o)perator must

insure the appropriate data bases are updated. 'rhis may
include modifications to the configuration, problem manage-

meat, and performance anilysi.s lata bases. information
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obtained during the monitoring period is also to be used by
the network operator to identify trends, look for bottle-

neaks in the network (especially it the DDN/LAN interfacs),

conduct network performaance analysi3, and prepare network
status and utilization reports. While analyzing results of

t-he monitoring period, the operator ziy become aware of some
pending component failure. If so, appropriate acti-on is
taken to diagnose and correct the ftilure. . More specific

action to be taken upon failure detection will be discussed

inhre next section.
Other normal maniaement activities inclade the oper-

ators responsibility to test all adaptors failare detection

and diagnostic capabiliti9s, the distribution of new sof-t-
ware versions, adjustment of network logical and physical

configu~ations, and adjasting performance parameters Jn

order to tune the network. The network operator is also

responsible for inforsiag and c)odinatin-g with users

planned mai-ntenance activities. 3aa final responsibility

calls for CMS personnel --o be invol1ved in the installation,

testing, and acceptance of equipment -:hat is going to become
part of the network.

R. OPERATORS ACTIONS: COMPONENT FAILURE

Having utili zed the :)erformaaza analysis, and problem
detectilor and diagnosis techniques presented earlier in thi.s
paper, let us assume the network oaarator has identified a

fai led component. What than are -the procedures that must be
followed in order to manage this fiJitare until it's rectif.-

cati-on? Assuming the failare is of iijor significance, such

as a dowr. communication processor , one of the first thi*ngs
the operator should do is notify the network of the failed

component. Concurrently, configuration tables, the problem
managemernt data base, and the Namefkidress Table in the FEP
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should be updated. hppropriate entries for the problem

management and configuration data bases ire shown in

Appendix A and Appendix B respectfully. Having done this,

the operator may utilize some fort of DDT as discussed in

Chapter 4, in an attempt to correat or further isolate the

cause of failure. If this fails, the operator can utilize

the information that has been recorded in the network

history file to try and 'backup' the processor to a point

before the failure occurel and attsmot a restart. The last

chance the operator has to correct the problea 's :c dump

the suspected failure causing softwire to off-linq storage,

ani reload the system wita a fresh zopy of the appropriate

software. Having exhausted his means of problem correction,

the operator is responsible for contacting the appropriate

yen dor.

Durinq the course of problem id.entification and correc-

ti:, it is required that the network remain available for

customer use. To do this, the aetd:ork operator must have

ths capability of reconfiguring the network, iisabl9

processing of local operator requests so that he is in fall

control of the network, activate and deactivate a components

coanection to the bus, aal transfer functions performed by

the failed component to another deviz capable of performing

that function. Althouqh the performance of the network

during this time will not be )ptimui, it will at least be

able to support some processing requirements. Upon failure

correction, the operator is responsible for bringing the

system back to a state 3f normal oparation. This would

include updating the appropriate lata bases, returning of

functional respcnsiblities as required, and notifying users

of the resumption of normal services.
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F. CHAPTER SURNARY

In this Chapter, we began by pcesenting the.mission of a

network central monitoring site and the objectives to be met
in order to fulfill that mission. A discussion of the

manning and structural aspects of i CMS was then entered

into. Attention was the2 focused :n the description of a

network operators workbench and its' issociatel tools. Ou.

final discussion dealt wita the ide-itification of a network

operator's :espotsibilitis ur.der both normal and f -ilIr
con di ticns.

It is the author's opinion that the mission and objec-

tives presented at the beginning Df this Chapter provide i

complete and succinct pizture of exactly why a network

central monitoring sits eists aad what services it must

provide for the network. rhe reseirch.er recommends that the

monitoring of the network be aatomated to a point such that

only one operator and his staff .re required to 'control'

the network. rt is als- felt chat the position of 'IDrector

of the LAN' be e-atblishel as part oE zhe CMS with authority

over all aspects of network u.iLizatin. The tools recom-

mended as part of the operator's workbench are seen as the

basis upon which netwcrk wnitoring, control, and management

will be conducted. Without them, t:- accomplishment of the

central monitoring site's aission will be questionable. To

conclude, it is the resarcher's opinion that thE ntwork

operator's responsibilities we have identified in this

Chapter, although not all encompassing, can be used as a

basis upon which extended ind nore s ?ecifc =eqairements can

be built.
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PROBLEM M5&IAuIrf RRCORD ZTIES

Time and date of problem awareness

Type of equipment and serial number
Remarks about the nature of the problem

Logical name of the affected ratwork element

Target date and time for problem resolution

Current problem status

Assesuent of problems impi~t on network componeats

Cross reference to appropriate entry in zonfiguration

management database

Physical location of problem oc:c1rance and of elements

reporting the prcblem
Date and time of problem resoluition

Point of contact and phone number t~zough which additional

informati-on corcerning thez problem can be obtained
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CONFIGURATION I[&I&GNUINT RECORD ENTRIES

It.. of equipment
model and serial numbers
Physical address

Components logical name

Reatal/Purchase price

Depreciation information

Installed/uninstalled status
Order number

Ship date

Lease start and end lease iates
Vendor name, phone number, an-d addr933

Associated node logical name

Item de~cription/functi~a

Remarks

Point of contact; name, !Dzati.3n, telephone number

Building and room piece of equipment is In

Mazhine software was exaciting on dhan problem das detected
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